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The present study evaluated the DNA protective properties and antimicrobial activities of the methanol 
extracts of nine Cladonia species, namely C. pocillum, C. subulata, C. pyxidata, C. coniocraea, C. foliacea, C. 
firma, C. furcata, C. fimbriata and C. rangiformis collected in Turkey. DNA protection properties efficiency of 
Cladonia extracts was evaluated using pBR322 plasmid DNA. In vitro antimicrobial activities of methanol 
extracts against two Gram-negative bacteria (Escherichia coli and Proteus mirabilis), three Gram-positive 
bacteria (Staphylococcus aureus, Micrococcus luteus and Bacillus subtilis) and two fungal strains (Candida 
glabrata and Candida albicans) were examined using the disc diffusion method and through the determination 
of minimal inhibitory concentrations (MIC). DNA protective studies, all Cladonia extracts protected pBR322 
plasmid DNA against damage caused by the hydrogen peroxide (H2O2) with ultraviolet (UV). The results 
demonstrated that the inhibition zones in the disc diffusion method ranged from 6.5 to 19.0 mm. MIC results 
were ranged from 3.12 to 6.25 mg/mL. Cladonia extracts show a better antimicrobial effect against bacterial 
strains than fungal strains. The highest antimicrobial effect among lichen species was demonstrated by 
Cladonia pocillum. Our results demonstrated that tested Cladonia extracts had strong antibacterial and DNA 
protective effects. This is the first comprehensive study to evaluate the DNA protective properties activity of 
Cladonia extracts. 
 
Keywords: Antimicrobial activity, Cladonia, DNA protective properties, Lichen  
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Introduction 

Lichens are natural resources used in the treatment of 
various diseases since ancient times. They are among the 
most fascinating organisms on earth and formed from the 
symbiotic relationship between the fungus ascomycetes 
and green algae or blue-green algae [1-3]. More than 1050 
secondary metabolites have been isolated from lichens 
and have been found to have antibacterial, antiviral, anti-
analgesic, antipyretic, and antiproliferative activities [4]. 
Lichens are of great interest to researchers as new 
important sources of bioactive substances due to the 
pronounced antimicrobial activity of secondary 
metabolites [5, 6]. Natural products are recommended as 
a therapeutic alternative to traditional antimicrobial 
therapy. Bacterial and fungal infection diseases remain 
the major causes of death worldwide [7]. Antibiotics are 
widely used to prevent and treat microbial infectious 
diseases, but new antibiotics and drugs are needed due to 
the emergence of antibiotic-resistant pathogens strains. 
The growing population of antibiotic-resistant micro-
organisms motivated the investigation of lichens as an 
alternative antimicrobial drug [8-10]. Several studies have 
shown that some lichen species have antibacterial activity 
against micro-organisms [11-14]. 

The genus Cladonia is classified in the Cladoniaceae 
family (Ascomycota and Lecanorales) [15, 16]. The genus 

contains many secondary metabolites [17]. In previous 
studies, it has been determined that extracts of some 
Cladonia species have strong antioxidant, antimicrobial 
and anticancer activity in vitro [18-20]. 

This study aimed to determine the in vitro 
antimicrobial activities of extracts of Cladonia species (C. 
pocillum (Ach) O. J. Rich., C. subulata (L.) Weber ex F. H. 
Wigg., C. pyxidata (L.) Hoffm., C. coniocraea (Flörke) 
Spreng, C. foliacea (Huds.) Willd., C. firma (Nyl.) Nyl., C. 
furcata (Huds) Schrad, C. fimbriata (L.) Fr. and C. 
rangiformis Hoffm). All the species used in the study 
contain fumarprotocetraric acid. This acid has biological 
properties such as expectorant, antioxidant, antibacterial, 
antifungal, and anticancer [18, 21-24]. 

Oxidative stress-related DNA damage is associated 
with varied diseases. Numerous investigations have found 
that natural plant components have genotoxicity-
protective action against oxidative stress and UV radiation 
[25]. As a result, the efficiency of Cladonia methanol 
extracts in protecting DNA from UV and oxidative stress 
was also investigated.  
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Materials and Methods 
 
Lichen Samples 
Lichen species were collected in field studies in 

different regions of Turkey. The morphological and 
anatomical features of the specimens were determined 

under the microscope, and their diagnosis was made using 
diagnostic keys [26, 27]. The species are preserved in 
Yozgat Bozok University, Boğazlıyan Vocational School 
Lichen Herbarium. The location information and 
herbarium numbers of the samples are given in Table 1. 

 
Table 1. The Locality Information of Species and Herbarium Numbers 
 
             Species 

 
Locality Voucher 

C. coniocraea→ Istanbul, Belgrad forests, Turkey, 28°55'683"E, 41°08'857"N,  20 m, 13 Eylül 2013 CLAD 77, 
109 

C. fimbriata→ Çankırı, Ilgaz, Turkey, 33°42'495"E, 41°00'848"N, 1200 m, 07 Temmuz 2014 CLAD 712, 
713 

C. firma→ Turkey, Çanakkale, Bayramiç, 26°45'634"E, 39°55'320"N, 220 m, 16 Eylül 2013 CLAD 52 
C. foliacea→ Ankara, Güdül, Turkey, 32°09'54"E, 40°12'55"N, 750 m, 21 Temmuz 2014 CLAD 640 
C. furcate→ Rize, Kackar Mountains National Park,Turkey, 41°08'801"E, 40°55'592"N, 1750 m, 16 

Agustos 2014 
CLAD 488 

C. pocillum→ Mersin, Anamur, Turkey,  33°04'345"E, 36°05'592"N, 31 m, 19 Mayıs 2013 and 
Mersin, Çamlıyayla, 34°37'579"E 37°11'185"N, , 1350 m, 20 Mayıs 2013 

CLAD 1, 55 

C. pyxidata→ Çorum, Turkey, 34°49'277"E, 40°41'486"N, 1325 m, 25 Mayıs 2013 CLAD 135, 
137 

C. rangiformis→ Çorum, Turkey,  35°04'103"E, 40°31'855"N, 1186 m, 24 Mayıs 2013 CLAD 53 
C. subulata→ Ordu, Çambaşı Plateau, Turkey,  37°56' 9"E, 40°44'06"N, 1560 m, 24 Eylül 2014 CLAD 998 

 
Preparation of Lichen Extracts 
Air-dried C. pocillum (5 g), C. coniocraea (4 g), C. 

pxyidata (3.5 g), C. rangiformis (30g), C. foliacea (10 g), C. 
firma (5 g), C. furcata (11 g), C.subulata (15 g), C. fimbriata 
(7g) thalli were pulverized and extracted three times in 70 
percent methanol (MeOH) for 24 hours with periodic 
stirring. The extracts were removed from their solvents 
under vacuum (37 °C) after filtration. Before analysis, the 
extracts were lyophilized and kept at -18 °C. 

Antimicrobial Assay 
Antimicrobial activity of the Cladonia methanol 

extracts against bacterial strains (Gram-negative and 
Gram-positive), and fungal strains were examined by disc 
diffusion assay, MIC (Minimum inhibitory concentration), 
and MMC (Minimum microbicidal concentration). The test 
indicator bacteria included two Gram-negative bacteria 
(Escherichia coli ATCC25922, Proteus mirabilis 
ATCC25933), three Gram-positive bacteria 
(Staphylococcus aureus ATCT25923, Micrococcus luteus 
ATCC10240, and Bacillus subtilis ATCC6633) and two 
fungal strains (Candida glabrata ATCC90030, Candida 
albicans ATCC10231) were obtained from the culture 
collection of the Laboratory of Biotechnology, Faculty of 
Pharmacy, Erciyes University, Turkey. The bacterial strains 
were grown on Mueller Hinton Agar (MHA) medium and 
incubated at 37°C for 18-24h, and the fungal strains were 
grown on Sabouraud Dextrose Agar (SDA) medium and 
incubated 30°C for 36-48 h. A single colony was obtained 
from overnight strains using a sterile loop and inoculated 
into 5 mL of Mueller Hinton Broth (MHB) for tested 
bacterial strains and Sabouraud Dextrose Broth (SDB) for 

tested fungal strains. The inoculum strains were adjusted 
to the 0.5 McFarland standard turbidity. Then 100 μL 
micro-organisms (approximately 5 x105 CFU/mL) of the 
dilution was spread onto the agar plates containing MHA 
and SDA). 

Sterile commercial paper discs (Oxoid; 6 mm) were 
placed on the above-inoculated media and impregnated 
with 20 µL of the methanol extract and incubated at 37 °C 
for 18-24 h (for bacteria) and 30°C for 36-48 h (for fungi). 
DMSO was used as a negative control, while Ampicillin: 
AMP and Nystatin: NS (10 μg/disc) were used as a positive 
control. All experiments were performed in duplicate, and 
the antibacterial/antifungal activities were assayed as the 
mean of a clear zone of inhibition diameter (mm) 
produced by the Cladonia extracts. 

The Microdilution Method Determined the MIC values 
and minimum microbicidal concentration (MMC) 
(minimum bactericidal-fungicidal concentration (MBC-
MFC)) values of the Cladonia methanol extracts in 96 
multi-well microplates CLSI guidelines. The serial dilutions 
of Cladonia extracts were prepared with MHB for bacterial 
strains and SDB for fungal strains at a volume of 90 µL each 
well in microplates. A 100 μL of a stock solution (200 
µg/mL) of all extract was added into the first well of the 
microplate. Then, serial dilutions were performed among 
the first and last wells. After, 10 μL of the diluted micro-
organism suspension was added to all well to give a final 
concentration of 5 x 105 CFU/mL, making approximately 
200 μL in each well. The obtained concentration range of 
the extracts was from 0.78 to 100 µg/mL. The added 
microplates were incubated at 37°C for 18-24 h for 
bacteria, 30°C for 36-48 h for fungi. Streptomycin and 



Ceylan et al. / Cumhuriyet Sci. J., 43(4) (2022) 550-555 
 

552 
 

ketoconazole were used as positive controls, and 10% 
DMSO solution was used as a negative control. The lowest 
concentration of the antimicrobial agent that did not 
produce visible growth (no turbidity observed) was 
defined as MIC. The MBC/MFC was determined on the 
agar medium by plating 10 μL of solution from each well 
where no visible growth was determined. After incubating 
at 37°C for 18-24h for bacteria and 30°C for 24-48h for 
bacteria. At the end of the incubation, the lowest 
concentration without growth was determined as 
MBC/MFC. All experiments were performed in duplicate. 

 
DNA Cleavage Assay 
The DNA cleavage activities of the Cladonia methanol 

extracts were shown by photolyzing hydrogen peroxide 
(H2O2) with ultraviolet (UV) in the presence of plasmid 
DNA (pBR322) and performing agarose gel 
electrophoresis. To prepare a 5% stock solution of 
extracts, 20 mg Cladonia extracts were weighed and 
dissolved in 400 μL dH2O. Up to 5 μL of the extract was 
added to each tube except for the control and 3 μL 
plasmid DNA (pBR322), and then 1 μL hydrogen peroxide 
(H2O2) in microcentrifuge tubes was added. All 
components with the Cladonia extracts, including tubes 2 
and 4, were exposed to ultraviolet radiations for five mins. 
All tubes were incubated at 37°C for 1h. After irradiation, 
5 μL of loading dye was added. They were loaded with 
Ethidium bromide (EtBr) staining 1% agarose gel at 90 V 
for 1.5-2 h in TAE (Tris base, acetic acid, and EDTA) buffer. 
The DNA fragments were visualized using ultraviolet 
illumination with a Bio-Rad Molecular Imager ChemiDoc 
XRS system (BioRad). 

 

 

 

Statistical Analysis 
The data are provided as mean values with a 95% 

confidence interval. ANOVA techniques were used for 
variance analysis. Tukey's pairwise comparison test was 
used to evaluate if there were significant differences 
between means at a threshold of p<0.05. 
 
Results and Discussion 

 
The antimicrobial activity of Cladonia methanol 

extracts was evaluated against microorganisms, and their 
potential effects were assessed 
qualitatively/quantitatively against the bacteria and fungi 
by the presence/ absence of inhibition zones MIC values. 
The Cladonia extracts inhibition zones obtained using disc 
diffusion assay are shown in Table 2. According to the 
results, the Cladonia extracts had great potential of 
antibacterial activity against all bacteria but did not have 
antifungal activity, except only the C. pocillum extract. The 
antimicrobial activity was checked with ampicillin and 
nystatin. These antibiotics had a more substantial effect 
than all extracts, as presented in Table 2. No inhibitory 
effect of DMSO, the negative control, was observed on the 
extracts. Cladonia extracts inhibited the bacterial strains 
produced a zone diameter of inhibition from 7.0 to 19 mm 
for Gram (-) and Gram (+) bacteria. In contrast, there was 
no antifungal activity for fungal strains of Cladonia 
extracts, except only C. pocillum extract. Antimicrobial 
activity analysis showed C. pocillum as the most potent 
extract and C. pyxidata as the weakest one. The methanol 
extract of C. pocillum was found to have the same 
significance (p>0.05) as the standard against Gram-
negative P. mirabilis. It was also more effective against 
Gram-positive B. subtilis than the standard.

Table 2. Antimicrobial activity of extracts of Cladonia species(20 mg/mL) against tested bacteria and fungi using disc 
diffusion methods. 

 Inhibition zone (mm) 
Micro-organisms 
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-) 
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E. coli 14.96 
±0.60a 

NI* NI NI 6.93 
±0.45b 

NI 7.5 
±0.20b  

6.86 
±0.05b 

NI NI 12.3 
±0.25c  

P. mirabilis 19.0 
±0.52a  

7.16 
±0.15b 

7.1 
±0.26b  

7.1 
±0.00b  

7.1 
±0.01b  

NI NI 7.56 
±0.11b 

7.2 
±0.00b  

NI 20.02 
±0.2a  

S. aureus 14.13 
±0.06a 

7.53 
±0.4d  

NI 8.5 
±0.26b 

10.10 
±0.52c  

6.77 
±0.15d 

7.53 
±0.21d  

7.10 
±0.1d  

6.83 
±0.05d  

NI 21.03 
±0.25e  

B. subtilis 15.9 
±0.17a 

7.5 
±0.26b  

6.86 
±0.05b 

6.76 
±0.15b 

7.13 
±0.15b  

6.5 
±0.26b  

7.5 
±0.00b  

6.76 
±0.05b 

8.0 
±0.17b  

NI 13.86 
±0.15c  

M. luteus 15.06 
±0.77a  

NI NI 12.86 
±0.35b  

12.93 
±0.11b  

11.2 
±0.26 c 

7.5 
±0.25 d 

8.5 
±0.17e  

9.5 
±0.32e  

NI 22.06 
±0.31f  

C. albicans NI NI NI NI NI NI NI NI NI NI 15.16 
±0.15  

C. glabrata 8.0 
±0.43a  

NI NI NI NI NI NI NI NI NI 14.86 
±0.21b  

Values with the same lower case letter (a–f) are not significantly (p > 0.05) different, n=3. 
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The MIC values of the tested Cladonia methanol 
extracts against the tested microorganisms ranged from 
3.12 to 50 µg/mL (Table 3). The strongest antimicrobial 
activity was shown in the extract of the C. pocillum, which 
inhibited the tested bacteria and fungi species in a 
relatively low amount (3.12 to 25 µg/mL). The lowest 
activity was manifested by C. pyxidata, which inhibited the 
tested bacteria and fungi species at a concentration of 25 

to 50 µg/mL. The most sensitive among the micro-
organisms was S. aureus, and the highest resistance was 
shown in B. subtilis and fungal strains. The MIC and 
MBC/MFC that resulted in the same value for Cladonia 
extracts were observed against all micro-organisms. The 
strongest MBC and MFC were obtained with C. pocillum 
extract against S. aureus and C. glabrata (3.12 and 6.25 
µg/mL), respectively. 

 
Table 3. MIC and MMC of extracts of Cladonia species 
 

Micro-organism 
MIC(Minimum İnhibitory Concentration)( 𝜇𝜇g mL−1 )/ 

*MBC/MFC(Minimum Bactericidal/Fumgucidal Concentration)( 𝜇𝜇g mL−1 ) 
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E. coli 
 

3.12 
*12.5 

12.5 
*25 

25 
*50 

6.25 
*25 

6.25 
*25 

6.25 
*25 

12.5 
*25 

6.25 
*25 

12.5 
*25 

P. mirabilis 
 

3.12 
*12.5 

25 
*50 

25 
*50 

25 
*50 

25 
*50 

25 
*50 

25 
*50 

25 
*50 

25 
*50 

S. aureus 
 

3.12 
*12.5 

25 
*25 

25 
*50 

3.12 
*6.25 

3.12 
*6.25 

6.25 
*12.5 

12.5 
*12.5 

6.25 
*6.25 

6.25 
*6.25 

B. subtilis 
 

3.12 
*12.5 

50 
*50 

50 
*50 

25 
*50 

25 
*50 

12.5 
*50 

25 
*50 

50 
*50 

50 
*50 

M. luteus 
 

3.12 
*12.5 

12.5 
*25 

12.5 
*25 

3.12 
*12.5 

6.25 
*12.5 

12.5 
*12.5 

12.5 
*25 

6.25 
*12.5 

6.25 
*12.5 

C. albicans 25 
*50 

25 
*50 

50 
*100 

25 
*50 

25 
*50 

25 
*50 

25 
*50 

25 
*50 

25 
*50 

C. glabrata 6.25 
*25 

50 
*100 

50 
*100 

50 
*100 

100 
*100 

50 
*100 

50 
*100 

25 
*50 

25 
*50 

 
DNA cleavage assay has been investigated by inducing 

plasmid DNA damage by H2O2 and UV. The cleavage effect 
of Cladonia methanol extracts was assessed by the 
conversion of the plasmid DNA in the supercoiled (Form I) 
to its open circular (Form II) and the linear (Form III). The 
plasmid DNA (pBR322) damage results are shown in Fig. 1. 
The pBR322 ladder is clear in lane:1, while the pBR322 
treated with UV and H2O2 revealed that plasmid DNA was 
damaged in lanes: 4. The H2O2 and UV together also 
induced pBR322 in lane:4. pBR322 treated with Cladonia 
extracts in the exposure of H2O2, and UV ırritation results 
are demonstrated in lanes: 5–13. In lane: 4, as a result of 
the interaction of the pBR322 with H2O2/UV, Form III is 
formed. 

The antibacterial and antifungal properties of 
methanol extracts from Cladonia species (C. pocillum, C. 
subulata, C. pyxidata, C. coniocraea, C. foliacea, C. firma, 
C. furcata, C. fimbriata, and C. rangiformis) were 
investigated in this work. It is known that various Cladonia 
species exhibit different antimicrobial activities. The 
presence of diverse components is most likely responsible 
for the variances in antibacterial activity displayed by 
distinct Cladonia species [28]. In our experiments, 
Cladonia extracts demonstrated rather significant 
antibacterial activity but no antifungal activity. The 
severity of the antimicrobial effect depends on the lichen 
species, the concentration of their extracts, the contents 
of the extracts, and the tested microorganism. In our 
previous study, total phenol and flavonoid contents of 

Cladonia species were determined 
spectrophotometrically and fumarprotocetraric acid 
content was determined chromatographically (HPLC). 

 
Figure 1. Line 1) PBR322 ladder, line 2) pBR322 / UV, line 3) 

pBR322 / H2O2, line 4) pBR322 / UV + H2O2, line 5) pBR322 
and C. pocillum extract/ UV + H2O2, line 6) pBR322 and C. 
subulata extract/ UV + H2O2, line 7) pBR322 and C. 
pyxidata extract/ UV + H2O2, line 8) pBR322 and C. 
coniocraea extract/ UV + H2O2, line 9) pBR322 and C. 
foliacea extract/ UV + H2O2, line 10) pBR322 and C. firma 
extract/ UV + H2O2, line 11) pBR322 and C. furcata 
extract/ UV + H2O2, line 12) pBR322 and C. fimbriata 
extract/ UV + H2O2, line 13) pBR322 and C. rangiformis 
extract/ UV + H2O2 
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The amount of fumarprotocetraric acid was found to 
be between 1.89-23.82 mg g extract-1 by HPLC analysis. 
The highest total phenol content was found in C. pocillum 
with a value of 124 mg GAE g extract-1. C. fimbriata has the 
highest fumarprotocetraric acid concentration 
(23.82±1.98 mg gextract-1) [29] C. pocillum showed the 
strongest antibacterial effect among lichens studied at the 
same concentrations. This study demonstrated that the 
antibacterial action was mediated not just by 
fumarprotocetraric acid, but also by other phenolic 
compounds. Besides, these results proved that bacteria 
were more sensitive to antimicrobial agents than fungi in 
other studies. This difference is due to the cell wall 
structures of bacteria and fungi. The bacteria cell walls are 
composed of polysaccharide peptidoglycan, and fungal 
cell walls consist of chitin. It is thought that fungi are more 
resistant than bacteria because of the complex structure 
of the cell wall [19, 30]. Cladonia extracts were searched 
for antimicrobial effects in developing novel antimicrobial 
agents [31, 32]. Studzińska-Sroka et al. (2019) reported 
that an acetone extract of C. uncialis is active against S. 
epidermidis and E. faecium but did not display any activity 
against fungia. Kosanić et al. (2018) found that the five 
Cladonia lichens have strong antimicrobial activity against 
five bacteria and ten fungi strains. Mitrovic et al. (2015) 
investigated the antimicrobial activities of C. foliacea 
extract [13]. As a result of the study, C. foliacea extract 
had strong antimicrobial activity in all used tests. In 
addition, Açıkgöz et al. (2013) reported that acetone and 
chloroform extracts of two fruticose soil lichens, C. 
rangiformis, and C. convoluta, were active against two 
Gram-negative bacteria, two Gram-positive bacteria, and 
one fungal strain [33]. Our study of the antimicrobial 
effect of the extracts of Cladonia species showed a 
different degree of antimicrobial activity depending on 
the tested lichen species and the tested species of 
microorganisms. This is the first study of the antimicrobial 
activity of different Cladonia species originating from our 
region. In general, the tested lichen extracts showed good 
antibacterial activity. 

Cladonia extracts were shown to have a significant 
protective effect, resulting in the formation of Form I and 
Form II fragments. These results demonstrated that 
UV/H2O2 induced plasmid DNA damage was protected. 
ROS (reactive oxygen species) may be produced by UV 
radiation and any oxygen factors. These destroy DNA or 
other cell components through oxidative stress [34]. It has 
been shown in some studies that free radicals induced 
DNA damage can be protected by using lichen extracts 
[35]. Recent research also supported the DNA damage 
protection efficacy of extracts of Bryoria fuscescens, 
Umbilicaria decussata, and Parmelia tiliacea lichens [36]. 
In another study, it has been shown that extracts of 
Ganoderma lucidum have significant radioprotective 
activity [37].This is the first study of the DNA damage 
protective effect of Cladonia species. Although it is not 
feasible to directly compare the results since no studies 
with Cladonia species have been undertaken, this study 

has demonstrated that the biological activity potential of 
lichens is substantial. 
 
Conclusion  

The antimicrobial activity of the nine lichen species 
from the famila Cladoniaceae (C. pocillum, C. subulata, C. 
pyxidata, C. coniocraea, C. foliacea, C. firma, C. furcata, C. 
fimbriata, and C.rangiformis) were demonstrated. C. 
pocillum methanol extract has the best antimicrobial 
activity against all bacterial strains. Cladonia methanol 
extracts also protected plasmid DNA (pBR322) from H2O2 
and UV damage. It also demonstrated the potential of the 
extract to prevent DNA damage, which could be used in 
cancer research. 

Further work will be done on the isolation and 
purification of components in the studied Clodonia 
species. Lichen compounds promise great potential for 
pharmaceutical applications as antimicrobial agents and 
in the development of novel formulations or molecules for 
the benefit of humanity. 
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Trastuzumab and lapatinib are drugs belonging to tyrosine kinase inhibitors family that are used in cancer 
treatment to prevent cell proliferation. Trastuzumab is an inhibitor of human epidermal growth factor receptor–
2 (HER2) tyrosine kinase, and lapatinib is an inhibitor of epidermal growth factor receptor (EGFR). Tyrosine 
kinase inhibitors have also been investigated for treatment of endometriosis. In the present study, we aimed to 
investigate the effects of lapatinib and trastuzumab on rat endometriosis model. Endometriosis was surgically 
induced by the autologous transplantation of endometrial tissue and formation of endometriosis was confirmed 
via secondary laparotomy in 32 rats. Initially, 4 mg/kg dose of trastuzumab was applied intraperitoneally, and 
two additional doses of 2 mg/kg were applied 7 days and 14 days after the initial dose. Lapatinib was 
administered as 100 mg/kg daily doses for 14 days. Rats were randomly divided into four groups and were 
subjected to lapatinib, trastuzumab, anastrozole (0.004 mg/day, p.o.) and normal saline (0.1 ml, i.p.) treatments 
for 14 days. Then, endometriosis foci were excised, and endometriosis scores were calculated in a semi-
quantitative manner. Immunohistochemical (IHC) examinations were also performed using VEGF, CD117 and 
Bax antibodies. Both anastrozole and tyrosine kinase inhibitors lowered endometriosis scores. Significant 
decreases in ovarian follicle numbers were observed in lapatinib and anastrozole groups but not trastuzumab 
group. Lapatinib and trastuzumab decreased endometriotic foci through suppressing cell proliferation and 
promoting programmed cell death. 
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Introduction 

Endometriosis is a progressive, chronic disease 
characterized by the growth of endometrial tissues out of 
the endometrial cavity, especially on ovarian visceral and 
pelvic peritoneal surface [1]. It is a common disease with 
an estimated prevalence of 6-10% of reproductive-aged 
women, and patients with endrometriosis may have 
chronic pelvic pain and impaired fecundity [2]. 
Endometriosis poses a significant and costly public health 
problem because of the expense of medical care including 
the need for surgical procedure and recurrence after 
surgical treatment [3].  

Although multiple theories exist to explain the 
pathophysiology of endometriosis, Sampson’s retrograde 
menstruation/transplantation theory suggesting the 
attachment and adhesion of endometrial fragments in 
peritoneal surfaces is the most widely accepted one [4].  
According to Sampson's theory, for endometrial tissues 
implantation in peritoneal and subperitoneal surfaces, 
neoangiogenesis, blood supply and endometrial cell 
proliferation are absolute necessities [5]. 

Angiogenesis plays a key role in the formation of 
endometriosis. [6]. Vascular endothelial growth factor 
(VEGF) and its receptor VEGFR-1, and epidermal growth 
factor (EGF) and its receptor EGFR are involved in the 

process of neovascularization in endometrial tissue 
formation [6]. EGF and EGFR have roles in cell 
proliferation in ectopic endometriotic foci and it has been 
reported that gene expressions of EGF and EGFR are 
different from those in eutopic endometrium tissues and 
they are associated with the severity of the disease [7]. 

Although endometriosis is a benign, sex hormone-
dependent gynecological disease, its pathogenesis is 
similar to that of malignant tumoural tissues. Therefore 
the efficacy of multi-targeted tyrosine kinase inhibitors 
that may inhibit angiogenesis and cell proliferation and 
commonly studied in current cancer trials, for the 
treatment of endometriosis have been investigated [8]. 

Unlike trastuzumab (Herceptin®), a humanized 
monoclonal antibody that targets the tyrosine kinase 
receptor, human EGFR–2 (HER2), lapatinib is an oral dual 
thyrosine kinase inhibitor of both EGFR and HER2 [9]. 
Lapatinib reversibly binds to intracellular domains of 
tyrosine kinase domains EGFR and HER2 causing 
phosphorylation of tyrosine kinases and drives cells to 
apoptosis and prevents cell proliferation through 
inhibition of activation of mitogen-activated protein 
kinase (MAPK) and phosphoinositide 3-kinases (PI3Ks) 
[10]. The aim of this study was to investigate the role of 
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https://orcid.org/0000-0001-7171-608X
https://orcid.org/0000-0003-3150-3340
https://orcid.org/0000-0003-0749-4157
https://orcid.org/0000-0002-2067-1560
https://orcid.org/0000-0001-6479-3626


Yıldız et al. / Cumhuriyet Sci. J., 43(4) (2022) 556-563 
 

557 

anastrozole, a drug used as standard hormonal treatment 
of endometriosis and tyrosine kinase inhibitors lapatinib 
and trastuzumab on angiogenesis, apoptosis and 
endometrial cell proliferation in an experimentally 
established rat endometriosis model. 
 
Materials and methods 

 
Wistar-Albino adult female rats weighing 220-240 g 

were obtained from Laboratory Animal Centre of 
Cumhuriyet University (Sivas, Turkey). Rats were kept in a 
light-and temperature-controlled (22°C) room with 
diurnal lighting without limitation for food and water. 
There was no difference in the weights of the rats before 
and after the study. Procedures were performed 
according to the scientific guidelines for Institutional Care 
and Use of Laboratory Animals. The study was approved 
by AnimalResearch Ethics Committee of the Cumhuriyet 
University (Approval No: 394). Minimal numbers of 
animals were used in the experiments and every efforts 
were made to minimize their suffering. 

 
 Induction of Endometriosis 
To induce endometriosis, uterine tissue was 

autotransplantated into anterior abdominal wall using the 
technic suggested by Vernon and Wilson [11]. Ketamine 
and xylazine were administered intraperitoneally for 
anesthesia (60 mg/kg and 7 mg/kg, Ketalar 1; Eczacibasi 
Warner-Lambert, Istanbul, Turkey and Rompun 1, Bayer, 
Istanbul, Turkey, respectively). The left uterine horns of 
the rats were ligated and excised via laparotomy, placed 
in normal saline, then opened longitudinally and dissected 
into 5 mm squares. The endometrial tissue containing the 
myometrium was sutured into the peritoneal cavity. The 
study groups were allowed to recover for 3 weeks, 
without any medications. 

 
Evaluation of Endometriosis 
Twenty-one days after the day endometriosis was 

induced, a second exploratory laparotomy was performed 
to observe the growth of endometriosis. Thirty-two rats 
having confirmed endometriosis were randomly divided 
into four groups of eight rats each to receive lapatinib (100 
mg/kg/day, p.o.), trastuzumab (after the initial 4mg/kg 
dose of trastuzumab applied intraperitoneally, two 
additional doses of 2 mg/kg were applied 7 days and 14 
days after the initial dose), anastrozole (0.004 mg/d, p.o.) 
or normal saline (0.1 ml, intraperitoneally). The 
treatments were applied for fourteen days. 

 
Collection of Tissue Samples  
Twenty-one days after the day the development of 

endometriosis was confirmed, endometriotic and ovarian 
tissue samples were excised via a third laparotomy. All the 
rats were euthanized using pentobarbital sodium after 
completion of the procedures. One of the authors (C.Y) 
performed all of the surgical procedures. 

 

Histopathology 
Formalin 10% was used for fixation the ovaries and the 

ectopic endometriotic tissues, and then histopathological 
and immunohistochemical examination (IHC) has done. 
One of the authors (H.O) who is blinded for the groups 
made all evaluations. 

 
Histopathology of Endometriotic Implants  
Endometriosis scoring was performed according to the 

description of Keeenan et al. [12] The epithelial lining of 
the endometrial implants were classified using the 
following scale: No epithelium, Score 0; Poorly preserved 
epithelium (occasional epithelial cells only), Score 1; 
Moderately preserved epithelium with leukocyte 
infiltrate, Score 2; Well preserved epithelial lining, Score 3 
[12]. 

 
Immunohistochemistry of Endometriotic Foci 
Immunohistochemical staining was performed on the 

BenchMark XT system (Ventana Medical Systems, Roche) 
with antibodies against VEGF (Ab-4, Clone BFD31, Lab 
Vision, USA), CD117 (K69, Lab Vision, USA), and Bax (Ab-2, 
Clone 5B7, LabVision, USA).  

For VEGF immunohistochemical staining, a semi-
quantitative method suggested by Donnez et al. [13] was 
used. VEGF histologic scores (H) were calculated according 
to the following formula: H = ΣPi, i (intensity) varied 
between 0 (negative cells) and 3 (intensely stained cells), 
P (percentage of stained cells) for each given i, and P 
values of staining of <15% of the cells as 1, staining of 15-
50% of the cells as 2, staining of 50–85% of the cells as 3, 
staining of >85% of the cells as 4 and staining of 100% of 
the cells as 5. For Bax and CD117 immunohistochemical 
staining, an immunoreactivity score (IRS) obtained by 
multiplication of the the P (0–4) and i (0–3) was used [14]. 
The IRSs were as follows: 0, no staining; 1-4, weak 
staining; 6, 8, 9 or 12, strong staining. 

 

Histopathology of Ovaries 
Formalin 10% solution was used for fixation of the rat 

ovaries. For dehydration and clearing, ethanol and xylene 
were used. Sections of 6 mm thickness were taken from 
the tissues for H&E staining. The follicles were classified 
according to stage into primordial, primary, secondary, 
and antral and the numbers of each follicles were counted 
in five sections for each ovary, with a distance of 120 µm 
between them in order to ensure counting one follicle 
once. 

 
Statistical Analysis 
SPSS version 20.0 for Windows (SPSS, Chicago, IL, USA) 

was used for statistical analysis. Post Hoc test in ANOVA 
was used for analyzing the treatment groups. Tukey’s Post 
Hoc test was used to compare the treatment groups for 
endometriosis scores, ovarian follicle numbers and VEGF, 
Bax and CD117 immunostaining scores. The scores are 
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shown as mean ± standard error of the mean and a p-
value less than 0.05 (≤ 0.05) was considered as significant. 

 
Results 
 

The experimental procedures were completed 
without any apparent side effects. The average weights of 
the rats before the study entry did not change significantly 
after the procedures. Evaluation during the second 
exploratory laparotomy showed that vascularization and 
cystic appearance of the endometriotic implants were 
sufficient. Also, the histological examinations confirmed 
the development of ectopic endometriotic tissue. The 
histopathological images showing the effect of normal 
saline, anastrozole, lapatinib and trastuzumab on 
endometriotic tissues are shown in Figure 1. 

The average endometriosis scores, ovarian follicle 
numbers, and immunostaining scores of VEGF, CD117 and 
Bax of the normal saline, anastrozole, lapatinib and the 
trastuzumab groups are shown in Table 1. 

 

 
Figure 1. Representative  histopathological  images  

(hematoxylin and eosin, _40)  of  endometriotic  tissues 
obtained  from  rats  administered  Anastrozole, Lapatinib, 
Trastuzumab, and normal saline. Endometriotic tissue 
shows  poorly  preserved  epithelium  in  Anastrozole  
group  but  moderately  preserved  epithelium  in  
Lapatinib and  Trastuzumab  groups,  compared  to  
normal  saline  group. 

 
 

Table 1. Compresion of histopathologic and immunohistochemical levels of the endometriotic implants 

  SF 
Mean±SEM AnastrozoleMean±SEM Lapatinib transtuzumab ANOVA Comparison 

group Post hoc p  
Mean±SEM Mean±SEM 

Endometriosis 
score 2.750±0.13 0.500±0.189 1.625±0.33 1.250±0.366 0.0001 

1 vs. 2 0.0001 
1 vs. 3 0.008 
1 vs. 4 0.003 
2 vs. 3 0.005 
2 vs. 4 0.009 
3 vs. 4 0.770 

Ovarian 
follicle 

number 
7.375±0.55 4.000±1.210 4.000±0.77 7.000±0.906 0.012 

1 vs. 2 0.005 
1 vs. 3 0.005 
1 vs. 4 0.993 
2 vs. 3 0.991 
2 vs. 4 0.099 
3 vs. 4 0.009 

Apoptosis 
(Bax) 3.500±2.00 4.000±0.755 4.500±1.72 4.125±2.295 0.000 

1 vs. 2 0.003 
1 vs. 3 0.001 
1 vs. 4 0.002 
2 vs. 3 0.596 
2 vs. 4 0.114 
3 vs. 4 0.976 

Endometriotic 
proliferation 

(CD117) 
7.250±1.51 6.750±1.752 3.925±1.92 4.325±2.031 0.005 

1 vs. 2 0.119 
1 vs. 3 0.0001 
1 vs. 4 0.005 
2 vs. 3 0.006 
2 vs. 4 0.014 
3 vs. 4 0.374 

VEGF 6.375±1.86 1.750±0.462 6.000±1.51 5.250±2.439 0.0001 

1 vs. 2 0.000 
1 vs. 3 0.972 
1 vs. 4 0.566 
2 vs. 3 0.001 
2 vs. 4 0.002 
3 vs. 4 0.819 

Data are expressed as means ± standard error of the mean. 
ANOVA: analysis of variance; SEM: standard error of the mean VEGF: vascularendothelialgrowthfactor; NS: normal saline 
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The average endometriosis scores in the anastrozole, 
lapatinib and the trastuzumab groups were significantly 
lower than those in the normal saline group (P=0.000). 
The endometriosis score of the anastrozole group was 
significantly lower compared to those of the lapatinib and 
the trastuzumab groups (p=0.003 and p=0.008, 
respectively). The endometriosis score did not 
significantly differ between the the lapatinib and the 
trastuzumab groups (P=0.770, Figure 2.). 

 

 
Figure 2. Endometriosis score and ovarian follicle number of 

normal saline, anastrazole, lapatinib, and trastuzumab 
groups (n = 8). Data were expressed as mean+ 
SEM(standard error of the mean).aP< 0.05; trastuzumab 
vs. anastrozole and normal saline. bP< 0.05; lapatinib vs. 
anastrozole and normal saline. c,fP< 0.05; anastrozole vs. 
normal saline.dP< 0.05; trastuzumab vs. lapatinib. eP< 
0.05; lapatinib vs. normal saline. 

 
Both the anastrozole and the lapatinib groups had 

significantly lower ovarian follicle numbers than the 
normal saline group (P=0.005 for both), the trastuzumab 
group did not differ from the normal saline group 
regarding the ovarian follicle number (P=0.991, Figure 2). 

The anastrozole group had significantly lower VEGF 
staging scores than the normal saline group (P=0.000), 
there were no significant differences for VEGF staging 

scores between the saline group and the trastuzumab or 
the lapatinib groups (p=0.972 and p=0.566, respectively, 
Figure 3.). 

 

 
Figure 3. VEGF, CD117, and Bax staining scores of rats 

administered normal saline, anastrazole, lapatinib, and 
trastuzumab (n = 8 for each drug). Data were expressed 
as mean + SEM. a,b,cP< 0.05; trastuzumab, lapatinib, and 
anastrozole vs. normal saline. dP< 0.05; trastuzumab vs. 
normal saline. eP< 0.05; lapatinib vs. anastrozole and 
normal saline. fP< 0.05; trastuzumab vs. anastrozole. gP< 
0.05; lapatinib vs. anastrozole.hP< 0.05; anastrozole vs. 
normal saline. 
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CD117 staging scores of the anastrozole and the 
normal saline groups were similar (p=0.119), but the 
lapatinib and the trastuzumab groups had lower CD117 
scores than the normal saline group (p=0.000 and 
p=0.005, respectively). The difference between the 
lapatinib and the trastuzumab groups was not significant 
(P=0.374, Figure 3). 

Bax staging scores showed that apoptosis significantly 
increased in all drug groups compared to the normal 
saline group (P=0.000), but the differences among the 
drug groups were not significant (Figure 3.). 

 
Discussion 

 
Although it may show the characteristics of cancer 

cells such as spreading to distant organs and surrounding 
organs, endometriosis is actually considered a benign 
disease. It can cause chronic pelvic pain, dyspareunia, 
dysmenorrhea and sometimes infertility. However, it can 
also cause comorbidities such as adenomyosis, urinary 
system diseases, gastrointestinal system fasts. For these 
reasons, it is a disease that both complicates and restricts 
women's lives and imposes a serious financial burden on 
the health system. [15]. Despite all these known effects 
and numerous studies, there are still many question 
marks about its etiology and treatment options are 
limited. In the treatment of women with endometriosis, 
hormonal therapy and surgical treatment or combinations 
of these are performed. Especially the side effects of long-
term hormonal treatment on patients and the inability to 
always achieve sufficient success in surgical treatment 
bring along recurrences [16]. Because of these question 
marks in diagnosis and treatment, endometriosis is still an 
important disease on which many studies should be done. 

With the important developments in molecular 
biology, targeted therapies have entered clinical use and 
are increasingly used in treatments. In these new 
generation therapies, unlike the classical cancer 
treatment, the targeted therapeutic agents used are 
directed to the tumor cells, killing the cancer cell while 
ensuring that the normal cells are not affected [17]. In this 
process, monoclonal antibodies specific to the epidermal 
growth factor receptor (EGFR) and tyrosine kinase 
inhibitors have begun to be used in clinical practice. 
Blocking the ligand binding to EGFR, blocking the receptor 
with monoclonal antibodies or inhibiting it with tyrosine 
kinase activation constitutes an important treatment 
approach. Trastuzumab is the first targeted drug used in 
human epidermal growth factor receptor 2 (HER2) 
positive breast cancer. Lapatinib, on the other hand, is a 
tyrosine kinase inhibitor that effectively inhibits signaling 
pathways in cancer cells [18]. Since monoclonal antibodies 
cannot pass through the cell membrane, they can only act 
through molecules that are expressed or secreted on the 
cell surface. Tyrosine kinase inhibitors such as lapatinib 
interact with the cytoplasmic parts of cell receptors and 
intracellular signaling molecules. Epidermal growth factor 
(EGF) initiates a series of intracellular events by binding to 
specific receptors on cell membranes, and EGFR activation 

stimulates tumor growth and progression, increases 
proliferation, and inhibits angiogenesis, invasion, 
metastasis, and apoptosis [19]. Especially angiogenesis 
and cell proliferation play an important role in the 
development of endometriosis. EGFR is found in the 
corpus luteum as well as granulosa and theca cells in the 
follicle in the ovaries [20]. It has been reported that EGFR 
and HER2 are expressed in the endometrial tissue in the 
menstrual cycle of humans. It has also been suggested 
that HER2 (c-erbB2 or neu) is expressed in primordial germ 
cells, granulosa cells, luteal cells, and oocyte in the ovary 
and plays a role in primordial follicle growth, regulation of 
granulosa cell function, and oocyte maturation [21]. 

In our study, histological observations of 
endometriotic implants in experimentally established rat 
endometriosis model showed that lapatinib, trastuzumab 
and anastrozole decreased the development of 
endometriosis and suppressed the foci. Anastrozole was 
the drug that most effectively suppressed endometriosis, 
whereas the efficacy of lapatinib and trastuzumab was 
similar. Anastrozole and lapatinib administration 
decreased ovarian follicle number but such an effect was 
not observed with trastuzumab. Effects of anastrozole, 
lapatinib and trastuzumab on angiogenesis were 
evaluated through VEGF immunostaining and it was 
shown that anastrozole administration significantly 
lowered VEGF staining. Although lapatinib and 
trastuzumab administration seemed to lower VEGF 
scores, the effects were not statistically significant 
compared to normal saline administration. Cell 
proliferation, evaluated by CD117 immunostaining, was 
significantly decreased by lapatinib and trastuzumab 
administration. On the other hand, anastrozole did not 
have an effect on cell proliferation. In terms of efficacy on 
apoptosis evaluated by Bax immunostaining, all drugs 
were found to increase apoptosis compared to normal 
saline. In summary, anastrozole lowered endometriosis 
scores and ovarian follicle number through promoting 
apoptosis and suppressing angiogenesis, lapatinib and 
trastuzumab also lowered endometriosis scores, led to a 
decrease in cell proliferation and an increase in 
programmed cell death. Lapatinib lowered ovarian follicle 
number, whereas trastuzumab did not have such an 
effect. 

Anastrozole is widely used in current endometriosis 
treatment [22]. The drug inhibits the formation of 
estrogen from androgens in peripheral tissue and 
decreases cell proliferation [23]. In line with our findings, 
anastrozole has an apoptosis-enhancing effect on 
endometrial implants. [24].  

Both benign and malignant endometrial diseases are 
associated with angiogenesis [25]. Angiogenesis process 
can be defined as formation of new blood veins ensuring 
blood supply in which VEGF is the key mediator [26]. 
Patients with endometriosis have higher VEGF levels in 
both eutopic and the ectopic endometrium tissues than 
those in healthy women [27]. 

Anastrozole has been shown to inhibit the 
development of new vessels in endometriotic tissue via 
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decreasing VEGF release [28]. Our findings also showed 
that anastrozole significantly decreased VEGF release in 
endometriotic foci. On the other hand, trastuzumab, a 
HER2 tyrosine kinases inhibitor, and lapatinib, an inhibitor 
of both EGFR and HER2 tyrosine kinases did not have an 
effect on VEGF staining in our study. These drugs have 
been shown to suppress angiogenesis in malignant cells 
and that this effect was principally due to their 
suppression of HER2 over-expression [29]. The lack of 
HER2over-expression in endometriotic tissue may be the 
reason why lapatinib and trastuzumab did not suppress 
angiogenesis in endometriosis. 

The presence of abnormal cell proliferation has been 
shown in endometriosis [30]. C-kit receptor CD117, a 
trans-membrane protein, is a tyrosine kinase growth 
factor receptor, playing role in cell proliferation and 
growth. C-kit expression has been shown to increase in 
endometriotic foci compared to eutopic endometrium 
tissue [31]. Yildiz et al. [32] reported that tyrosine kinase 
inhibitors pazopanib and sunitinib decreased CD117 level 
and a restoration of endometriosis score was observed 
due to the decrease in cell proliferation. In the present 
study, the effect of tyrosine kinase inhibitors lapatinib and 
trastuzumab on cell proliferation was evaluated by CD117 
immunostaining and it was observed that they decreased 
cell proliferation in endometriotic foci. Anastrozole, on 
the other hand, did not have an effect on cell proliferation. 

Endometriotic tissue differs from healthy 
endometrium tissue regarding apoptosis mechanisms, 
including abnormal expressions of major signal proteins 
associated with apoptosis such as Fas, Fas ligand, BCL2 
and BAX, and decreased programmed cell deaths of 
endometrial cells [33]. Programmed cell death as a result 
elevated Bax expression in endometriotic foci is one of the 
action mechanisms of treatments for endometriosis [34, 
35]. Tyrosine kinase inhibitors such as lapatinib and 
trastuzumab have been shown to increase apoptosis in 
malignant cells along with the inhibition of HER2 in 
endometrium, breast and stomach cancers [36, 37]. In our 
study, lapatinib and trastuzumab promoted apoptosis in 
endometriotic foci. 

The mechanisms of action of current medical 
treatments with endometriosis include the suppression of 
ovarian hormones and decreasing the secretion and 
efficiency of peripheral estrogen [38]. This anti-estrogenic 
activity causes a decline in ovarian follicle numbers [39]. 
In accordance with the literature, we observed a 
significant decrease of follicle number in anastrozole 
treatment group. We also showed that lapatinib 
decreased ovarian follicle number in rats, but 
trastuzumab did not. 

As far as we know, the present study is the first study 
using dual tyrosine kinase inhibitor lapatinib in 
endometriosis model. There are several limitations of the 
study that should be noted. We did not evaluate the 
impact of lapatinib on the eutopic endometrium. In 
addition, we did not evaluate the effect of lapatinib on 
ovarian functioning through the regular estrous cycle 
and/or estrogen levels. Finally, we used only a single 

standard lapatinib dose and did not evaluate varying 
doses of the drug on endometriosis regression. 

Our study showed that lapatinib and trastuzumab 
treatments suppress cell proliferation, promote apoptosis 
process and suppress endometriosis development 
without a significant effect on angiogenesis. Suppression 
of endometriotic foci by trastuzumab without any 
decrease of ovarian follicle number should be further 
investigated. 
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Low molecular weight heparins (LMWHs) have been used for the treatment for recurrent pregnancy loss (RPL) 
for a long time. We aimed to investigate the efficacy of the LMWHs on angiogenesis and apoptosis during 
placentation. A total of twenty-four rats were randomly divided into three groups each containing 8 rats: normal 
saline; enoxaparine sodium 0.4 ml, and enoxaparine sodium 0.8 ml were given to the Group 1, 2 and 3, 
respectively. Normal saline and enoxaparine sodium 0.4 ml or 0.8 ml were given to the rats beginning on the 
day the pregnancy was detected and continued until the 15th day of the pregnancy. The tissues containing 
placental decidual zone were immunostained for vascular endothelial growth factor A (VEGF-A) and caspase 7. 
The decidual and placental VEGF-A and the decidual caspase 7 immunostaining scores of all of the groups were 
high, however, there were no statistically significant differences among the groups (p>0.05). On the other hand, 
the placental caspase 7 immunostaining scores of the normal saline group were significantly lower than those 
of the enoxaparine sodium 0.4 and the enoxaparine sodium 0.8 groups (p<0.05). LMWHs seem to have effects 
on placental angiogenesis and apoptosis. 
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Introduction 
Recurrent pregnancy loss (RPL) is an important 

obstetric health issue. Although there are several 
etiological factors for RPL, no identifiable underlying 
cause could be found in approximately half of the couples 
[1]. Certain hereditary thrombophilias, which are 
responsible for half of the thromboembolic conditions 
occurred during pregnancy, thought to be the cause in the 
idiopathic RPL cases [2, 3]. In these cases, thrombogenic 
predisposition during pregnancy further conributes to 
hypercoagulability and may cause uteroplacental blood 
flow decline, placental thrombosis and pregnancy loss, 
because placental perfusion should be sufficient for a 
healthy pregnancy [4, 5]. 

The appropriate formation and maturation of vascular 
bed is of paramount importance for healthy placental 
development [6]. Two basic mechanisms responsible for 
the development of placental vascular bed are 
vasculogenesis and angiogenesis [7]. Also, apoptosis and 
cell proliferation should be appropriately balanced for 
placentation and remodelling during pregnancy [8]. 
Therefore, apoptosis related changes in the embrionic and 
the extra-embrionic tissues may cause congenital 
structural abnormalities and pregnancy loss [9]. It has 
been recently shown that trophoblast invasion 
abnormalities occurred during early pregnancy may cause 
pregnancy loss [10]. The management of thrombophilic 
asymptomatic pregnant women is controversial and 
ampiric. Antithrombotic treatment before conception 
and/or during early pregnancy is usually recommended 
[11]. The most widely used antithrombotics during 

pregnancy are the unfractioned heparin (UFH) and the low 
molecular weight heparins (LMWHs) [12]. LMWHs have 
replaced UFH and have been widely used for years 
because of their ease of use and safety profile [13]. 
Enoxaparine sodium is one of the most preferred LMWHs 
because of its safety profile, tolerability and availability 
[14]. 

In this study, we aimed to investigate the effect of 
LMWHs on angiogenesis and apoptosis during 
placentation to clarify the mechanisms of the efficacy of 
the LMWHs on live birth rates in RPL cases. 
 

Materials and Methods 
 

Materials 
The rats used in the experiments were obtained from 

Cumhuriyet University Experimental Animal Unit. Four 
months-old, 200-220 gram weighted Wistar albino female 
rats were used in the experiments. Clexane sterile solution 
(Aventis Pharma, İstanbul, Türkiye) containing 100 mg 
enoxaparine sodium, equivalent to 10,000 anti-Xa IU was 
given to the rats in either 0.4 ml or 0.8 ml doses. 
Immunostaining was performed by using Ventana 
Benchmark XT automated slide-staining system 
(BenchMark XT Staining Module, Ventana Medical 
Systems) for VEGF-A antibodies (Rabbit Polyclonal 
Antibody Thermo Scientific, US) and caspase 7 antibodies 
(Rabbit Polyclonal Antibody Thermo Scientific, US). 
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Methods 
This study was approved by Cumhuriyet University 

Faculty of Medicine, Animal Trials Ethics Committee 
(01.15.2015, approval number: 6). For conception, adult 
male rats were placed into the cages during 05:00 pm and 
09:00 am for five consecutive days (throughout a 
menstrual cycle). Every next day, vaginal examination with 
a pediatric otoscope (HEINE mini 2000, Heine 
Optotechnik, Herrsching, Germany) was performed to 
detect copulatory plug, which is an indicator of mating. 
The day copulatory plug detected was considered as the 
first day of the pregnancy. Twenty-four rats were 
randomly divided into the three groups each containing 8 
rats: normal saline, enoxaparine sodium 0.4 ml, and 
enoxaparine sodium 0.8 ml were given to the Group 1, 2 
and 3, respectively. 1 mg (0.01 ml) enoxaparine sodium is 
equivalent to 100 anti-Xa IU. Human equivalent doses 
were given to the rats. The rats were given 1 mg/kg body 
weight enoxaparine sodium subcutaneously. 

 
The groups were treated as follows: 
1. Normal saline group: 0.1 ml/day saline, 

subcutaneously 
2. Enoxaparin sodium 0.4 group: 0.1 ml/day 

enoxaparine sodium (Clexane, Aventis Pharma, İstanbul, 
Türkiye), subcutaneously 

3. Enoxaparin sodium 0.8 group: 0.1 ml/day 
enoxaparine sodium (Clexane, Aventis Pharma, İstanbul, 
Türkiye), subcutaneously 

 
On the 15th day of the pregnancy, the rats were 

anesthetized with intramuscular ketamine 90 mg/kg body 
weight and Xylazine 3 mg/kg body weight. After cervical 
dislocation, rats underwent a laparotomy and their uteri 
containing pregnancy material were removed. 

 
Histopathology 
Placental tissues were carefully separated from 

embryos and cuts containing placenta-decidual zone were 
obtained. The tissues were then stained with 
haematoxylin and eosin and examined with light 
microscopy by a pathologist (H. Ö.) blinded for the groups. 
 

Immunohistochemistry 
For immunohistochemistry analyses, tissue sections at 

3 µm thickness were obtained from paraffin-embedded 
blocks containing placental-decidual zone and transferred 
onto positively charged surface. Renal tissue for VEGF-A 
and duodenal tissue for caspase 7 were used as positive 
controls. Cytoplasmic staining pattern was considered 
positive for VEGF-A and caspase 7. Immunostaining was 
scored with regard to quantity and intensity of positively 
stained cells as follows: for intensity of staining: negative 
(no staining), 1+ (weak staining), 2+ (moderate staining), 
3+ (strong staining); for quantity of staining: the 
percentage of stained areas: <10%, 1; 10-50%, 2; 51-80%, 
3; and >80%, 4. The final immunostaining score was 
obtained by multiplying the quantity score and the 

intensity score. Scores 0-1 was considered as negative or 
low; 2-6 as moderate; and 8-12 as high expression. 
Statistical analyses were performed for each antibody 
used. 

 

Statistical Analysis 
A statistical software package program (SPSS, ver. 

14.0) was used for statistical analyses. Kruskal Wallis test, 
Mann Whitney U test and Chi-Square test were used as 
approprite. A p value of <0.05 was considered statistically 
significant. 
 

Results 
 
The mean (±SD) decidual VEGF-A staining scores were 

8.75 ± 2.12, 9.62 ± 1.99 and 10.62 ± 1.92 in the normal 
saline, enoxaparine sodium 0.4 and the enoxaparine 
sodium 0.8 groups, respectively. The mean (±SD) placental 
VEGF-A staining scores were 10.75 ± 2.37, 11.50 ± 1.41 
and 12.00 ± 0.00 in the normal saline, enoxaparine sodium 
0.4 and the enoxaparine sodium 0.8 groups, respectively. 
There were no statistically significant differences among 
the groups regarding the decidual and the placental VEGF-
A staining scores (p>0.05, Table 1). 
 

Table 1: Decidual and Placental VEGF-A Staining Scores 

 
Normal saline 

(n=8) 

Enoxaparine  
sodium 0.4 

(n=8) 

Enoxaparine  
sodium 0.8 

(n=8) 
Results 

VEGF-A Decidua 
Mean ± SD 

Median 

 
8.75 ± 2.12 

8.00 

 
9.62 ± 1.99 

8.50 

 
10.62 ± 1.92 

12.00 

 
KW=3.75 
P=0.153 

VEGF-A Placenta 
Mean ± SD 

Median 

 
10.75± 2.37 

12.00 

 
11.50± 1.41 

12.00 

 
12.00 ± 0.00 

12.00 

 
KW=2.27 
P=0.320 

SD=standard deviation 

 
The mean (±SD) decidual caspase 7 staining scores 

were 11.00 ± 1.85, 11.12 ± 1.64 and 11.25 ± 1.38 in the 
normal saline, enoxaparine sodium 0.4 and the 
enoxaparine sodium 0.8 groups, respectively. There were 
no statistically significant differences among the groups 
regarding the decidual caspase 7 staining scores (p>0.05, 
Table 2) 

 
Table 2: Decidual and Placental Caspase 7 Staining Scores 

 
Normal 
saline 
(n=8) 

Enoxaparine 
sodium 0.4 

(n=8) 

Enoxaparine 
sodium 0.8 

(n=8) 
Result 

Caspase 7 
Decidua 
Mean ± SD 
Median 

 
 

11.00 ± 1.85 
12.00 

 
 

11.12 ± 1.64 
12.00 

 
 

11.25 ± 1.38 
12.00 

 
 

KW=0.07 
P=0.096 

Caspase 7 
Placenta 
Mean ± SD 
Median 

 
 

8.50 ± 0.53 
8.50 

 
 

9.37 ± 1.06 
9.00 

 
 

9.37 ± 1.06 
9.00 

 
 

KW=8.46 
P=0.0014* 

SD=standard deviation, *p<0,05 statistically significant 

 
The mean (±SD) placental caspase 7 staining scores 

were 8.50 ± 0.53, 9.37 ± 1.06 and 9.37 ± 1.06 in the normal 
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saline, enoxaparine sodium 0.4 and the enoxaparine 
sodium 0.8 groups, respectively. The difference among 
the groups was found statistically significant, the normal 
saline group had lower placental caspase 7 staining scores 
than those of the enoxaparine sodium groups, whereas 
the enoxaparine sodium 0.4 and the enoxaparine sodium 
0.8 groups did not differ from each other (p<0.05 for 
normal saline vs. enoxaparine sodium 0.4 and normal 
saline vs. enoxaparine sodium 0.8; p>0.05 for enoxaparine 
sodium 0.4 and enoxaparine sodium 0.8) (Table 2). 

Light microscopy examination of H-E stained tissues 
revealed that chorioamnionitis were present in the 
enoxaparine sodium groups and widespread perivillous 
fibrine deposition was present in the normal saline group. 

 
Discussion 

 
In this study, we aimed to investigate the effect of 

LMWHs on angiogenesis and apoptosis during 
placentation and thus understand their reported efficacy 
of increasing live birth rates in patients with RPL, an 
obstetric condition with controversial issues regarding its 
etiology and management. We preferred to use 
enoxaparine sodium in our experiment because of its 
safety, tolerability and availability [14]. The reason we 
used rats in our experiment is that human and rat placenta 
have many structural and developmental similarities such 
as hemochorial placentation and rat placenta model is 
widely used in placental developmental studies [15]. 

It is known that disorders and deficiencies in placental 
development cause pregnancy complications [16]. For 
ethical reasons, it is not possible to carry out studies on 
the human placenta to understand the potential 
underlying mechanisms. For this reason, although there 
are limitations, placenta studies are carried out on animal 
models. Correct placental development is essential for 
embryonal and fetal development. The placenta is 
composed of trophoblast and endothelial cells, and it is a 
structure where complex molecular interactions of 
maternal and fetal factors occur. It also provides nutrient 
and gas exchange between mother and baby, helps the 
adaptation of the mother's body to pregnancy and acts as 
a protective barrier for the fetus [17]. The outer layer of 
the placenta consists of two parts, the inner layer called 
cytotrophoblast and the outer layer called 
syncytiotrophoblast. In a normal placental development, 
cytotrophoblasts settle in the uterus and invade the spiral 
arteries from the uterine wall. Spiral arteries lose their 
musculoelastic layer as a result of invasion of 
cytotrophoblasts, and peripheral resistance and blood 
pressure decrease in spiral arteries, resulting in the 
physiological properties required for adequate perfusion 
of the placenta [18, 19]. 

Angiogenesis is a vital process in placental 
development and therefore in embryonal and fetal life. A 
balance of pro- and anti-angiogenic factors is essential for 
successful placentation. VEGF has a critical role in the 
maintenance of blood vessel endothelium and structure 
as well as in angiogenesis [20]. 

Pregnancy related thrombogenic changes contribute 
to underlying hypercoagulopathy in patients with RPL and 
cause uteroplacental blood flow decline, placental 
thrombosis and pregnancy loss [4]. Sufficient placental 
perfusion is fundamental for a healthy pregnancy [5]. 
Multiple factors controlling vasculogenesis, angiogenesis 
and trophoblast functions play role in the process of 
placentation [21]. 

Antithrombotic treatment before conception or early 
pregnancy is recommended in women with thrombophilia 
[11]. The antithrombotic medications of choice during 
pregnancy are UFH and LMWHs. Currently, LMWHs are 
the antithrombotic medications most widely used [12]. It 
has been suggested that LMWHs also have effects on 
placental function and invasion in addition to their 
anticoagulant and antiinflammatory properties [22-24]. 
Thrombosis and infarctions causing placental insufficiency 
have been reported in patients with thrombophilia and 
unfavorable obstetric history [25]. Sarto et al. [26] have 
reported that LMWHs increased live birth rates from 15% 
to 85% in patients with hereditary thrombophilia and RPL. 

UFH and LMWHs have been reported to promote 
angiogenesis in in vitro healthy first and second trimester 
placental material [27]. In our study we found that the 
decidual and the placental VEGF-A scores of the 
enoxaparine sodium groups were higher than those of the 
saline group and these scores of the enoxaparine sodium 
0.8 group were also higher than those of the enoxaparine 
sodium 0.4 group, however, these differences did not 
reach statistical signifance. These findings may be due to 
small sample size in our study. Further studies are 
warranted. 

The presence of apoptotic cells in placental tissue is 
controversial. Apoptotic cells have been reported in the 
rat endometrial stromal cells at the fifth day of the 
pregnancy [28]. On the other hand, Perez et al. [29] have 
reported the absence of apoptotic cells in the normal 
placental tissue at the 14th day of the pregnancy. We have 
found increased apoptosis in the placental tissue at the 
15th day of the pregnancy in all of the experimental 
groups including the normal saline group. However, 
placental caspase 7 immunostaining scores were higher in 
enoxoparine groups than those of the normal saline 
group. Our findings indicate that apoptosis is present in 
rat placental tissue at the 15th day of the pregnancy and 
enoxaparine sodium may increase the apoptotic activity. 
LMWHs have been reported to decrease apoptotis via Bcl-
2 activation and Bax supression in rat placenta [30]. These 
findings are contradictory to ours. More information is 
needed to clarify the effect of LMWHs on apoptosis in 
placental tissue. LMWHs may act differently in 
pathological conditions suc as RPL. 

Fibrine accumulation surrounding villi is a frequent 
finding, it can be seen in one fourth of uncomplicated 
term pregnancies. However, true massive perivillous 
fibrine accumulation involving 80-90% of the villous 
parenchyma can cause fetal death [31]. Diffuse perivillous 
and intervillous fibrine accumulation possibly caused by 
perfusion problems in the terminal villi, have been 
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reported in preeclampsia patients [32, 33]. In our study, 
only normal saline group had diffuse perivillous fibrine 
accumulation. This findings indicate that LMWHs can have 
beneficial effects on placental perfusion. 

In conclusion, LMWHs seem to have effects on 
placental angiogenesis and apoptosis. The small sample 
size of our study may preclude to detect statistically 
significance. Further studies with larger sample sizes and 
molecular analyses are warranted. 
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The neurological process in diabetes is not limited to peripheral nerves but also affects the central nervous 
system (CNS). In addition, magnetic resonance images (MRI) showing that this condition can occur early in the 
neuropathic process are also available. This study was conducted to investigate whether peripheral sensory 
nerve dysfunction causes changes in thalamus volume in patients with diabetic polyneuropathy (DPNP) who 
experience sensory loss. Our study is a retrospective study consisting of diabetes mellitus (DM), DPNP and a 
healthy control group, where brain MRI of 204 individuals aged between 20-90 with no neurological disorder 
that might affect thalamus. Morphometric measurements for thalamus and cerebrum volumetry were 
performed in conventional MRI. In order to measure the microstructural changes of thalamus, the apparent 
diffusion coefficient (ADC) was calculated by the diffusion-weighted imaging method. In conclusion of our 
measurements, it was found that individuals with DM and DPNP had a decrease in volume of both 
thalami(p<0.05) and cerebrum(p<0.05). However, no significant difference was found in ADC values(p>0.05). 
According to the results of research, DM and DPNP affect not only the peripheral nervous system but also the 
CNS. This effect caused atrophy of thalamus and cerebrum in patients of all age groups. 
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Introduction 
Diabetes Mellitus (DM) is a very common disease in 

the world and it is estimated that 629 million people will 
be affected by this disease by 2045 [1]. DM prevalence is 
constantly increasing with factors such as a rapidly rising 
population, aging, urbanization, increasing obesity, and 
sedentary life. One of the most important complications 
in patients with diabetes is diabetic neuropathy. 50% of 
patients with diabetic neuropathy have diabetic 
polyneuropathy [2-4]. 

Diabetic polyneuropathy is caused by an imbalance 
between destruction and repair of nerve fibers. Damage 
to the nerves affects autonomic and distal sensory fibers 
more. After the disease affects the nerve endings, 
symptoms first begin in the distal of the lower extremities, 
and then progress to the proximal. After exceeding knee 
level, it first affects the distal of the upper extremities, 
then the proximal and the distal sensory nerve fibers of 
the intercostal nerves. In rare cases, with the influence of 
the trigeminal nerve, there are complaints with regard to 
head region as well. Almost all sensory messages, such as 
heat and pain, are lost if the progression of the disease is 
not prevented [5-7]. 

The afferents of all these sensory messages end up in 
nuc. ventralis posterolateralis (VPL) core of thalamus 
before being transmitted to the cortex. Thalamus 
organizes the information to be transmitted and sends it 
to the relevant parts of the cortex [8]. 

Scientific studies in the literature on the effects of 
sensory nerve dysfunction on thalamus volume in adult 
diabetes and diabetic polyneuropathy population are 
quite limited.  In this regard, our purpose is mainly to 
detect thalamus volumes belonging to diabetes, diabetic 
polyneuropathy and healthy adult population and to 
investigate whether sensory nerve dysfunction causes 
changes in thalamus volume, especially in patients with 
diabetic polyneuropathy who experience sensory loss. 

 

Material and Method 
 

Ethics Committee Approval 
Prior to starting the study, permission was obtained 

from Sivas Cumhuriyet University Non-invasive Clinical 
Research Ethics Committee with decision No. 02/30 dated 
20th February 2019. 

 

Study Group 
The patient group in the study is composed of 74 (45 

females, 29 males) adult individuals with diabetes and 57 
(29 females, 28 males) adult individuals with diabetic 
polyneuropathy, aged between 20 and 90, diagnosed with 
diabetes mellitus and diabetic polyneuropathy at Sivas 
Cumhuriyet University Faculty of Medicine between 
January 2013 and April 2019, who applied to Radiology 
Department of our hospital to have brain MRI.  
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The control group in the study is composed of 73 (44 
females. 29 males) adult individuals aged between 20 and 
90, not diagnosed with diabetes mellitus and diabetic 
polyneuropathy, whose MRI images are archived in the 
hospital and who do not have any psychological or 
neurological disorders. 

Four hundred patient files were screened in order to 
form groups of the study we conducted retrospectively. 

Patients with a diagnosis of infarction, lesions that 
occupy space in the brain, bleeding, etc. other than 
microinfarcts contained in MRI reports in screened files, 
were excluded from the study. Images of patients who did 
not have any pathology other than microinfarts in MRI 
reports or were considered normal were included in the 
study. Similarly, patients with psychological disorders, 
neurological deficits, or neurological examination 
positives were not included in the study. 

 

MRI Protocol 
The same imaging protocol was applied to all 

individuals included in the study. Morphometric MRI 
analysis; Routine brain MRI analysis was performed using 
20 channel coils in 1.5 Tesla MRI devices 

 (Magnetom Aera, Siemens, Germany). Parameters in 
MRI images; T1 SE axial images; Slice thickness: 5 mm, TE: 
5.6, TR: 402, FOV: 220, FA: 150, Matrix: 300x512, NSA: 3 
T2 SE axial images; Slice thickness: 5 mm, TE: 102, TR: 
4350, FOV:220, FA: 150, Matrix: 320x1024, NSA: 2 FLAIR 
axial images; Slice thickness: 5 mm, TE: 92, TR: 9000, FOV: 
230, FA: 150, Matrix: 320x1024, NSA: 1 

DAG was performed using an echo-planar (EP) imaging 
sequence (TR: 5000ms; TE: 130 ms; FA: 90/180; NEX: 1; 
FOV: 270 x 320 mm; matrix: 128 x 128; slice thickness: 5 
mm; slice spacing: 2 mm; b value: 0 and 1000 s/mm2) To 
measure diffusion on three axes (x, y and z), diffusion 
gradients were applied in three orthogonal plans. 

 

Image Analysis 
T2-weighted MRI sequences were used for 

morphometric measurements of thalamus. In Coronal 
sections, measurements were performed on T2-weighted 
images passing through ventriculus lateralis and tertius. 
The vertical length of the thalamus was measured in 
Coronal sections, while the transverse length was 
obtained from sections in the axial plane [9].  The upper 
limit of thalamus in the coronal section was determined 
as the lateral ventricle and the lower limit was determined 
as the substantia nigra (Figure 1) [10]. For measurements 
in the axial section, the largest diameter image of the 
cranium containing the cornu anterior and cornu 
posterior of the ventriculus lateralis was used. The 
anterior border of the thalamus in the axial section was 
determined as the posterior of the foramen 
interventricularen, the posterior border was determined 
as the pulvinar thalami, the medial border was 
determined as the 3rd ventricle, the lateral border was 
determined as the crus posterior of the capsula interna 
[11]. Thalamus volume was obtained by multiplying the 
anteroposterior diameter, transverse diameter, vertical 

diameter of the thalamus, and the number π/6 
(T1×T3×T5×π/6). 

As for thalamus morphometry, the following 
measurements were made on T2-weighted axial and 
coronal MRI images (Figure 1). 

T1: anteroposterior length of the left thalamus 
T2: anteroposterior length of the right thalamus 
T3: transverse length of the left thalamus  
T4: transverse length of the right thalamus 
T5: vertical length of the left thalamus 
T6: vertical length of the right thalamus 
Tl: volume of the left thalamus 
Tr: volume of the right thalamus 
Tt: total volume of the thalamus 

 

 
Figure 1. Measurement reference points for thalamus 

diameters in axial and coronal section 
 

In T1 midsagittal sections, anteroposterior diameter of 
cerebrum (C1) was found by measuring the distance 
between polus frontalis and polus occipitalis, cerebrum 
height (C3) was found by measuring the distance between 
corpus mamillare and the peak point of cerebrum for 
cerebrum morphometry. In T2 axial sections, cerebrum 
transverse diameter (C2) was determined by measuring 
the distance between the two furthest points of the 
cerebral hemispheres [12]. Cerebrum volume was 
calculated by multiplying anteroposterior diameter, 
transverse diameter, height of cerebrum and the number 
π/6 (C1×C2×C3×π/6). 

As for cerebrum morphometry, the following 
measurements were made on T2 axial and T1 sagittal MRI 
images (Figure 2).  

C1: anteroposterior diameter of cerebrum  
C2: transverse diameter of cerebrum 
C3: cerebrum height  
Ct: volume of cerebrum 

 
Figure 2. Measurement reference points for cerebrum 

in axial and coronal section 
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ADC maps were used to measure mean ADC value of 
thalamus quantitatively. In order to prevent 
contamination of other tissues with ADC value of 
thalamus, the capsula located in the lateral of both 
thalami were taken far enough from the interna and from 
the ventriculus tertius in medial, and in the central part, 
as wide a size as possible of the thalamus was selected. 
Stardardized ROIs (ROI: region of interest) were placed in 
thalami by considering circular area of analysis 0.5 cm² in 
order to determine mean ADC values of thalamus (Figure 
3). 
 

 
Figure 3. ADC map on thalamus in axial section 

 

Statistical Analysis 
The data obtained from our study were evaluated 

using SPSS 23.0 program. The normality of the data was 
evaluated using the Kolmogorov-Smirnov test. If the data 

met parametric conditions, it was analyzed using the 
independent sample t test for two independent groups 
and the F test (ANOVA) for more than two groups. 
Whereas ANOVA was used for comparison of more than 
two groups, Tukey test was used in those providing 
homogeneity hypothesis, and Tamhane's T2 tests were 
used in those, not providing homogeneity hypothesis, to 
determine which group was different from the others. 
Mann Whitney U test was used for two independent 
groups and Kruskal Wallis test was used for more than two 
independent groups, in groups not providing parametric 
test hypotheses. Level of significance was considered 
0.05. 

 

Results 
 
A total of 204 individuals between the ages of 20 and 

90 were included in the study, 118 (57.3%) of whom were 
female and 86 (42.3%) were male. Mean age of females 
was found to be 58.32±15.29; mean age of males was 
found to be 58.63±17.01; and total mean age was found 
to be 58.45±16.00. 

Of the individuals included in the study, 73 were in 
healthy control group, 74 had DM, and 57 had diabetic 
polyneuropathy. The mean age was 60.89 in individuals 
with diabetic polyneuropathy, 59.00 in individuals with 
DM and 55.93 in healthy controls. 

In our study, the size and volume of thalamus of DPNP, 
DM and healthy control group were divided into age 
groups and compared. According to the results obtained 
from the study, patients with DM and DPNP in all age 
groups had a decrease in left, right and total thalamus 
volume compared to healthy individuals (p<0.05) (Figure 
4). 

 

 
Figure 4. Thalamus volumes of all age groups in the Diabetic Polyneuropathy, Diabetes Mellitus and control; data were expressed 

as mean ±SD. In all groups; a comparison of thalamus volumes (mm3) in individuals age 20-40, 41-60, 61 plus. a; p < 0.05 20-
40 age (DPNP, DM, Control), b; p < 0.05 41-60 age (DPNP, DM, Control), c; p < 0.05 61 plus (DPNP, DM, Control) (Tl;volume of 
the left thalamus, Tr; volume of the right thalamus, Tt; total volume of the thalamus, DM; diabetes mellitus, DPNP; Diabetic 
polyneuropathy). 
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In our study, it was found that thalamus anteroposterior 
and transverse lengths in all age groups were smaller in 
individuals with DM and DPNP (p<0.05) (Figure 5). The fact 
that diseases caused neuronal and axonal loss in thalamus 
resulted in atrophy in thalamus volume. 

Size and volume of thalamus of DM, DPNP and healthy 
individuals were compared by gender. Left, right, and total 
thalamus volumes in males and females of all ages were 

negatively affected by DPNP and DM (p<0.05). DM and 
DPNP similarly affected both genders, causing a decrease 
in thalamus volume.  

Morphometric measurements of thalamus of DPNP, 
DM and healthy individuals were compared by age 
groups. According to these results, the size and volume of 
thalamus of each patient and healthy person decreased 
with the effect of aging (p<0.05).  

 

 
Figure 5. Thalamus dimensions of all age groups in the Diabetic Polyneuropathy, Diabetes Mellitus and control; data were 

expressed as mean±SD. In all groups; Comparison of thalamus dimensions (mm) in individuals age 20-40,41-60,61 plus. a; p < 
0.05 20-40 age (DPNP, DM, Control), b; p < 0.05 41-60 age (DPNP, DM, Control), c; p < 0.05 61 plus (DPNP, DM, Control)(T1; 
anteroposterior length of the left thalamus, T2; anteroposterior length of the right thalamus, T3; transverse length of the left 
thalamus, T4; transverse length of the right thalamus, T5; vertical length of the left thalamus, T6; vertical length of the right 
thalamus, DM; diabetes mellitus, DPNP; Diabetic polyneuropathy). 

In our study, size and volume of cerebrum of DM, 
DPNP and healthy individuals were analyzed based on 
ages. In our results, volume, anteroposterior and 
transverse diameter ıf cerebrum of individuals aged 2 to 
40 years are smaller in patients compared to the healthy 
individuals (p<0.05). There is a significant difference in C3 
and Ct parameters in 41-60 age group and C2, C3 and Ct 
parameters in individuals 61 and above age group 
(p<0.05). According to these results, it was concluded that 

patients with DM and DPNP in the all age groups had a loss 
in cerebrum size and volume (Figure 6, Figure 7).  

When we examined cerebrum sizes of individuals with 
DM and DPNP based on age groups, it was found that 
there was a decrease in C3 and Ct parameters of 
individuals with DPNP and all parameters of individuals 
with DM, as age increases (p<0.05).  Similarly, a decrease 
in cerebrum volume was found in healthy individuals, as 
age increases (p<0.05). 

 

 
Figure 6. Cerebrum volumes of all age groups in the Diabetic Polyneuropathy, Diabetes Mellitus and control; data were expressed 

as mean±SD. In all groups; Comparison of cerebrum volumes (mm3) in individuals age 20-40,41-60,61 plus.  a; p < 0.05 20-40 
age (DPNP, DM, Control), b; p < 0.05 41-60 age (DPNP, DM, Control), c; p < 0.05 61 plus (DPNP, DM, Control). ( DM; diabetes 
mellitus, DPNP; Diabetic polyneuropathy). 
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Figure 7. Cerebrum dimensions of all age groups in the Diabetic Polyneuropathy, Diabetes Mellitus and control; data were 

expressed as mean±SD. In all groups; Comparison of cerebrum dimensions (mm) in individuals age 20-40,41-60,61 plus. a; p < 
0.05 20-40 age (DPNP, DM, Control), b; p < 0.05 41-60 age (DPNP, DM, Control), c; p < 0.05 61 plus (DPNP, DM, Control).(C1; 
anteroposterior diameter of cerebrum, C2; transverse diameter of cerebrum, C3; cerebrum height, DM; diabetes mellitus, 
DPNP; Diabetic polyneuropathy).  

In our study, mean ADC values of thalamus of DPNP, 
DM and healthy individuals were examined using the DAG 
method, which reflects the structural and dynamic 
properties of brain tissue. In conclusion of our results, it 

was found that the mean ADC value of thalamus in all age 
groups was higher in DPNP and DM compared to healthy 
ones, but was not statistically significant (p>0.05) (Figure 
8).  

 

 
Figure 8. Thalamus ADC values of all age groups in the Diabetic Polyneuropathy, Diabetes Mellitus and control; data were 

expressed as mean±SD. In all groups; Comparison of thalamus ADC values (mm2/sn×10-3) cerebrum dimensions (mm) in 
individuals age 20-40,41-60,61 plus. a; p < 0.05 20-40 age (DPNP, DM, Control), b; p < 0.05 41-60 age (DPNP, DM, Control), c; 
p < 0.05 61 plus (DPNP, DM, Control) (DM; diabetes mellitus, DPNP; Diabetic polyneuropathy). 

Discussion 
Diabetic neuropathy, one of the most common 

complications in diabetes, is observed in almost half of 
diabetic patients [2, 13].  

Recent studies have shown that the neurological 
process in diabetes is not limited to peripheral nerves but 
also affects the central nervous system. In addition, MRI 
images showing that this condition can occur early in the 
neuropathic process are also available [14]. Therefore, 

researching whether cerebral structures are affected by 
neuropathic process, assists to have more comprehensive 
information about the disease.  

Selvereajah et al. found grey matter volume of 
patients with painful diabetic peripheral neuropathy 
(DPN) to be 585.4 cm3 and grey matter volume pf patients 
with painless diabetic peripheral neuropathy (DPN) to be 
599.6 cm3 and peripheral grey matter volume of healthy 
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control individuals to be 626.5 cm3 in the study that they 
examined cerebral volume. In this study, it was found that 
the gray matter volume of both the painful and painless 
DPN group decreased at similar rates compared to the 
healthy control individuals. [15].  

As for thalamus, grey matter structure of cerebrum, 
they stated that volume of thalamus of individuals with 
painful and painless distal symmetric polyneuropathy 
(DSP) is less than that of healthy individuals [15]. 

In their study, Gustin et al. [16] stated that neuropathic 
pain leads to changes in brain structures. In this study, 
individuals with trigeminal neuropathic pain (TNP) were 
compared with individuals with temporomandibular pain 
(TMP) and healthy volunteers. In conclusion of the study, 
they found significant volume loss in the nucleus 
accumbens and thalamus of individuals with TNP, while 
they reported no volume loss in individuals with TMPD. 

Our results are also similar to those in the literature. 
Accordingly, DM and DPNP lead to atrophy in volume of 
thalamus. Unlike other studies, these diseases were found 
to be effective in all age groups. 

In their thalamic morphometric measurements, 
compared with regards to age factor of healthy 
individuals, Mohammadi et al. [9] stated that 
anteroposterior, transverse, and vertical length of 
thalamus of individuals aged 31 to 40 was the highest, 
while individuals aged 51 and above had the shortest 
thalamic length. In conclusion of their study, they showed 
that thalamic sizes slowly increase until the age of 31 to 
40 and increasingly decrease after the age of 51.  

In their study with regard to age groups in healthy 
individuals, Sen et al. found no difference in terms of 
thalamic size and volume [11]. 

According to the conclusion of our study, thalamic 
morphometric measurements of DPNP, DM, and healthy 
individuals were found to decrease as age increases .  

In their study with regards to gender, Mohammadi et 
al. found anteroposterior, transverse, and vertical lengths 
of thalamus of males to be longer than those of females 
[9]. 

In their study that they compared thalamic sizes by 
gender, Sen et al. [11], reported that transverse diameter 
of thalamus was longer in males, however vertical and 
anterposterior diameters were similar in both genders. 

In our study, anteroposterior and vertical diameters of 
thalamus in individuals with DM aged 20-40 years, 
transverse and vertical diameter sizes of thalamus in 
individuals with DPNP were longer in males compared to 
females, while in individuals aged 41-60 and 61 years and 
older, there were no significant differences between the 
genders. In healthy individuals in all age groups, the 
thalamus transverse diameter and volume were 
statistically greater in males than females.  

Cerebral volumetric measurements cannot identify 
tissue properties, i.e. cellular components, but help to 
measure the extent and magnitude of disease effects. 
Volumetric measurements of cerebral structures provide 
valuable information about the pathological mechanisms 
of diseases. In this context, MRI measurements of volume 

of cerebrum provide reliable and strong inferences about 
the disease, providing information about clinical status 
and progress [17]. 

In their study, Musen et al. [18] stated that grey matter 
volume in the cerebellar region and occipital and temporal 
lobe of patients with Type 1 diabetes was reduced by 
4.5%.  

In their study, Selverajah et al. [15] found brain volume 
in painful DPN to be 1470 cm3, in painless DPN to be 1470 
cm3 and in healthy individuals to be 1510 cm3. In general, 
cerebral grey matter volume of patients with DPN 
decreased by 5.4% compared to healthy controls. This 
study also showed that the regions first affected by the 
neuropathic process were the primary somatosensory 
cortex, supramarginal gyrus, and cingulate cortex.  

Ge et al. [19] examined the effects of aging on cerebral 
grey matter, white matter, and total volume in healthy 
individuals. In their results, it was stated that the loss of 
grey matter volume began at the age of 20 and decreased 
at a constant rate, while the volume of white matter 
increased until the age of 40, and then decreased rapidly. 
As a result of changes in the volume of white and grey 
matter, they reported that the total cerebral volume did 
not change until the age of 40-50, and the loss of volume 
began after this age. 

In their study, in which they compared the cerebral 
volume of females and males associated with aging, Gut 
et al. [20], compared the age group below and above the 
age of 55. According to these results, they stated that 
there was a negative correlation between aging and 
cerebral volume (r= -0.2) and cerebral volume loss occurs 
as a result of neuronal atrophy.  

In their study, in which they examined the white 
matter volume of healthy individuals, Liu et al. [21] found 
that there was a significant difference (p<0.05) between 
young (20-40 ages), middle-aged (41-59), and old 
individuals (60-78). In conclusion of the study, they 
reported that the volume of white matter gradually 
increased until the age of 40, was at its highest level 
around the age of 50, and decreased rapidly after the age 
of 60.  

In our results, it was concluded that size and volume of 
cerebrum of healthy individuals aged 20-40, 41-60, 61 
years and older decreased depending on age. A decrease 
in cerebral volume can be caused by structural changes 
such as myelin loss and axonal destruction [22, 23, 24], 
increased perivascular spaces [25, 26], and dilatation of 
gliosis [27,28]. 

Conventional MRI cannot provide sufficient 
information about local perfusion changes in structures, 
and biochemical and microstructural differences. 
Therefore, various MRI methods (Diffusion Weighted 
Imaging (DWI), perfusion MRI, magnetization transfer 
imaging, and MRI spectroscopy) are used to obtain 
quantitative information about the data.  

In their study, in which they used MRI spectroscopy to 
measure the change of cerebrum metabolites in diabetic 
neuropathic pain, Sorensen et al., found the amount of 
thalamic NAA (N-Acetylaspartate) in healthy individuals to 
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be higher than that of patients with diabetic neuropathy 
[29]. The decrease in NAA resonance is thought to be 
associated with neuronal/axonal loss, neuron viability, 
and dysfunction [30].  

In their study they conducted with MRI spectroscopy 
in individuals with type 1 diabetes, diabetic neuropathy, 
and healthy individuals, Selvarajah et al. found the same 
voxel in two different TE (echo time) (short TE, long TE). 
Decreased NAA signal obtained in short TE indicates 
irreversible neuronal loss/contraction, and a decrease in 
the NAA/creatine ratio in long TE indicates a state of 
reversible neuronal damage/dysfunction. According to 
the study’s conclusion, the NAA/creatine ratio in long TE 
decreased in Type 1 diabetes and diabetic neuropathy 
compared to healthy individuals however, there was no 
significant difference in NAA resonance in short TE. They 
reported that this condition reflected thalamic neuronal 
dysfunction in patients with DPN rather than neuron 
death [31].  

In their MRI perfusion study, Selvarajah et al. [32], 
measured cerebral blood volume (rCBV), one of the 
markers of cerebral microvascular perfusion, in 
individuals with painful and painless diabetic peripheral 
neuropathy (DPN) and healthy individuals. According to 
the conclusion of the study, amount of rCBV of individuals 
with painful and painless DPN is higher compared to the 
healthy individuals. They stated that this situation might 
be caused by high thalamic neuronal activity. In another 
study conducted on experimental diabetes, it was 
similarly reported that increased neuronal activity caused 
neuropathic pain [33]. Studies conducted have shown that 
thalamic neurons can act as central generators or 
amplifiers of pain in diabetes. 

Detection and evaluation of differentiation in brain 
tissue that occurs in the aging process is possible by the 
DAG method [34].  

Karasu et al. [35] reported that the mean ADC values 
of corpus callosum, a white matter mass in the brain, 
increased significantly with the effect of aging. Mean ADC 
value of individuals aged 60 and below was found to be 
730±44 mm2/sn×10-3, and that of individuals aged 60 and 
above was found to be 758±26 mm2/sn×10-3. 

Chun et al. [36] stated that the increase in diffusion 
with aging may be caused by the decrease in myelin fibrils 
in white matter. Therefore, the decrease in the myelin 
layer facilitates the diffusion ability of water [37]. 

Engelter et al. [37], in their study in which they 
examined the ADC values of the thalamus, found that the 
mean ADC value of the thalamus of individuals aged 60 
and above increased significantly compared to the mean 
value of the thalamus of individuals aged 60 and below. 
According to this result, mean ADC values of thalamus 
increase as age increases. 

In our study, the mean ADC values of thalamus of 
individuals were compared based on the age variable. 
While the mean ADC value of thalamus increased due to 
aging in individuals with DM and healthy individuals, no 
difference was found in individuals with DPNP. 

Differences in the structural properties of tissues are 
suggestive that they might also cause diffusibility of water. 

 

Conclusion 
 
In conclusion the results obtained from our study, it 

was shown that diabetes mellitus and diabetic 
polyneuropathy are not limited to peripheral nervous 
system involvement, but also affect the central nervous 
system. Besides, DM and DPNP can negatively affect 
volume of thalamus and cerebrum in individuals of all age 
groups, leading to atrophy. In this direction, we believe 
that clinical and laboratory results as well as MRI results 
can be useful in determining DM and DPNP diseases. 

Besides thalamic nuclei are associated with motor 
activity, limbic system, pain, and visceral activity. A 
decrease in size volume of the thalamus in diabetes 
mellitus and diabetic polyneuropathy might cause 
dysfunctions in these activities. Therefore, we believe that 
regular patient follow-up is necessary to prevent 
complications that will negatively affect the lives of 
individuals with these diseases. 

 

Acknowledgments 
 
The authors would like to thank the Sivas Cumhuriyet 

University, Sivas, Turkey, for providing the necessary 
facilities to conduct this study. We would like to thank 
Research Assistant Handan Gunes for helpful critique and 
Assistant Professor Ahmet Sevki Taskiran for his critical 
suggestion and article editing. 

 
 

Conflict of Interest  
 
The authors declare that they have no conflict of 

interest. 

 
References 
 
[1] International Diabetes Federation. International diabetes 

federation: IDF Atlas. Brussels: Belgium (2017). 
[2] Dyck P. J., Kratz K. M., Karnes J. L., Litchy W. J., Klein R., Pach J. M., 

Wilson D. M., O'Brien P. C., Melton L. J., 3rd & Service F. J. The 
prevalence by staged severity of various types of diabetic 
neuropathy, retinopathy, and nephropathy in a population-based 
cohort: the Rochester Diabetic Neuropathy Study, Neurology, 43 
(1993) 817–24.  

[3] Pop-Busui, R., Boulton, A. J., Feldman, E. L., Bril, V., Freeman, R., 
Malik, R. A., Sosenko, J. M., & Ziegler, D. (2017). Diabetic 
Neuropathy: A Position Statement by the American Diabetes 
Association, Diabetes Care, 40(1) (2017) 136–154. 

[4]  Tesfaye, S., Chaturvedi, N., Eaton, S. E., Ward, J. D., Manes, C., 
Ionescu-Tirgoviste, C., Witte, D. R., Fuller, J. H. Vascular risk factors 
and diabetic neuropathy. Prospective epidemiological study 
showing that, apart from glycemic control, incident neuropathy is 
associated with modifiable cardiovascular risk factors, N. Engl. J. 
Med., 352 (2005) 341–50.  

[5] Said G., Diabetic neuropathy-A Review, Nat. Clin. Prac. Neurol., 3 
(2007) 331-340.  



Ozturk et al. / Cumhuriyet Sci. J., 43(4) (2022) 569-576 

 

576 
 

[6] Albers JW., Diabetic Neuropathy: Mechanisms, Emerging 
Treatments and Subtypes, Curr. Neurol. Neurosci. Rep., 14 (2014) 
473.  

[7] Charnogursky G., Emanuele N.V., Emanuele M.A., Neurological 
Complications of diabetes, Curr. Neuro.l Neurosci. Rep., 14 (2014) 
457.  

[8] McCormick D.A., Bal T., Sensory gating mechanisms of the 
thalamus, Curr. Opin. Neurobiol., 4 (1994) 550–556.  

[9] Mohammadi M.R., Hosseini S.H., Golalipour M.J., Morphometric 
measurements of the thalamus and interthalamic adhesion by 
MRI in the South-East of the Caspian Sea border, Neurosciences, 
13(3) (2008) 272-275. 

[10] Caetano S.C., Sassi R., Brambilla P., Harenski K., Nicoletti M., 
Mallinger A.G., Frank E., Kupfer D.J., Keshavan M.S., Soares J.C., 
MRI study of thalamic volumes in bipolar and unipolar patients 
and healthy individuals, Psychiatry Res., 108 (2001) 161–168.  

[11] Sen F., Ulubay H., Ozeksi P., Sargon M.F., Tascioglu A.B. 
Morphometric measurements of the thalamus and interthalamic 
adhesion by MR imaging, Neuroanatomy., 4 (2005) 10-12. 

[12] Tastemur Y., Sabanciogulları V., Salk I., Cimen M. The Relationship 
of the Posterior Cranial Fossa, the Cerebrum, and Cerebellum 
Morphometry with Tonsiller Herniation, Iran J. Radiol., 14(1) 
(2017) e24436.  

[13] Yasuda S., Miyazaki S., Kanda M., Goto Y., Suzuki M., Harano Y., 
Nonogi H., Intensive treatment of risk factors in patients with 
type-2 diabetes mellitus is associated with improvement of 
endothelial function coupled with a reduction in the levels of 
plasma asymmetric dimethylarginine and endogenous inhibitor 
of nitric oxide synthase, Eur. Heart J., 27(10) (2006) 1159-65.  

[14] Selvarajah, D., Wilkinson, I. D., Emery, C. J., Harris, N. D., Shaw, P. 
J., Witte, D. R., Griffiths, P. D., & Tesfaye, S. Early involvement of 
the spinal cord in diabetic peripheral neuropathy, Diabetes Care., 
29 (2006) 2664–2669. 

[15] Selvarajah D., Wilkinson I. D., Maxwell M., Davies J., Sankar A., 
Boland E., Gandhi R., Tracey I., Tesfaye S., Magnetic resonance 
neuroimaging study of brain structural differences in diabetic 
peripheral neuropathy, Diabetes Care, 37 (2014) 1681–8.  

[16] Gustin S.M., Peck C.C., Wilcox S.L., Nash P.G., Murray G.M., 
Henderson L.A., Differentpain, different brain: thalamic anatomy 
in neuropathicandnon-neuropathic chronic pain syndromes, J. 
Neurosci., 31 (2011) 5956–5964.  

[17] Giorgio A., De Stefano N. Clinical use of brain volumetry, J. Magn. 
Reson Imaging, 37 (2013) 1–14 

[18] Musen G., Lyoo I. K., Sparks C. R., Weinger K., Hwang J., Ryan C. 
M., Jimerson D. C., Hennen J., Renshaw P. F., Jacobson, A. M., 
Effects of type 1 diabetes on gray matter density as measured by 
voxel-based morphometry, Diabetes, 55 (2006) 326–333.  

[19] Ge Y., Grossman R.I., Babb J.S., Rabin M.L., Mannon L.J., Kolson 
D.L., Age-related total gray matter and white matter changes in 
normal adult brain. Part I: Volumetric MR imaging analysis, Am. J. 
Neuroradiol., 23 (2002) 1327-1333. 

[20] Gur R. C., Mozley P. D., Resnick S. M., Gottlieb G. L., Kohn M., 
Zimmerman R., Herman G., Atlas S., Grossman R., Berretta, D., 
Gender differences in age effect on brain atrophy measured by 
magnetic resonance imaging, Proc. Natl. Acad. Sci. USA., 88 (1991) 
2845–2849.  

[21] Liu H., Wang L., Geng Z., Zhu Q., Song Z., Chang R,. Lv H., A voxel-
based morphometric study of age- and sex-related changes in 
white matter volume in the normal aging brain, Neuropsychiatric 
Disease and Treatment, 12 (2016) 453–465  

[22] Salat D.H., Kaye J.A., Janowsky J.S., Prefrontal gray and white 
matter volumes in healthy aging and Alzheimer disease, Arch 
Neurol., 56 (1999) 338–344.  

[23] Swieten J.C., Den Hout J.H.W., Ketel B.A., Hydra A., Wokke J.H.J., 
van Gijn J., Periventricular lesions in the white matter on magnetic 
resonance imaing in the elderly, Brain, 114 (1991) 761–774. 

[24] Sze G., DeArmond S., Brant-Zawadski M., Davis R.L., Norman D., 
Newton T.H., Foci of MRI signal (pseudo lesions) anterior to the 
frontal horns: histologic correlations of a normal finding, Am. J. 
Neuroradiol., 7 (1986) 381–387. 

[25] Fazekas F., Kleinert R., Offenbacher H., Schmidt R., Kleinert G., 
Payer F., Radner H., Lechner H. Pathologic correlates of incidental 
MRI white matter signal hyperintensities, Neurology, 43 (1993) 
1683–1689.  

[26] Awad I.A., Johnson P.C., Spetzler R.F., Hodak J.A., Incidental 
subcortical lesions identified on magnetic resonance imaging in 
the elderly, II: postmortem pathological correlations, Stroke, 17 
(1986) 1090–1097.  

[27] Fazekas F., Kleinert R., Offenbacher H., Payer F., Schmidt R., 
Kleinert G., Radner H., Lechner H., The morphologic correlate of 
incidental white matter hyperintensities on MR images, Am. J. 
Neuroradiol., 12 (1991) 915–921.  

[28] Grafton S.T., Sumi S.M., Stimac G.K., Alvord E.C Jr., Shaw C.M., 
Nochilin D., Comparison of postmortem magnetic resonance 
imaging and neuropathologic findings in the cerebral white 
matter, Arch Neurol., 48 (1991) 293–298.    

[29] Sorensen L., Siddall P.J., Trenell M.I., Yue D.K., Differences in 
metabolites in pain-processing brain regions in patients with 
diabetes and painful neuropathy, Diabetes Care, 31 (2008) 980–
981. 

[30] Nakano M., Ueda H., Li J.Y., Matsumoto M., Yanagihara T., 
Measurement of regional N-acetylaspartate after transient global 
ischemia in gerbils with and without ischemic tolerance: an index 
of neuronal survival, Ann Neurol., 44 (1998) 334–340.  

[31] Selvarajah D., Wilkinson I. D., Emery C. J., Shaw P. J., Griffiths P. D., 
Gandhi R., Tesfaye S., Thalamic neuronal dysfunction and chronic 
sensorimotor distal symmetrical polyneuropathy in patients with 
type 1 diabetes mellitus, Diabetologia, 51 (2008) 2088-2092. 

[32] Selvarajah D., Wilkinson I.D., Gandhi R., Griffiths P.D., Tesfaye S., 
Microvascular perfusion abnormalities of the thalamus in painful 
but not painless diabetic polyneuropathy: a clue to the 
pathogenesis of pain in type 1 diabetes, Diabetes Care., 34(3) 
(2011) 718–720.  

[33] Fischer T.Z., Waxman S.G., Neuropathic pain in diabetes evidence 
for a central mechanism, Nat. Rev. Neurol., 6(8) (2010) 462–466.  

[34] Bilgili Y., Ünal B., Kendi T., Simsir İ., Erdal H., Huvaj S., Simay K., 
Bademci G., MRG ile normal görünümlü beyaz ve gri cevherde 
yaşlanmanın etkilerinin ADC değerleri ile saptanabilirliği, Tanısal 
ve Girişimsel Radyoloji, 10(1) (2004) 4-7.  

[35] Karasu R., Bilgili Y., Korpus kallosumun difüzyon ağırlıklı ve 
konvansiyonel manyetik rezonans görüntüleme ile yaşa göre 
değerlendirilmesi, Kırıkkale Üniversitesi Tıp Fakültesi Dergisi, 20(1) 
(2018) 51-61.  

[36] Chun T., Filippi C.G., Zimmerman R.D., Ulug A.M., Diffusion 
changes in the aging human brain, AJNR, 21 (2000) 1078-83. 

[37] Engelter S.T., Provenzale J.M., Petrella J.R., DeLong D.M., MacFall 
JR., The effect of aging on the apparent diffusion coefficient of 
normal-appearing white matter, AJR, 175 (2000) 425-30.  



577 

  

Cumhuriyet Science Journal 
Cumhuriyet Sci. J., 43(4) (2022) 577-583  

DOI: https://doi.org/10.17776/csj.1195087 

 

│  csj.cumhuriyet.edu.tr  │ Founded: 2002 ISSN: 2587-2680    e-ISSN: 2587-246X Publisher: Sivas Cumhuriyet University 

 

The Complete Mitogenome of Redheaded Pine Sawfly, Neodiprion lecontei 
(Hymenoptera: Diprionidae): Duplication of trnR Gene and Rearrangement in the 
ARNS1EF Gene Cluster 

Ertan Mahir Korkmaz 1,a,* 
1 Department of Molecular Biology and Genetics, Faculty of Science, Sivas Cumhuriyet University, Sivas, 58140, Türkiye 

*Corresponding author 

Research Article ABSTRACT 
 

History 
Received: 26/10/2022 
Accepted: 20/12/2022 
 
 
 
 
 

Copyright 

 
©2022 Faculty of Science,  
Sivas Cumhuriyet University 

Neodiprion is a genus belonging to the small sawfly family Diprionidae, feeding the plant family Pinaceae entirely. 
Here, the complete mitogenome of the redheaded pine sawfly Neodiprion lecontei (Hymenoptera: Diprionidae) 
was assembled, annotated as third party annotation from the raw genome dataset of N. lecontei and 
comparatively characterised. The length of N. lecontei mitogenome was 16,067 bp in size, with an AT content of 
81.32%. The initiation codons of protein coding genes (PCGs) are ATN (except for nad6 (TTA-Phe), while 
termination codons are TAA or T−. tRNA genes favoured usual anticodons except for trnS1 which preferred an 
unusual anticodon GCU. Compared with the Neodiprion sertifer mitogenome, the ARNS1EF gene cluster was 
rearranged as RAS1RNEF and trnR gene has a duplicated copy, revealing a new event not formerly reported in 
Symphyta. The phylogeny confirms the position of N. lecontei within the family of Diprionidae and supports the 
monophyly of included genera and families in Tenthredinoidea. 
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Introduction 

Mitochondria have a central role in the 
production of metabolic energy in nearly all living 
eukaryotic organisms [1]. In addition to its vital 
functional importance involved in maintaining an 
accurate energy balance and cellular lifecycle, this 
organelle has also been extensively used in terms of 
mitogenome information to investigate genome 
features and to infer evolutionary relationships from 
populations to species or higher level of taxa [2–4]. 
A typical insect mitogenome consists of 14–25 kb 
with a quite conserved gene content, containing 22 
transfer RNAs (tRNAs), 13 protein coding genes 
(PCGs), two ribosomal RNAs (rRNAs) and one large 
control region (A + T-rich region) [2,5]. In the last 
decade, revolutionary advances in next-generation 
sequencing technology and bioinformatics have also 
increased the number of insect mitogenomes. In the 
last release of organelle section of database of NCBI 
(September 2022) using the “Insecta, 
mitochondrion” as keywords and filtering the 
sequence length >10,000 bp, there are complete or 
nearly complete mitogenomes of more than 9,000 
insect species. These contain the mitogenomes from 
only 978 hymenopteran species, one of the “big four 
(Coleoptera, Hymenoptera, Diptera and 
Lepidoptera)” of insect orders including over 150,000 
species with remarkable different life strategies 
[6,7].  

The suborder Symphyta (also known as sawflies) 
is the paraphyletic lineage of Hymenoptera with 
eight extant phytophagous superfamilies and more 
than 8900 extant described species [8]. The great 
majority of this suborder are considered as pest in 
agriculture and forestry, largely due to their plant-
eating lifestyles during larval stage, however, to 
date, complete or nearly complete mitogenomes of 
88 symphytan species have been reported (NCBI, 
September 2022), with only approximately 9 % of the 
sequenced hymenopteran mitogenomes.  Due to the 
limited available mitogenome data of sawflies, gene 
rearrangements are considered to be relatively 
conserved, but substitution rate is high [9–11], 
indicating the necessity of more representative 
mitogenome from Symphyta to infer mitogenome 
architecture and features.  

Here, the complete mitogenome of the 
redheaded pine sawfly Neodiprion lecontei (Fitch, 
1859) (Hymenoptera: Diprionidae) was assembled 
and annotated for the first time. This pest species 
feeds multiple pine (Pinus) tree species throughout 
its native range in North America [12]. So far, only 
two mitogenomes from Neodiprion sertifer and N. 
fabricii, have been reported for Diprionidae [3]. The 
mitogenome of N. lecontei was also compared with 
the previously reported mitogenomes of Neodiprion 
for investigating of the mitogenome architectures 
and features of the Diprionidae. 

http://xxx.cumhuriyet.edu.tr/
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Materials and Methods 
 
Mitogenome Assembly, Annotation and Analyses 
The raw sequencing data of N. lecontei was 

downloaded from the NCBI Sequence Read Archive (SRA) 
database under the SRA accession numbers of 
SRR1955932, SRR1956520 and SRR1956730. Quality 
control steps were performed to get clean reads from the 
raw sequencing datasets. The adapter sequences, low 
quality and possible contaminated reads were removed 
from raw reads by using Fastp v0.20.0 [13] and Lighter 
v1.0.7 [14]. The obtained clean reads from three datasets 
were merged into a single fastq file and then the reads 
were assembled into contigs using both a reference 
assembly using the mitogenome of N. sertifer (MK994526, 
[3]) from the same genus under the ‘iterate up to five 
times’ and ‘medium–low sensitivity’ parameters in 
Geneious R9 [15] and de novo assembly using SPAdes 
v3.15.3 [16] in DOE Systems Biology Knowledgebase 
(KBase) platform [17]. The obtained de novo contigs were 
then mapped with the mitogenome produced under the 
first approach. The sets of selected assemblies generated 
by these approaches were finally aligned, compared as 
manual and gathered into a single contig.  

The identification of tRNA genes were performed 
based on their accepted secondary structure and 

anticodon sequence by MITOS web server [18] with the 
invertebrate genetic code option and ARWEN v1.2 [19] 
with the default search options and the genetic code as 
mito/chloroplast. The boundaries and locations of rRNA 
genes and PCGs were manually designated comparing 
with the known symphytan homologous gene sequences 
using ORF Finder 
(http://www.ncbi.nlm.nih.gov/gorf/gorf.html) and BLAST 
searches in GenBank. The boundaries of the rRNA genes 
were predicted from location of the adjacent tRNA genes 
or comparison with homologous symphytan rRNA genes. 
Overlapping regions and intergenic spacers between 
genes were estimated manually. The complete 
mitogenome was graphically mapped by Geneious R9 
[15]. Finally, the mitogenome sequence of the redheaded 
pine sawfly N. lecontei was submitted to GenBank under 
the accession number of TPA: BK062819. Basic statistics 
on this third party annotated mitogenome nucleotide 
composition were calculated by MEGA v6.0 [20]. The 
formulae: AT-skew=[A−T] / [A+T] and GC-skew=[G−C] / 
[G+C] [21] were used to calculate the base compositional 
differences between different strands, degenerated 
codon positions and the genes coded on the alternative 
strands. The relative synonymous codon usage (RSCU) 
was also computed for all protein-coding genes by MEGA 
v6.0.  

 

Table 1. List of sawfly mitogenomes used in phylogenetic analyses. 

Family Species Accession 
Number Family Species Accession 

Number 

Diprionidae 

Neodiprion lecontei  

Te
nt

hr
ed

in
id

ae
 

Allantus luctifer KJ713152 
Neodiprion sertifer MK994526 Allantus togatus MW464859 

Nesodiprion biremis ON964465 Analcellicampa xanthosoma MH992752 
Nesodiprion japonicus ON964464 Asiemphytus rufocephalus KR703582 

Argidae 
Arge aurora MN913350 Birmella discoidalisa MF197548 
Arge bella MF287761 Colochela zhongi MT702984 

Arge similis MG923484 Conaspidia wangi MW415019 

Athaliidae 
Athalia birmanica ON840085 Eutomostethus vegetus MT663219 
Athalia japonica ON964466 Hemathlophorus sp. MW632125 
Athalia proxima MN527306 Macrophya dolichogaster MW544890 

Cimbicidae 

Cimbex luteus MW136447 Metallus mai MW255941 
Corynis lateralis KY063728 Monocellicampa pruni JX566509 

Labriocimbex sinicus MH136623 Moricella rufonota MW487926 
Leptocimbex clavicornis MT478109 Neostromboceros nipponicus MW632127 

Leptocimbex praiaformis MT478110 Sinopoppia nigroflagella MW487927 
Leptocimbex yanniae MT478111 Siobla xizangensis MN562486 

Praia tianmunica MT665975 Strongylogaster xanthocera MW324676 
Trichiosoma anthracinum KT921411 Taxoblenus sinicus MW632126 

Trichiosoma vitellina MN853777 Taxonus zhangi MZ461490 
Pergidae Perga condei AY787816 Tenthredo tienmushana KR703581 

Xyelidae Macroxyela ferruginea MK270536 Xenapatidea procincta MW487928 
Xyela sp. MG923517    

Phylogenetic analyses were carried out using the dataset 
of 41 species from Tenthredinoidea, representing six families 
and of two species from the family Xyelidae as outgroup 
(Table 1). Nucleotide sequences of each PCG were aligned 
individually under codon-based alignments using ClustalW as 
implemented in MEGA v6.0. The alignment of RNA genes was 
performed using MAFFT algorithm [22] as implemented in 
Geneious R9. The obtained alignments were concatenated 
with SequenceMatrix v1.7.8 [23]. The best-fitting partitioning 

scheme and model of each partition were selected by 
PartitionFinder v1.1.1 [24] using Bayesian information 
criterion (BIC) and the “greedy” algorithm based on branch 
lengths estimated as ‘‘unlinked’’. The data blocks were stated 
by codons and genes to create an input configuration 
partition file with 63 (with all codon positions) and 50 
(without 3rd codon positions). All subsequent phylogenetic 
analyses were performed using the best partitioning 
schemes and related models (Table 2). The genetic saturation 
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levels of genes and different codon positions were measured 
by correlation test implemented in R core packages [25] 
comparing the distances measured by applying the best-
fitting model evolution GTR + G + I proposed by 
PartitionFinder v1.1.1 with the uncorrected p-distances. The 
distance values were estimated with PAUP v4.0b10 [26]. The 
phylogenetic analyses were performed with the dataset of 
nine PCGs with the first two codon positions plus two rRNAs 
and 22 tRNAs (9P12RNA). In the preference of this dataset, 
the result of the test of substitution saturation was 
considered, which exhibited lower degrees of correlation 
between 3rd codon positions of all PCGs and the all codon 
positions of atp8, nad4l, nad6 and nad2. Maximum 

Likelihood (ML) analyses were performed in IQ-TREE v2.1.4 
[27] using default parameters under the proposed 
substitution model (GTR + G + I) with 1000 bootstrap 
replicates using the fast bootstrapping option implemented 
in IQTree. Bayesian Inference (BI) analyses were carried out 
in MrBayes v3.2.2 [28] under the unlinked branch lengths of 
each partition scheme with two independent runs of five 
million generations, sampling every 5000 generations. Each 
run was assessed for stationary using Tracer v1.6 [29]. After 
the assessment, the first 20% of trees were excluded as burn-
in. The generated majority-rule consensus tree (BI tree) from 
the remaining trees was visualised by FigTree v1.4.2 [30].  

 
Table 2. The best partition scheme selected by PartitionFinder for each dataset used in phylogenetic analyses. 

Su
bs

et
s 

Partition scheme Model 

1 atp6 1st + cox1 1st + cox2 1st + cox3 1st + cytb 1st + trnK + trnM + trnS2 GTR + G + I  
2 atp6 2nd + cox1 2nd + cox2 2nd + cox3 2nd + cytb 2nd + nad1 2nd + nad2 2nd + nad3 2nd + nad4 2nd + nad4l 2nd + nad5 2nd + nad6 2nd GTR + G + I  
3 atp6 3rd + atp8 3rd + cox1 3rd + cox2 3rd + cox3 3rd + cytb 3rd + nad2 3rd + nad3 3rd + nad6 3rd GTR + G + I  
4 nad1 1st + nad4 1st + nad4l 1st + nad5 1st + rrnL + rrnS + trnF + trnH + trnL1 + trnQ + trnV GTR + G + I  
5 nad1 3rd + nad4 3rd + nad4l 3rd + nad5 3rd GTR + G + I  
6 atp8 1st + atp8 2nd + nad2 1st + nad3 1st + nad6 1st + trnA + trnC + trnD + trnE + trnG + trnI + trnL2 + trnN + trnP + trnR + trnS1 + trnT + trnW + trnY  GTR + G + I  
 

Results and Discussion 
 

Genome architecture and nucleotide composition  
The complete mitogenome of the redheaded pine 

sawfly N. lecontei was characterised and comparatively 
analysed with the mitogenome of N. sertifer [3] (Fig. 1 and 
Table 3). The complete mitogenome of N. lecontei was 
16,067 bp in length, including 13 PCGs, 23 tRNAs, two 
rRNAs and A+T rich region (Fig. 1 and Table 3). Fourteen 
genes are located on the minority N strand, while 24 are 

encoded by the majority J strand (Table 3). Mitogenome 
architecture closely matched all previously reported 
symphytan mitogenomes [10,11,31] and was nearly 
consistent with that of the inferred insect ancestral 
mitogenome. The orientation and position of the 
predicted genes of N. lecontei mitogenome were almost 
identical with N. sertifer [3],  except for trnR gene 
duplication and rearrangement of ARNS1EF gene cluster 
(Fig. 1).  

 
a 

 
b 

Fig.1. a. Circular map of the mitogenome of Neodiprion lecontei. Genes encoded on the J and N strands are marked with right and left arrows, 
respectively. rRNA genes, PCGs and control region are shown as yellow, pink, and cyan, respectively. tRNA genes are labelled by the single 
letter amino acid code and marked in green. The skew values of AT% and GC % are displayed with line blue and green respectively. Photo of 
the species was taken by Ott (2010). b. Mitogenome architecture of Neodiprion lecontei referenced with the ancestral type and Neodiprion 
sertifer mitogenome. Same colours were preferred in PCGs, rRNA and tRNA genes, and AT-rich region. Gene rearrangements are specified 
with arrows (black show transposition; blue shows remote inversion; purple show shuffling and red show duplication). 

M I nd2 C W cox1 L2 cox2 K D atp8 atp6 cox3 G nd3 A S1 R N E T nd6 cytB S2 CR J strand

Q Y F nd5 H nd4 nd4L P nd1 L1 rrnL V rrnS N strand

M I nd2 C W cox1 L2 cox2 K D atp8 atp6 cox3 G nd3 R A S1 R N E T nd6 cytB S2 CR

Q Y F nd5 H nd4 nd4L P nd1 L1 rrnL V rrnS

I M nd2 W cox1 L2 cox2 K D atp8 atp6 cox3 G nd3 A R N S1 E T nd6 cytB S2 CR

Q C Y F nd5 H nd4 nd4L P nd1 L1 rrnL V rrnS
Ancestral type

N. lecontei

N. sertifer
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The duplicated copy of this tRNA was inserted 
upstream of trnA (arranged as RAS1RNEF, Fig. 1), 
representing a new pattern for Symphyta. The presence 
of long intergenic regions among the rearranged and/or 
duplicated genes might be explained by tandem 
duplication and random loss (TDRL) mechanism proposed 
as most widely accepted mechanism for gene 
rearrangements in insect mitogenomes [2,3,31]. The total 
length of the intergenic regions was 443 bp in 23 locations 
with a size ranging from 1 to 74 bp (Table 3). These were 
mainly found in the ARNS1EF gene cluster, with a 55.76% 
(247 bp) of total length of the intergenic regions. In spite 
of the commonly observed pattern in hymenopteran 
mitogenomes [10,32], only three overlapping regions 
were detected between atp8 and atp6 (7 bp), nd4 and 
nd4L (1 bp), and nd6 and cytB (1 bp) (Table 3). 
 
Table 3. Mitogenome summary of Neodiprion lecontei 

(16,067 bp) 

Gene Strand Size 
(bp) 

Start 
codon 

Stop 
codon Anticodon IGN 

trnM J 69   CAT 0 
trnI J 70   GAT 28 
nd2 J 1050 ATG TAA  6 
trnC N 64   GCA 0 
trnW J 66   TCA 2 
trnQ N 69   TTG 15 
trnY N 66   GTA 9 
cox1 J 1540 ATA T--  0 
trnL2 J 66   TAA 1 
cox2 J 675 ATG TAA  2 
trnK J 72   CTT 0 
trnD J 67   GTC 0 
atp8 J 162 ATT TAA  -7 
atp6 J 681 ATG TAA  3 
cox3 J 804 ATG TAA  3 
trnG J 69   TCC 0 
nd3 J 351 ATT TAA  6 
trnR J 69   TCG 1 
trnA J 67   TGC 74 
trnS1 J 61   TCT 30 
trnR J 69   TCG 73 
trnN J 65   GTT 64 
trnE J 65   TTC 3 
trnF N 69   GAA 2 
nd5 N 1728 ATT TAA  0 
trnH N 66   GTG 4 
nd4 N 1341 ATG TAA  -1 
nd4L N 291 ATT TAA  31 
trnP N 67   TGG 20 
trnT J 63   TGT 26 
nd6 J 513 TTA TAA  -1 
cytB J 1134 ATG TAA  12 
trnS2 J 69   TGA 28 
nd1 N 951 ATT TAA  0 

trnL1 N 67   TAG 0 
rrnL N 1374    0 
trnV N 67   TAC 0 
rrnS N 780    0 

A + T-rich region 716     

 

As similar to the reported hymenopteran 
mitogenomes [11,31,33–35], a bias to A and T nucleotides 
was observed in the mitogenome of N. lecontei, with an 
average 81.32% AT content (Table 4). Similar to the 
mitogenome of N. sertifer [3], the AT content was high in 
tRNA genes (84.11%), while low in PCGs (79.48%). AT bias 
was also strong in N strand (82.00% AT content on 
average) than in J strand (77.91%), with G strand being 
richer in G (11.51%) than C (6.50%), and the J strand 
showing an opposite skew for C (13.37%) and G (9.71%) 
(Table 4). The AT content of 3rd codon positon (91.04%) 
was higher than those of the 1st (75.62%) and 2nd codon 
positions (71.79%), indicating the robust effect of 
mutational pressure and the reduced effect of selection 
acting on the third codon position. The presence of T bias 
in the second codon position (50.05% T content) might be 
explained by the pressure of mutation on mitochondrial 
proteins in favour of hydrophobic amino acids with 
codons having a T at the second codon positon as 
phenylalanine, leucine, isoleucine, and methionine [3,10]. 
A positive AT skew (0.066) and a negative GC skew 
(−0.182) were counted in the whole mitogenome (Table 
4), which is widely reported pattern in the mitogenome of 
sawflies. However, a deviation out of strand asymmetries 
is observed in the PCGs: T- and G-skewed (-0.133 and 
0.014). The PCGs encoded on the J strand are T- (−0.049) 
and C-skewed (−0.120), while those of the N strand are T- 
(−0.260) and G-skewed (0.278) (Table 4). This deviation is 
most probably related with the effect of the mutational 
pressures on the mitogenome such as exposure to more 
DNA damage during replication [37]. 

 
Protein Coding Genes  
In comparison with the N. sertifer mitogenome, the 

lengths of PCGs were same, except for nad2, cox1, cox3 
and nad4L (Table 3). The cox1 gene of N. lecontei is six 
codons shorter than that of N. sertifer. As widely reported 
for animal mitogenomes [37], the initiation codons were 
found as isoleucine (ATY) or methionine (ATR), except for 
nad6 (TTA-Phe) (Table 3).  The termination codon was 
found as TAA, except for cox1 which has truncated 
termination codon (T-) and its product was probably 
completed after posttranscriptional polyadenylation of 
mature mRNA [38]. The RSCU values of N. lecontei and N. 
sertifer exhibited a similarity for codon usage bias and 
pictured an important relation between codon preference 
and nucleotide composition (Fig. 2). Similar to that of 
other known symphytan mitogenomes, AUU-Ile, UUA-
Leu, AUA-Met and UUU-Phe are the most commonly used 
codons, consisting 40.08% of total content [3,11,34]. The 
codons with RSCU greater than 2.00 had T or A in the third 
codon position (Fig. 2). 
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Table 4. Nucleotide composition of the Neodiprion lecontei and N. sertifer mitogenomes  
Feature Species T% C% A% G% A+T% AT-skew GC-skew 

Whole genome 
       

 
N. lecontei  37.99 11.04 43.33 7.64 81.32 0.066 -0.182  
N. sertifer 38.30 11.03 43.14 7.53 81.44 0.059 -0.189 

Protein-coding genes 
       

 
N. lecontei  45.01 10.11 34.47 10.40 79.48 -0.133 0.014  
N. sertifer 44.57 10.57 34.45 10.42 79.02 -0.128 -0.007 

First codon position 
       

 
N. lecontei  37.96 9.60 37.66 14.78 75.62 -0.004 0.212  
N. sertifer 37.62 10.01 37.81 14.57 75.43 0.003 0.186 

Second codon position 
       

 
N. lecontei  50.05 16.18 21.74 12.03 71.79 -0.394 -0.147  
N. sertifer 50.31 16.12 21.70 11.88 72.01 -0.397 -0.151 

Third codon position 
       

 
N. lecontei  47.03 4.57 44.01 4.39 91.04 -0.033 -0.020  
N. sertifer 45.77 5.58 43.85 4.80 89.62 -0.021 -0.075 

Protein-coding genes-J 
       

 
N. lecontei  40.88 12.37 37.03 9.71 77.91 -0.049 -0.120  
N. sertifer 40.88 12.71 36.81 9.59 77.69 -0.052 -0.140 

First codon position 
       

 
N. lecontei  33.33 11.68 40.58 14.41 73.91 0.098 0.105  
N. sertifer 32.93 12.31 40.55 14.21 73.48 0.104 0.072 

Second codon position 
       

 
N. lecontei  47.37 18.45 22.41 11.77 69.78 -0.358 -0.221  
N. sertifer 47.72 18.25 22.54 11.49 70.26 -0.358 -0.227 

Third codon position 
       

 
N. lecontei  41.95 6.99 48.11 2.95 90.06 0.068 -0.406  
N. sertifer 42.00 7.59 47.33 3.08 89.33 0.060 -0.423 

Protein-coding genes-N 
       

 
N. lecontei  51.64 6.50 30.36 11.51 82.00 -0.260 0.278  
N. sertifer 50.46 7.13 30.67 11.74 81.13 -0.244 0.244 

First codon position 
       

 
N. lecontei  45.37 6.26 32.99 15.38 78.36 -0.158 0.421  
N. sertifer 45.14 6.32 33.40 15.14 78.54 -0.149 0.411 

Second codon position 
       

 
N. lecontei  54.35 12.53 20.67 12.46 75.02 -0.449 -0.003  
N. sertifer 54.44 12.71 20.35 12.50 74.79 -0.456 -0.008 

Third codon position 
       

 
N. lecontei  55.18 0.70 37.44 6.68 92.62 -0.192 0.810  
N. sertifer 51.81 2.36 38.26 7.57 90.07 -0.150 0.525 

tRNA genes 
       

 
N. lecontei  41.63 6.87 42.48 9.01 84.11 0.010 0.135  
N. sertifer 41.56 6.87 42.65 8.91 84.21 0.013 0.129 

rRNA genes 
       

 
N. lecontei  44.96 5.62 39.11 10.31 84.07 -0.070 0.294 

  N. sertifer 45.07 5.58 38.89 10.46 83.96 -0.074 0.304 
 

Transfer RNA and Ribosomal RNA Genes  
The predicted tRNAs of N. lecontei mitogenome were 

almost same position and orientation with N. sertifer (Fig. 
1). Their length ranged in size from 63 bp (trnT) to 72 bp 
(trnK) (Table 3), with 84.11% of AT content. These tRNAs 
also folded into a conserved clover-leaf structure, except 
for trnS1 with a dihydrouridine (DHU) arm as expected. 
The anticodons of the tRNAs were identical with the 
reported symphytan mitogenomes, excepting trnS1 which 
prefers GCU as an anticodon (Table 3). The rrnL gene was 
between trnL1 and trnV (Fig. 1) and its length was 1374 
bp, with an 84.3% AT content (Tables 3, 4). This was similar 
to homolog genes of N. sertifer and other reported 
hymenopteran species [3,10,11]. The conservation level 
of the nucleotide positions is relatively high with an 
average of 72.01%. The length of the rrnS gene was 780 
bp with an 83.4% AT content (Tables 3, 4). 

 
Figure 2. Relative synonymous codon usage (RSCU) of the 

pine sawfly mitogenomes. Codon families are provided on 
the x axis. The stop codons are not given. 
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Phylogeny of Tenthredinoidea 
The same and well supported phylogenetic tree 

topologies were recovered in both analyses (Fig. 3). The 
recovered trees confirmed the taxonomic position of N. 
lecontei within Diprionidae and supported a relationship 
of (Pergidae + Argidae) + (Athalidae + ((Diprionidae + 
Cimbicidae) + Tenthredinidae)) in the Tenthredinoidae 
and this is reliable with the most of the reported 
phylogenies [33,39–40]. The monophyly of included 
genera and families were also highly supported (Fig. 3). 
These results highlight that the mitogenome dataset 
verifies useful in the built of the phylogeny of 
Tentredinoidae as well as of Symphyta.  
 

Conclusion 
 

The annotation and characterisation of the complete 
mitogenome of redheaded pine sawfly N. lecontei and the 
phylogenetic replacements of tenthridinoid families allow 
us to designate several conclusions: (i) the mitogenome 
architecture and orientation are mostly reliable with the 
reported symphytan mitogenomes; (ii) trnR gene 
duplication and rearrangement of ARNS1EF gene cluster 
seem to be unique to this species; (iii) the phylogenetic 
analyses confirm the position of N. lecontei and also 
support the monophyly of the tenthredinoid families.  

 

 

 
Fig. 3. Phylogenetic tree of the superfamily of Tentredinoidea. The trees were constructed applying BI and ML methods under a 

concatenated 9P12RNA dataset (9 PCGs, two rRNAs and 22 tRNAs); both analyses generated the same tree topology. The 
outgroups were selected from the members of Xyelidae. Support values ≥ 95% in ML and 0.95 in BI were shown.  
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Introduction 
Alzheimer's Disease (AD), which belongs to the 

category of degenerative nervous system disorders, refers 
to the different difficulties that arise in the central nervous 
system, such as various behavioral abnormalities and 
cognitive regression problems [1]. Neurotransmitters are 
strongly linked to neurodegenerative illness, with 
cholinergic pathway dysfunction being one of the 
acknowledged causes of AD [2]. The number of people 
with Alzheimer's disease is expected to exceed 131 million 
by 2050 [3]. As a result, Alzheimer's disease has become 
one of the most pressing public health problems we face. 
Increasing cholinergic neurotransmission while 
decreasing ACh hydrolysis is the most effective therapy 
available right now for Alzheimer's disease [4]. 
Acetylcholinesterase (AChE) and butyryl cholinesterase 
(BuChE) are the cholinesterases that hydrolyze ACh, with 
AChE having a 10-fold higher hydrolytic activity than 
BuChE [5]. 

However, BuChE inhibitors may produce peripheral 
side effects since they are mostly found in peripheral 
systems such as plasma, liver, and muscle tissue [6]. 
Tacrine, for example, displayed significant hepatotoxicity 
and other peripheral adverse effects as a dual inhibitor of 
AChE and BuChE [7]. Accordingly, efficient and selective 
AChE inhibitors with low side effects are beneficial in the 
treatment of Alzheimer's disease and diminish peripheral 
cholinergic adverse effects [8]. Three medications have 
been licensed for usage in the United States (by the FDA): 
galantamine, donepezil, and rivastigmine, the mechanism 

of which is to raise the quantity of acetylcholine at 
synapses by blocking acetylcholinesterase while they 
promote neurotransmission. Despite the fact that AChE 
inhibitors only provide symptomatic relief, they are still 
the first-line treatment for cognitive impairment, 
Alzheimer's disease, and Parkinson's disease [9]. As a 
result, researchers are still looking for AChE inhibitors to 
use in drug development [7]. 

The unique structure of the thiazole derivatives makes 
these compounds with high potential for biological 
activities. Thiazole derivatives shows numerous biological 
activities such as MAO inhibition[10], anticancer [11, 12], 
anticonvulsant [13], antidiabetic [14], antimicrobial [15-
17], anti-inflammatory [18], analgesic [19]. The thiazole 
ring also has been reported to have anticholinesterase 
activity in many studies [10, 20-23]. Acotiamide 
hydrochloride is a thiazole-primarily based totally 
selective AChEI for the remedy of functional dyspepsia 
that was recently discovered (as a prokinetic drug) and has 
been applied therapeutically in Japan. Moreover, previous 
research has identified thiazolylhydrazone derivatives as 
having potential for the therapy of neurodegenerative 
diseases. All of these factors suggest that the final 
compounds may have potential against AD. In fact, it was 
found that acetylcholinesterase (AChE) enzyme inhibition 
decreased cell growth in lung tumor cell lines in the 
literature [24-28]. Thus, it can be concluded that for 
antiproliferation activity, there is a link between 
mitochondrial potential loss and apoptosis. 
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According to the above information, we have designed 
and synthesized thiazole derivatives originated from 5-
nitrothiophene and determined anticancer activity on 
lung cancer cell lines in our previous study [29]. This study 
is a continuation of our aforementioned study in which 
the anticholinesterase activities of the compounds were 
investigated. 

 

Materials and Methods 
 

Chemistry 
Merck Chemicals (Merck KGaA, Darmstadt, Germany) 

and Sigma-Aldrich Chemicals provided all of the chemicals 
utilized in the syntheses (Sigma-Aldrich Corp., St. Louis, 
MO, USA). The reactions and thus the purity of the 
compounds was determined using thin-layer 
chromatography (TLC) on Merck's silica gel 60 F254 
aluminum sheets (Darmstadt, Germany). The MP90 digital 
melting point equipment was used to get the uncorrected 
melting points of the produced compounds (Mettler 
Toledo, Ohio, USA). The 1H-NMR and 13C-NMR spectra in 
DMSO-d6 were recorded using Bruker 300 MHz and 75 
MHz digital FT-NMR spectrometers (Bruker Bioscience, 
Billerica, MA, USA). The following cleavage patterns were 
identified in the NMR spectra: s: singlet; d: doublet; t: 
triplet; m: multiplet. The coupling constants (J) are 
expressed in Hertz. An LC/MS-IT-TOF system was used to 
undertake high resolution mass spectrometric (HRMS) 
experiments (Shimadzu, Kyoto, Japan). 

Synthesis of 2-[(5-nitrothiophen-2-
yl)methylene]hydrazinecarbothioamide (1) 

At room temperature, a solution of 4-nitrothiophene-
2-carbaldehyde (4.17 g, 0.03 mol) in ethanol (50 mL) was 
treated with thiosemicarbazide (2.52 g, 0.03 mol). The 
reaction mixture was swirled for 2 hours at 80 oC. TLC was 
used to monitor the reaction. The precipitate was filtered 
out and rinsed with cold ethanol once the reaction was 
done. 

 
m. p. 255–258 oC [30], yield 75%. 
General synthesis of 2-thiazole derivatives (2a-2j)  
 
In a solution of 2-[(5-nitrothiophen-2-

yl)methylene]hydrazinecarbothioamide (1) (0.3 g, 1.30 
mmol), 2-Bromo-1-phenylethanone derivatives (1.30 
mmol) were added in ethanol (30 mL). At 80 oC, the 
mixture was stirred. TLC was used to monitor the reaction. 
The product was filtered when the reaction was finished. 
The final compounds were obtained by recrystallizing 
ethanol. 

2-{2-[(5-Nitrothiophen-2-yl)methylene]hydrazinyl}-4-
(p-tolyl)thiazole (2a) 

m. p. 221–222 oC, yield 79 %, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 3.42 (s, 3H, -CH3), 7.22 (d, J= 8.08 Hz, 1H, Ar-
H), 7.40 (m, H, Ar-H), 7.54 (d, J= 4.41 Hz, H, Ar-H), 7.74 (d, 
J= 8.12 Hz, 1H, Ar-H), 8.06–8.10 (m, 2H, thiophene-H), 
8.19 (s, 1H, thiazole-H), 8.47 (s, 1H, H-C=N), and 11.83 (brs, 
1H, N-N-H). 13C-NMR (75 MHz, DMSO-d6, ppm) δ 21.27 
(CH3), 125.93, 128.19, 129.70, 130.92, 131.40, 135.71, 

137.52, 147.23, 151.20, and 178.59 (S-C=N). HRMS (m/z): 
[M+H]+ calculated for C15H12N4O2S2: 345.0474; found 
345.0460. 

4-(4-Nitrophenyl)-2-{2-[(5-nitrothiophen-2-yl) 
methylene]hydrazinyl}thiazole (2b) 

m. p. 252–254 oC, yield 82%, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 7.42 (d, J= 4.34 Hz, 1H, Ar-H), 7.78 (s, 1H, 
thiazole-H), 8.05–8.09 (m, 3H, Ar-H), 8.18 (s, 1H, H-C=N), 
8.25 (d, J= 8.83 Hz, 2H, thiophene-H), and 12.82 (brs, 1H, 
N-N-H). 13C-NMR (75 MHz, DMSO-d6, ppm) δ 110.22, 
124.62, 126.83 (-CH=N), 128.49, 131.32, 135.24, 140.81, 
146.76, 147.46, 149.21, 150.23, and 168.05 (S-C=N). 
HRMS (m/z): [M+H]+ calculated for C14H9N5O4S2: 
376.0169; found 376.0172. 

2-{2-[(5-Nitrothiophen-2-yl)methylene]hydrazinyl}-4-
phenylthiazole (2c) 

m. p. 209–210 oC, yield 75%, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 7.31 (d, J= 7.19 Hz, 1H, Ar-H), 7.37–7.40 (m, 
3H, Ar-H), 7.42 (s, 1H, thiazole-H) 7.84 (d, J= 8.17Hz, 2H, 
thiophene-H), 8.03 (dd, J1= 1.44Hz, J2= 4.32 Hz, 1H, Ar-H), 
8.16 (s, 1H, H-C=N), and 12.75 (brs, 1H, N-N-H). 13C-NMR 
(75 MHz, DMSO-d6, ppm) δ 105.29, 125.97 (-CH=N), 
128.05, 128.15, 129.09, 131.23, 134.68, 147.80, 150.02, 
151.01, and 167.69 (S-C=N). HRMS (m/z): [M+1]+ 
calculated for C14H10N4O2S2: 331.0318; found 331.0310. 

4-{2-{2-[(5-Nitrothiophen-2-yl)methylene]hydrazinyl} 
thiazol-4-yl} benzonitrile (2d) 

m. p. 249–251 oC, yield 81%, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 7.47 (d, J= 4.43 Hz,1H, Ar-H), 7.76 (s, 1H, 
thiazole-H), 7.88 (d, J= 8.54 Hz, 2H, Ar-H), 8.03 (d, J= 
8.50Hz, 2H, thiophene-H), 8.10 (d, J= 4.37 Hz, 1H, Ar-H), 
8.22 (s, 1H, H-C=N), and 12.83 (brs, 1H, N-N-H). 13C-NMR 
(75 MHz, DMSO-d6, ppm) δ 109.29, 110.24, 119.42 (-CN), 
126.60 (-CH=N), 128.49, 131.36, 133.24, 135.19, 138.94, 
147.49, and 167.95 (S-C=N). HRMS (m/z): [M+1]+ 
calculated for C15H9N5O2S2: 356.0270; found 356.0272. 

4-(4-Fluorophenyl)-2-{2-[(5-nitrothiophen-2-
yl)methylene]hydrazinyl}thiazole (2e) 

m. p. 218–221 oC, yield 76 %, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 7.25 (t, J= 8.91 Hz, 2H, Ar-H), 7.42–7.46 (m, 
2H, Ar-H), 7.87–7.91 (m, 2H, Ar-H), 8.10 (d, J= 4.86 Hz, 1H, 
Ar-H), 8.20 (s, 1H, H-C=N), and 12.77 (brs, 1H, N-N-H). 13C-
NMR (75 MHz, DMSO-d6, ppm) 105.21, 115.85, 116.14, 
127.94 (-CH=N), 128.05, 128.27, 131.37, 134.84, 147.70, 
150.08, 160.53, and 163.77 (S-C=N). HRMS (m/z): [M+1]+ 
calculated for C14H9FN4O2S2: 349.0224; found 349.0229. 

2-{2-[(5-Nitrothiophen-2-yl)methylene]hydrazinyl}-4-
(pyridin-4-yl)thiazole (2f) 

m. p. 278–279 oC, yield 84 %, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 7.50 (d, J= 4.44 Hz, 1H, Pyridine-H), 8.11 (d, 
J= 4.35 Hz, 1H, pyridine-H), 8.27 (s, 1H, thiazole-H), 8.34 
(d, J= 6.76 Hz, 2H, thiophene-H), 8.37 (s, 1H, H-C=N), 8.90 
(d, J= 6.80 Hz, 2H, pyridine-H), and 12.99 (brs, 1H, N-N-H). 
13C-NMR (75 MHz, DMSO-d6, ppm) δ 117.12, 122.45, 
128.93 (-CH=N), 131.34, 136.09, 143.32, 146.64, 147.10, 
148.74, 150.46, and 168.67 (S-C=N). HRMS (m/z): [M+1]+ 
calculated for C13H9N5O2S2: 332.0270; found 332.0272. 

4-(Naphthalen-2-yl)-2-{2-[(5-nitrothiophen-2-yl) 
methylene]hydrazinyl}thiazole (2g) 
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m. p. 216–217 oC, yield 80%, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 7.43–7.56 (m, 4H, Ar-H), 7.92–8.06 (m, 6H, 
Ar-H), 8.21 (s, 1H, H-C=N), and 8.37 (brs, 1H, N-N-H). 13C-
NMR (75 MHz, DMSO-d6, ppm) δ 106.01, 124.29, 124.62, 
126.49 (-CH=N), 126.88, 128, 128.59, 131.09, 132.12, 
132.91, 133.54, 134.72, 147.75, 150.01, 150.79, and 
167.74 (S-C=N). HRMS (m/z): [M+1]+ calculated for 
C18H12N4O2S2: 381.0474; found 381.0471. 

4-(Naphthalen-1-yl)-2-{2-[(5-nitrothiophen-2-yl) 
methylene] hydrazinyl} thiazole (2h) 

m. p. 226–227 oC, yield 77 %, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 7.20 (s, 1H, thiazole-H), 7.45 (d, J= 4.42 Hz, 
1H, thiophene-H), 7.52–7.57 (m, 3H, naphthalene-H), 
7.68–7.71 (m, 1H, naphthalene-H), 7.94–7.99 (m, 2H, 
naphthalene-H), 8.09 (d, J= 4.36 Hz, 1H, thiophene-H), 
8.22 (s, 1H, H-C=N), 8.39–8.42 (m, 1H, naphthalene-H), 
and 12.81 (brs, 1H, N-N-H). 13C-NMR (75 MHz, DMSO-d6, 
ppm) δ 108.95, 125.94 (-CH=N), 126.43, 126.66, 127.43, 
128.15, 128.73, 128.92, 131.02, 131.36, 133.09, 133.95, 
134.83, 147.87, 150.03, and 167.51 (S-C=N). HRMS (m/z): 
[M+1]+ calculated for C18H12N4O2S2: 381.0474; found 
381.0485. 

4-(2,5-Dimethoxyphenyl)-2-{2-[(5-nitrothiophen-2-yl) 
methylene]hydrazinyl}thiazole (2i) 

m. p. 217–218 oC, yield 71 %, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 3.73 (s, 3H, -OCH3), 3.85 (s, 3H, -OCH3), 6.84 
(d, J= 3.21 Hz, 1H, Ar-H), 6.87 (d, J= 3.21 Hz, 1H, Ar-H), 
7.02–7.05 (m, 1H, Ar-H), 7.42–7.45 (m, 1H, N-N-H), 7.50 (s, 
1H, thiazole-H), 7.58 (d, J= 3.19 Hz, 1H, thiophene-H ), 
8.07–8.09 (m, 1H, thiophene-H), and 8.19 (s, 1H, H-C=N). 
13C-NMR (75 MHz, DMSO-d6, ppm) δ 55.79 (CH3), 56.28 
(CH3), 109.74, 113.20, 114.25, 116.69, 123.40, 128.13 (-
CH=N), 131.35, 134.69, 147.84, 151.35, 153.37, and 
166.09 (S-C=N). HRMS (m/z): [M+1]+ calculated for 
C16H14N4O4S2: 391.0529; found 391.0532. 

4-(4-Methoxyphenyl)-2-{2-[(5-nitrothiophen-2-yl) 
methylene]hydrazinyl}thiazole (2j) 

m. p. 214–215 oC, yield 89 %, 1HNMR (300 MHz, DMSO-
d6, ppm) δ = 3.78 (s, 3H, -OCH3), 6.95–6.98 (m, 2H, Ar-H), 

7.24 (s, 1H, thiazole-H), 7.42 (s, 1H, H-C=N), 7.77 (d, J= 3.88 
Hz, 2H, Ar-H), 8.07 (d, J= 4.25 Hz, 1H, thiophene-H), 8.17 
(d, J= 1.82 Hz, 1H, thiophene-H ), and 12.72 (brs, 1H, N-N-
H). 13C-NMR (75 MHz, DMSO-d6, ppm) δ 55.58 (CH3), 
103.18, 114.46, 127.32 (-CH=N), 127.64, 128.10, 131.35, 
134.62, 147.85, 149.98, 159.36, and 167.56 (S-C=N). 
HRMS (m/z): [M+1]+ calculated for C15H12N4O3S2: 
361.0424; found 361.0428. 

 
AChE/BuChE Inhibition Assay 
The inhibitory effects of title compounds on 

AChE/BuChE were studied using Ellman's approach[31], 
which was slightly modified. The reagents and materials 
used in the enzyme inhibition assay were supplied 
commercially by Sigma-Aldrich (St. Louis, MO, USA) and 
Fluka (Steinheim, Germany). A 10 L solution of studied 
compounds dissolved in 2 % dimethyl sulfoxide (DMSO, 
dilute with water) at final concentrations of 5, 10, 20, 40, 
and 80 g/mL, as well as a 20 L (1 unit/mL) solution of AChE, 
received a 2.4 mL 0.1 M phosphate buffer (from 
Electrophorus electricus, electric eel). After 15 minutes, 
the mixture was added to with 50 L of 0.01 M 5,5-dithio-
bis(2-nitrobenzoic) acid (DTNB) and 20 L of 75 mM 
acetylthiocholine iodide (ATCI) or 25 mM 
butrylthiocholine iodide (BTCI). Using polystyrol cuvettes 
and a spectrophotometer, the absorbance at 412 nm and 
37 oC was measured after 30 minutes at room 
temperature (Shimadzu, UV-1700). 

 
I (%) = 100-(ODsample/ODcontrol) × 100 
 

Results and Discussion 
 
Chemistry 
The synthetic protocol of compounds 2a–2j was 

represented in Scheme 1 [29]. 
 

 

 
 

Scheme 1. The synthesis of the compounds 2a–2j. Reagents and conditions: (a) EtOH, 80 oC, 2 h; (b) EtOH, 80 oC. 
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The core structures of ten compounds with the 2-2-[(5-
nitrothiophen-2-yl)methylene]hydrazinylthiazole nucleus 
were synthesized in this work. To make 2-[(5-
nitrothiophen-2-yl)methylene]hydrazinecarbothio-amide 
(1), the first stage involved reacting 5-nitrothiophene-2-
carbaldehyde and thiosemicarbazide for 2 hours at 80 oC. 
Compound 1 and 2-bromo-1-phenylethanone derivatives 
were then reacted in ethanol to yield 2-2-[(5-
nitrothiophen-2-yl)methylene]hydrazinylthiazole 
derivatives (2a–2j), as shown in Scheme 1 [29]. The 
structures of produced compounds (2a–2j) were verified 
using 1H-NMR, 13C-NMR, and high-resolution mass 
spectroscopy (HRMS). Peaks were seen in the aromatic 
and aliphatic regions of the 1H-NMR spectra. The peaks in 
the 13C-NMR spectra were evident in the expected 
aromatic and aliphatic regions. The peaks in the mass 
spectra (ESI-MS) of the compounds [M+1] corresponded 
to their predicted chemical formula (2a–2j). 

In this study, we synthesized ten compounds with the 
2-{2-[(5-nitrothiophen-2-yl)methylene]hydrazinyl} 
thiazole nucleus in their core structures. The first stage 
included reacting 5-nitrothiophene-2-carbaldehyde and 
thiosemicarbazide for 2 hours at 80 oC to produce 2-[(5-
nitrothiophen-2-yl)methylene]hydrazinecarbothio-amide 
(1) [32]. Then, as illustrated in Scheme 1, compound 1 and 
2-bromo-1-phenylethanone derivatives were reacted in 
ethanol to provide the end products: 2-{2-[(5-
nitrothiophen-2-yl)methylene]hydrazinyl}thiazole 
derivatives (2a–2j). All of the generated substances were 
characterized using analytical and spectroscopic data. 
Compound 1H-NMR spectra revealed doublets at δ 7.45–
8.34 ppm for thiophene protons. The thiazole proton was 
detected as a singlet peak at δ 7.20–8.27 ppm. 
Azomethine proton (H-C=N) was detected as a singlet 
peak at δ 7.42–8.47 ppm. A broad singlet signal at δ 11.83–
12.99 ppm identified the acetamide N–H proton. The 
aromatic protons of the aromatic rings caused the 
appearance of a pair of singlets, doublets, triplets, and/or 
multiplets at δ 6.84–8.10 ppm. Compound 13C-NMR 
spectra revealed signals at δ 125.94–128.93 ppm for 
methylene proton (H-C=N) carbon and δ 103.18–178.59 
ppm for aromatic. The calculated molecular weights of the 
target compounds (2a–2j) matched the M±1 peaks in the 
LC-MS/MS spectra. 

 

Anticholinesterase Activity 
To assess anticholinesterase activity, all ten 

compounds (2a-2j) were tested on the enzymes AChE and 
BuChE. In a previous study, blocking acetylcholinesterase 
(AChE) reduced cell proliferation in lung carcinoma cell 
lines [24-28]. It has also been observed that 
antiproliferation is associated with mitochondrial 
potential loss and apoptosis. Table 4 shows the inhibition 
percentages for the substances investigated at 80 μg/mL 
concentration. At the studied concentrations, chemicals 
2e, 2f, 2g, 2h, and 2j did not inhibit AChE. The inhibition 
percentages for AChE for compounds 2a, 2b, 2c, 2d, and 
2i ranged from 33.66 % to 47.96 %, with compounds 2b 
and 2d inhibiting the enzyme the most. On the BuChE 

enzyme, the inhibition percentages ranged from 13.03 % 
to 63.29 %. Compounds 2i and 2h inhibited BuChE the 
most, with 63.29 and 53.73 %, respectively, whereas 
compounds 2b and 2e inhibited it by more than 40 %. 

 
Table 4. % AChE and BuChE enzyme inhibition percentages 

Compounds AChE% BuChE% 

2a 33.76±1.3
6 

33.64±1.1
6 2b 45.71±1.5

4 
41.08±1.5

3 2c 41.70±1.4
7 

23.46±1.5
0 2d 47.96±1.0

7 ±1.07 
23.09±1.2

9 2e --- 44.40±1.7
0 2f --- 13.96±1.6
4 2g --- 13.03±0.3
3 2h --- 53.73±1.3
2 2i 33.66±1.3

3 
63.29±1.0

1 2j --- --- 

Galantamin (IC50) 0.44±0.06 6.92±1.84 

 

SAR for AChE and BChE inhibition 
At the case of AChE inhibition, di-substitution of the 

phenyl ring with methoxy groups in the ortho-positions 
resulted in a significant drop-in inhibitory activity, as 
shown in compound 2i. Mono-substitution with a methyl 
group at the para-position of the phenyl ring reduced 
activity as well (compound 2a). The inhibitory action was 
boosted by adding to the phenyl ring highly 
electronegative species such as nitro (compound 2b) or 
cyano (compound 2d) group at the para-position. 

In the case of BChE inhibition, naphthalene or pyridine 
resulted in a significant reduction in inhibitory activity, as 
shown in 2g and 2f, respectively. Mono-substitution with 
a methyl or cyano group at the para-position of the phenyl 
ring reduced activity as well (compound 2a and 2d, 
respectively). The highest inhibitory action was obtained 
by adding highly electronegative species on the phenyl 
ring, such as nitro group (compound 2b), fluoro group 
(compound 2e), and dimethoxy at orto positions 
(compound 2i). 

 

Conclusions 
 
2-{2-[(5-nitrothiophen-2-yl)methylene]hydrazinyl} 

thiazole derivatives (2a-2j) were synthesized and tested in 
vitro for their inhibitory effects on AChE and BuChE. The 
structures of the novel compounds were determined 
using spectroscopic methods such as 1H‐NMR, 13C‐NMR, 
and highresolution mass spectroscopy (HRMS). On AChE, 
the inhibition percentages ranged between 33.66%–
47.96%, from where 4-cyanophenyl-substituted 
compound 2d was the most efficient AChE inhibitor (47.96 
±1.07%). On BuChE, the inhibition percentages ranged 
between 13.03%–63.29%, from where 2,5-
dimethoxyphenyl-substituted compound 2i was the most 
effective BuChE inhibitor (63.29 ± 1.01%). 
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inhibitor. 
 
 
 
 
Keywords: İmidazole, MTT, Anticancer, Aromatase. 

 
a  erenbostanci@hotmail.com  https://orcid.org/0000-0001-8511-2316 b

  uacar@anadolu.edu.tr  https://orcid.org/0000-0003-1879-1034 

 
Introduction 

Breast cancer is one of the most common types of 
cancer in our country and around the world [1]. Especially 
in postmenopausal women, the risk of breast cancer 
increases due to estrogen secretion in peripheral tissues 
[2]. Aromatase is a catalytic enzyme involved in the 
manufacture of estrogen from androgen. It catalyzes the 
last rate-limiting/crucial/key step in estrogen biosynthesis 
[3,4]. Figure 1. demonstrates the action and role of the 
aromatase enzyme. 

 

 
Figure 1. The action of the aromatase enzyme in 

synthesizing steroidal hormones. 

 
According to their methods of action, aromatase 
inhibitors (AIs) can be divided into two classes. The 
steroidal AIs, such as exemestane and formestane (Figure 
2), suppress the aromatase enzyme activity irreversibly. 
Nonsteroidal AIs, such as letrozole, vorozole, and 
anastrozole, are the second group of AIs that inhibit 
aromatase activity and have reversible inhibitory effects 
[5, 10]. 
 

 
Figure 2. Non-steroidal aromatase inhibitors 

 
Based on their clinical development order, AIs are 

categorized into four generations: first, second, third, and 
fourth generation AIs. Third generation aromatase 
inhibitors such as letrozole and anastrozole are the most 
preferred inhibitors because of their low toxicity, 
selectivity and effectiveness. Third-generation inhibitors, 
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which provide an outstanding therapeutic benefit, show 
almost complete specificity in practice [6]. 

 
Heterocyclic rings containing nitrogen atoms can 

form an ionic bond with the iron part of hemoglobin 
and thus perform a very important function by 
suppressing the aromatase enzyme (HES). In addition 
to the contribution of the heterocyclic nitrogen atom 
to the activity, the presence of hydrogen bond 
acceptors in these structures is an important feature 
in terms of providing interactions in bonding algebra 
[7,8]. 

Nitrogen-containing heterocyclic rings are actively 
researched in the field of drug discovery, particularly 
in cancer research [9]. As possibly nonsteroidal AIs, 
triazole and imidazole rings are employed. The 
heterocyclic nitrogen atom of triazole and imidazole is 
significant because it coordinates the aromatase 
enzyme's heme iron. Some imidazole and triazole 
compounds have been produced and tested as 
antiaromatase drugs in the past [11-15]. 

New imidazole derivative compounds with a 
structure comparable to letrozole were created in this 
work. The imidazole ring is employed instead of the 
triazole structure, and the imidazole ring is given an 
additional heteroaromatic group (Figure 3.). All final 
chemicals created on MCF7 (CRL-3435) breast cancer 
cells were tested for cell viability and cytotoxicity 
using the MTT assay. The aromatase inhibition 
potentials of the compounds were evaluated in a 
fluorimetric in vitro assay. 
 

 
Figure 3. Chemical structures of letrozole and design 

strategy of compound 1a and 1b 
 

Materials and Methods 
 
Chemistry 
4,5-Disubstituted-2-(5-nitrothiophen-2-yl)-1H-

imidazole (1a-1b): The mixture of benzyl derivative 
compound (4,4'-dimethylbenzyl (97 %) and α-furyl ( 98 %)) 
(0.02 mol) and thiophene aldehyde (98 %) derivative 
compound (0.02 mol), ammonium acetate (> 98 %) (0.12 
mol) and 10 mL acetic acid (> 99 %) is boiled under reflux 
for 3 hours with stirring. The product is precipitated by 
pouring the mixture into ice water. The raw product is 
washed with plenty of water and dried. The product is 
crystallized from aqueous ethanol.  The synthesis 
mechanism of the compounds is given in Figure 4. 

 

 
Figure 4. Synthesis mechanism of compounds (1a, 1b) 
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4,5-Bis(4-methylphenyl)-2-(5-nitrothiophen-2-yl)-1H-
imidazole (1a); Yield: 77 %. 1H NMR (500 MHz, DMSO-d6): 
δ: 2.30 (3H, s, CH3), 2.36 (3H, s, CH3), 7.13 (2H, d, 5.76 Hz, 
Aromatic CH), 7.27 (2H, d, 5.79 Hz, Aromatic CH), 7.38-
7.45 (4H, m, Aromatic CH), 7.68-7.69 (1H, m, Thiophen 
CH), 8.17-8.18 (1H, m, Thiophen CH), 12.60 (1H, s, NH). 13C 
NMR (125 MHz, DMSO-d6): δ: 21.34, 21.51, 123.49, 
124.94, 127.57, 128.66, 129.39, 129.84, 130.09, 130.51, 
131.93, 139.41, 142.11. HRMS (m/z): [M+H]+ calcd for 
C21H17N3O2S 376.1114; found: 376.1110. 

4,5-Di(furan-2-yl)-2-(5-nitrothiophen-2-yl)-1H-
imidazole (1b): Yield: 78 %. 1H NMR (500 MHz, DMSO-d6): 
δ: 6.85-6.86 (2H, m, Furan CH), 7.67-7.68 (2H, m, Furan 
CH), 7.76-7.80 (1H, m, Furan CH), 8.12-8.16 (1H, m, Furan 
CH), 8.25 (2H, s, Thiophen CH), 12.50 (1H, s, NH). 13C NMR 
(125 MHz, DMSO-d6): δ: 107.60, 108.75, 114.05, 118.27, 
120.04, 125.32, 126.71, 131.05, 131.55, 149.10, 151.39. 
HRMS (m/z): [M+H]+ calcd for C15H9N3O4S 328.0334; 
found: 328.0640. 

 
Anticancer Activity  
The anticancer activities of compounds 1a and 1b were 

determined by the absorbance values obtained from MTT 
assays. The MTT method was performed as previously 
described [16]. The cells were seeded at a density of 
1 × 104 cells/well and treated with different 
concentrations between 2-100µM for each and incubated 
for 48 h. Untreated cells were used as control. Following 
incubation, the cells were treated with 20 μL of MTT 
solution (5 mg/mL in PBS, Sigma) and incubated at 37 °C 
for 3 h to let the metabolically active cells reduce MTT dye 
into formazan crystals. The formazan crystals were 
dissolved in DMSO (Sigma). The reduction of MTT was 
quantified by measuring the absorbance at 540 nm with a 
microplate reader (Thermo, Germany). Datas were 
represented as mean ± standard deviation (± SD). The 
results obtained were evaluated with the MCF-7 breast 
cancer cell line versus the L929 (CCL-1) normal fibroblast 
cell line. In this section, cisplatin was used as a reference 
drug in cell lines.  
 

Aromatase Inhibition Assay 
This method was carried out according to the kit 

procedure (BioVision, Aromatase (CYP19A) Inhibitor 
Screening Kit (Fluorometric)). The compounds were 
dissolved in DMSO and added to the assay in at least 8 
concentrations ranging from 1000 µM to 7.81 µM. 
Recombinant Human Aromatase stock was prepared by 
reconstituting with 1 ml of Aromatase Assay Buffer. The 
contents were mixed thoroughly by vortexing to obtain a 
homogeneous solution and transfered the solution to a 15 
ml conical tube. The volume was brought to 2450 µl with 
Aromatase Assay Buffer and 50 µl of NADPH Production 
System (100X) was added for a final total volume of 2.5 
ml. Letrozole was used as a positive inhibition control. For 
solvent control, a small aliquot of Aromatase Assay Buffer 
containing the organic solvent used to dissolve the test 
compounds were prepared. Reaction wells containing test 
compounds and corresponding no inhibitor controls 

(which may also serve as a solvent control), as well as a 
background control (containing no fluorogenic Aromatase 
Substrate) were prepared.  The plate was incubated for at 
least 10 min at 37°C to allow test ligands to interact with 
aromatase. After incubation, 30 µl of the Aromatase 
Substrate/NADP+ mixture was added to each well. 
Immediately (within 1 min), the fluorescence at Ex/Em = 
488/527 nm was measured. The experiment was carried 
out in three repetitions. 

 
Results and Discussion 

 
In this study, 2,4,5-trisubstituted imidazole derivatives 

were obtained by boiling the diketone derivatives in acetic 
acid in the presence of ammonium acetate under reflux 
using the Debus-Radziszewski method. The general 
synthesis scheme of the compounds is shown in Figure 5. 
The structures of the compounds were elucidated by 
spectroscopic methods. Compound 1a has the p-tolyl 
structure. The -CH3 protons in this structure were seen as 
singlet 2.30-2.36 ppm. Protons of the thiophene ring were 
observed in the range of 7.68-8.25 ppm. The NH protons 
of the imidazole ring were observed as singlet at 12.50 and 
12.60 ppm. 

 

 
Figure 5. Chemical structure and general procedure for 

the synthesis of the final compounds 1a-1b 
 
The anticancer activity results of compounds 1a-1b 

against MCF7 (CRL-3435)  and L929 (CCL-1) are presented 
in Table 1. When the cytotoxic effects of the synthesized 
compounds on the MCF7 (CRL-3435) cell line were 
evaluated, it was determined that the compound 1a had 
promising effects in the series. Two different diketone 
derivatives, 4,4'-dimethylbenzyl and α-furyl were used in 
the synthesis of the compounds. It has been determined 
that the anticancer effect potential of the 4,4'-
dimethylbenzyl derivative is particularly promising in 
terms of activity. 

 
Table 1. IC50 values (µM) and percent vitality of 

compounds 1a-1b and reference drug cisplatin for 
MCF-7 and L929 cell lines 

  MCF7 L929 

Comp. IC50 Percent Vitality IC50 Percent Vitality 

1a 82.7 43.3 ± 1.03 >100 63.5 ± 6.03 

1b >100 62.2 ± 8.8 >100 60.6 ± 3.02 

Cisplatin 69.75 28.32 ± 3.78 >100 53.7 ± 4.83 

 
The anti-aromatase activity of compounds 1a and 1b 

against the reference drug letrozole was evaluated using 
the commercial fluorimetric assay kit, Aromatase-CYP19A 
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(BioVision). The results found are shown in Table 2. The 
compound 1a one was found to have a higher activity with 
an IC50 value of 55.780 ± 1.980 µM. 

 
Table 2. IC50 (µM) values of compounds 

Compounds Aromatase Inhibition (IC50) 
1a 55.780 ± 1.980 
1b >100  

Letrozole 0.114 ± 0.003 

 
Conclusion  
 

In this study, two imidazole derivative, 4,5-bis(4-
methylphenyl)-2-(5-nitrothiophen-2-yl)-1H-imidazole (1a) 
and 4,5-di(furan-2-yl)-2-(5-nitrothiophen-2-yl)-1H-
imidazole (1b), were synthesized. The anticancer effects 
of the compounds were evaluated on the MCF7 (CRL-
3435)  breast cancer cell line. Two different diketone 
derivatives, 4,4'-dimethylbenzyl and α-furyl were used in 
the synthesis of the compounds. When the effects of the 
compounds on the aromatase enzyme were evaluated, it 
was found that compound 1a had moderate activity, while 
the activity of compound 1b on the aromatase enzyme 
was not found. 
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In this study; It was aimed to investigate the cytotoxic activities and antimicrobial effects of Palmarosa essential 
oil obtained from Cymbopogon martinii plant. Content analyzes of Palmarosa essential oil were made by Gas 
Chromatopraphy-Mess Spectrometry (GS-MS). The antimicrobial effects of Palmarosa essential oil were 
investigated using Disk Diffusion and Minimum Inhibition Concentration (MIC) methods. Cytotoxic effects of 
essential oil at different concentrations in breast cancer (MCF-7), prostate cancer (DU-145) and healthy human 
fibroblast (WI-38) cell lines XTT (2,3-bis-(2-methoxy-4-nitro-5) -sulfophenyl)-2H-tetrazolium-5-carboxanilide) 
test. In the disc diffusion method of Palmarosa; against K. pneumoniae, S. aureus, and E. coli, it was observed 
that the first concentrations formed zone diameters very close to the standard. It has been determined that the 
antifungal effect against C. albicans is present in the first two concentrations (200-100 µg/mL). Palmarosa, in the 
MIC method; Showed the highest antibacterial effect against B. cereus (MIC: <1.56 µg/mL). It has reached 
effective MIC values against other bacteria and fungi. In our cytotoxic activity studies; The IC50 value for DU-145 
cells was 3.14 ±0.126, 6.29 ±0.56 for MCF-7 and 20.06 ±1.02 for WI-38. The antitumor activity of Palmarosa 
essential oil was found to be more effective in DU-145 cells, but it was observed that there was no toxicity in 
WI-38 cell line. 
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Introduction 

Medicinal and aromatic plants have been used by 
people for many years to prevent and cure diseases [1]. 
Essential oils are volatile and aromatic compounds 
obtained from plants. These oils are found in special cells 
or cell groups such as leaves and stems of the plant [2]. 
300 of the approximately 3000 essential oils known today 
are used in different industries such as medicine, food, 
cosmetics and perfume. In particular, some essential oils 
show medicinal properties and are used in the treatment 
of various systemic diseases [3]. Essential oils contain 
phytochemicals known as monoterpenes, sesquiterpenes 
and their oxygen derivatives. These phytochemicals 
(thymol, anethol, menthol, carvacrol, phenolic acids, 
flavones, etc.) show activity against bacterial and fungal 
species, and research has been carried out in this area for 
a long time [4,5]. Phenolic compounds constitute the main 
group of plant secondary metabolites with antioxidant 
effects. There are many studies on the beneficial 
properties of these phytochemical compounds on human 
health [6]. Secondary metabolites are compounds of 
natural origin that are not required for plant growth, but 
have biological and pharmacological activity, produced by 
different pathways. The source of natural antioxidants is 
phenolic compounds that can occur in all organs of plants. 
The main ones among these antioxidant compounds are 
flavonoids, phenolic acids, lignans, terpenes, tocopherols, 
phospholipids and organic acids [7]. 

Plants of the genus Cymbopogon belonging to the 
Poaceae family are economically very valuable as they are 
frequently preferred in the perfumery and 
pharmaceutical sectors with their characteristic odor in 
their essential oils. The genus Cymbopogon consists of 
about 140 species containing a wide variety of 
phytochemicals and their essential oils are obtained by 
steam distillation. Essential oils of the genus Cymbopogon 
contain components such as citral, geraniol, citronellol, 
citronellal, which have antibacterial, antifungal, 
insecticidal and insect repellent activities [8]. 
Cymbopogon species have important activities such as 
anthelmintic, anti-inflammatory, analgesic, antiageing, 
pesticide, antimicrobial, antifungal, antioxidant effects 
[9]. However, studies to determine the biological and 
pharmacological importance of these essential oils have 
increased rapidly in recent years; Besides its anticancer 
effects, many beneficial biological activities have been 
observed. Phytochemicals in the essential oil obtained 
from the Cymbopogon genus, It offers excellent biological 
activities and therefore can be used in the treatment of 
various types of cancer [8]. C. flexuosus, C. nardus var. 
nardus, C. citratus, C. pendulus, C.winterianus and C. 
martinii var. motia and sofia are among the other types 
with commercial value. Essential oils obtained from these 
species are widely used in many areas thanks to their 
typical lemon and rose-like aromas [9]. 

http://xxx.cumhuriyet.edu.tr/
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C. martinii is a perennial herb native to India with a 
height of 5-8 meters. Wide and leaves with an intense 
smell, long slender stems and structures with terminal 
flowers on the upper part are its distinctive physical 
properties. GC/GC-MS analysis studies reveal that C. 
martinii essential oil; geraniol, geranylacetate, farnesol, 
terpinene, myrsen, caryophyll, humulene, selinenes, 
linalool, nerolidol and limonene components [9]. C. 
martinii essential oil, known as Palmarosa, is particularly 
rich in geraniol [10]. Geraniol and geranylacetate 
compounds constitute approximately 75-90% of the total 
essential oil [11]. 

Microorganisms can gain resistance to drugs produced 
by utilizing antimicrobial properties over time. Due to this 
increase in resistance, studies on the development of new 
generation drugs in the fight against infections gain great 
importance [12]. In addition, it is observed that 
microorganisms do not acquire resistance against plants 
despite antibiotic resistance. This situation inevitably 
increases the importance of herbal drugs or plant extracts 
[13]. Antibiotic effects are the most widely known 
properties of essential oils because they are highly active 
against bacteria, viruses and protozoa. It is known that 
60% of essential oils inhibit fungal growth and 30% inhibit 
bacterial growth [14].  

In cancer treatment; various treatments are applied 
according to the location of the tumor in the body, the 
physiological condition of the patient and the structure of 
the tumor. Chemotherapy and radiotherapy are among 
the methods mostly used in the treatment of cancer in 
recent years. In radiotherapy, ionizing radiation is 
preferred to damage and destroy harmful tumors. 
Radiotherapy is locally effective in tumor treatment and is 
applied directly on the mass. The beam used in 
radiotherapy damages the DNA of the cell and causes its 
death [15]. If we look at the data in recent years; Cancer 
has a higher death rate than any other disease. Species 
observed more than others are; lung, breast, prostate, 
rectum and colon [16]. This has given great importance to 
research on cancer treatment.  

The main feature that an antimicrobial agent should 
have is selective toxicity. The concept of selective toxicity 
was first introduced by Paul Ehrlich. Antimicrobial 
substances used in chemotherapy are required to be 
effective especially at low concentrations and to have 
extremely low toxic properties. In order to observe such a 
result; The antimicrobial agent must select microorganism 
cells as targets rather than mammalian cells. Bacteria are 
prokaryotic cells while mammalian cells are eukaryotic. 
Antimicrobial agents (penicillins, cephalosporins, 
sulfonamides) targeting a molecule in prokaryotic cells but 
not in eukaryotic cells have extremely selective toxicity 
[17]. 

 In this study, it was aimed to investigate the antitumor 
activities of Palmarosa essential oil obtained from 
Cymbopogon martinii plant on MCF-7 breast cancer and 
DU 145 prostate cancer cells, cytotoxic activities on WI-38 
human fibroblast cell line and antimicrobial effects on 
various bacteria and fungal cells. 

Materials and Methods 
 
Essential Oil Sample 
Palmarosa essential oil was supplied by Art de Huile. 
 
GC-MS (Gas Chromatopraphy-Mess Spectrometry) 
GC-MS analyzes for the determination of the 

components in the Palmarosa essential oil sample 
were commissioned by Art de Huile, which supplied 
the oil. The average values of the essential oil 
composition are given in (Table 1). These components 
are geranyl acetate, beta caryophyllene, cis beta 
ocimene, geranial, geraniol, limonene, linalol, 
myrcene, neral, nerol, trans beta ocimene, trans trans 
farnesol, geranyl hexanoate. When the GC-MS results 
were examined, it was determined that the content of 
Palmarosa essential oil had the highest rate of 
geraniol (81,41%) and the lowest rate of myrcene 
(0.15%). Geraniol was determined as the major 
essential oil component. 

 
Table 1. Components of Palmarosa essential oil 

Name of Component Reference GC-MS 
Geranyl acetate   7,0-16,0 % 8,71 
Beta caryophyllene 0,7-2,5 % 1.98 
Cis beta ocimene 0,2-0,6 % 0,35 
Geranial  0,2-6,0 % 0,43 
Geraniol 72,0-86,0 % 81,41 
Limonene 1,3 % 0,33 
Linalol 1,0-5,5 % 2,79 
Myrcene  5,0 % 0,15 
Neral 0,5 % 0,30 
Nerol 0,2-0,5 % 0,32 
Trans beta ocimene 0,5-3,0 % 1,33 
Trans trans farnesol 0,2-1,5 % 0,65 
Geranyl hexanoate 0,4-0,8 % 0,50 

 
Determination of Antimicrobial Activity 
Disc diffusion (Kirby-Bauer) and microdilution broth 

methods were used to determine the antimicrobial 
activity of Palmarosa essential oil. 

      
Disc Diffusion 
In the disk diffusion test, Escherichia coli (ATCC 

25922), Pseudomonas aeruginosa (ATCC 27853), 
Staphylococcus aureus (ATCC 29213), Klebsiella 
pneumoniae (ATCC 13883), Bacillus cereus (ATCC 
14579), Candida albicans (ATCC 10231) strains were 
used. Dilutions of Palmarosa essential oil (200-1.56 
µg/mL) were absorbed into blank discs with 20 µl. 
Mueller-Hinton Agar (MERCK) and Sabouraud Dextrose 
Agar (Neogen) agars were inoculated with 0.5 
McFarland turbidity bacterial and yeast solutions using 
sterile swab sticks. Essential oil impregnated discs were 
placed. Antibiotic discs were used for positive control 
(OXOID). Bacterial plaques were incubated at 37 ± 0.1°C 
for 24 hours, and yeast plaques at 25 ± 0.1°C for 48 
hours. At the end of the expected time, the diameters 
of the zones observed in the medium were measured in 
mm [18]. 
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Minimum Inhibition Concentration (MIC) 
For the experiment, 96-well microtiter plates with U-

type wells were used. MHB was used for bacteria and SDB 
was used for yeast. 10 µl essential oil (200 µg/mL) was 
applied to the first well, followed by serial dilutions. 
Bacteria and yeasts adjusted to McFarland 0.5 turbidity 
were diluted to 5 x105 CFU/mL for bacteria and 0.5-2.5 
x103 CFU/mL for yeasts and 50 µl was added onto the 
wells [19, 20]. Plates were incubated for 24 hours at 37 °C. 
In order to better observe the growth at the end of the 
incubation, 50 µl of 2,3,5-Triphenyltetrazolium chloride 
(TTC) (Merck, Germany) solution of 2 mg/mL was applied 
to all. Incubation process complete at 37 °C for 2 hours. 
The first well in which a decrease in the color of Formazan 
due to the presence of live microorganisms in the wells 
was observed was accepted as the MIC. MIC results 
according to reference sources; It was evaluated as 
effective (MIC <100 µg/mL), Moderate (100 <MIC ≤ 625 
µg/mL), Weak (MIC >625 µg/mL) [21, 22].   

      
Cytotoxic Activity 
In our study, MCF-7, DU-145, WI-38 cell lines were 

used for cytotoxic activity determination. Essential oils 
were prepared at different concentrations (200-1.56 
µg/mL) and used. Cells were incubated in 5% CO2 at 37°C. 
1% penicillin (100 U/mL) and streptomycin (100 µg/mL) 
and 10% fetal bovine serum (FBS) were added to all wells.  

Cytotoxicity was interpreted according to the XTT 
method. Cells were added to the wells in the appropriate 
medium, test compounds were applied in varying 
proportions and incubated in CO2 medium at 37°C for 24 
hours. When the time was up, 100 µL of XTT solution was 
added to all wells and incubated for an additional 2 hours 
and optical density values were determined at 475 nm 
[23]. 

 
Results and Discussion 

 
According to the results of the disc diffusion test (Table 

2), Palmarosa essential oil formed an inhibition zone 
against E. coli, S. aureus and K. pneumoniae bacteria at 
1,2,3 and 4 concentrations (200-25 µg/mL) and against C. 
albicans yeast at 1st (200 µg/mL) and 2nd (100 µg/mL) 
concentrations. 

 
Table 2. Disc diffusion results of Palmarosa essential oil 

Palmarosa Essential Oil 
Disc Diffusion Zone Diameters (mm) 

 
Mikroorganizma 

Concentrations (µg/mL)  
P o s i t i v e   
C o n t r o l 

 
N e g a t i v e 
C o n t r o l 200 100 50 25 12.5 6.25 3.125 1.56 

Escherichia coli 1 0 1 0 10 9 7 7 7 7 1 9 - 
Pseudomonas aeruginosa - - - - - - - - 1 7 - 
Staphylococcus aureus 1 2 1 0 6 6 - - - - 1 9 - 
Klebsiella pneumoniae  2 0 1 6 12 9 - - - - 2 2 - 
Bacillus cereus - - - - - - - - 2 0 - 
Candida albicans 1 0 6 - - - - - - 1 8 - 

 
     The antimicrobial test results (MIC) of Palmarosa 

essential oil obtained from the Cymbopogon martinii plant 

are shown in (Table 3). Palmarosa essential oil produced 
the best antibacterial activity in B. cereus bacteria 
compared to the others (MIC: <1.56 µg/mL). While it was 
moderately effective against P. aeruginosa, it reached MIC 
values effective against other bacteria and fungi. 

  
Table 3. MIC results of Palmarosa essential oil 

Microorganisms Palmarosa Essential Oil 
Escherichia coli 12,5  
Pseudomonas aeruginosa 200 

Staphylococcus aureus >6,25 
Klebsiella pneumoniae 3,125 
Bacillus cereus <1,56 

Candida albicans 3,125 

 
The color change caused by the addition of XTT 

solution to the wells in the microplate and caused by 
different concentrations of essential oils was measured in 
ELISA at a wavelength of 450 nm. % Inhibition was 
determined by making the calculations specified in the 
reference sources and the relevant tables and figures 
were obtained.  

In studies with Palmarosa essential oil on DU-145 and 
MCF-7 cell lines, Palmarosa essential oil was observed to 
be more effective (Table 4) on DU-145 cell line. It has been 
observed that Palmorosa essential oil has no toxicity in 
healthy WI-38 cell lines at the effective doses.  

 
Table 4. IC50 values of Palmarosa essential oil 

IC50(µg/mL) MCF-7 DU-145 WI-38 

Palmarosa 6,29 ±0,56 3,14 ±0,12 20,06 ±1,02 
   
Chemotherapy drugs used in cancer treatment show 

severe side effects depending on the treatment. Methods 
such as radiotherapy, surgical treatment and hormone 
therapy, which are used in cancer treatment apart from 
existing cancer drugs, have increased the search for other 
methods that can be used in treatment because of the low 
probability of success in the treatment result and their 
side effects [24]. The importance of introducing 
alternative and complementary drugs and treatment 
methods for the treatment of cancer is emphasized in 
clinical, epidemiological and experimental studies. Plants 
are the leading natural resources preferred in the 
traditional treatment of different types of cancer diseases. 
About 60% of the sources used for anticancer treatment 
consist of plants, seafood or microorganisms [9]. 

Jain et al.; as a result of their examination in C. martinii 
oil with a chromatography device; they determined that it 
contains geraniol, geranilacetate, farnesol, terpinene, 
myrsen, caryophyll, humulene, selinenes, linalool, 
nerolidol and limonene [9]. C. martinii plant, known as 
Palmarosa, gives an essential oil especially rich in geraniol 
[10]. According to another study; The geraniol and geranyl 
acetate compounds of the essential oil obtained from the 
C. martinii plant constitute approximately 75-90% of the 
total essential oil [11]. 
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Numerous studies have been conducted on the 
antimicrobial activities of essential oils. 

According to the study of Verma R. et al.; the essential 
oil obtained from the Cymbopogon martinii plant was 
observed to provide broad-spectrum antibacterial effects 
with medium to very good effects against Gram-positive 
and Gram-negative strains [25]. 

From the works of Ganjewala D; essential oils of 
Cymbopogon species have emerged as having superior 
antifungal activities and significant antibacterial activities 
[8]. 

Bassole I.H.N. et al. in their study; essential oils 
distilled from Cymbopogon citratus and Cymbopogon 
giganteus plants were tested on nine bacteria by disc 
diffusion and microdilution methods. C. giganteus 
essential oil provided antimicrobial effects to all 
microorganisms used, while C. citratus essential oil could 
not inhibit Pseudomonas aeruginosa [26]. 

In a study by Khan and Ahmad in 2011; The effects of 
Cymbopogon martinii together with other essential oils on 
Aspergillus fumigatus and Trichophyton rubrum were 
investigated. As a result of this study, it was determined 
that the essential oil of Cymbopogon martinii showed high 
antimicrobial activity and therefore it could be evaluated 
as a new resource in the pharmaceutical industry [27]. 

Sharma R. et al.; investigated the effects of essential 
oil from Cymbopogon flexuosus on twelve human cancer 
cells. As a result; 502713 (colon), IMR-32 
(neuroblastoma), Hep-g-2 (liver) and SiHa (cervix) showed 
significant cytotoxic activity against all cell lines, more 
specifically [28]. 

Thangam R. et al. Cymbopogon citratus in their study 
on the anticancer activities of essential oil; concluded that 
the essential oil provided cytotoxic and apoptotic activity 
in cancerous tissues [29]. 

Bayala B. et al. in their study; The reason for this study 
was to determine the cytotoxic activities of Cymbopogon 
citratus and Cymbopogon giganteus essential oils on 
cancerous cells. For this purpose, Antioxidant, potential 
anti-inflammatory effect and cytotoxic effect were 
studied on different prostate cancer and glioblastoma cell 
cultures. C. citratus essential oil gave significant results in 
prostate cell line PC-3 (IC50 ¼ 32.1 mg/mL) and 
glioblastoma cell lines (SF-767 (IC50 = 45.13 mg/mL) and 
SF-763 (IC50 = 172.05 mg/mL) [30]. 

According to the GC-MS analysis in our study, geranyl 
acetate, beta caryophyllene, cis beta ocimene, geranial, 
geraniol, limonene, linalool, myrcene, neral, nerol, trans 
beta ocimene, trans trans farnesol, geranyl hexanoate 
components were determined in the content of 
Palmarosa essential oil. It was determined that geraniol 
(81.41%) was in the first place and geranyl acetate (8.71%) 
was in the second place in the composition of our 
essential oil. In our study; The content of our Palmarosa 
essential oil sample is very similar to the results obtained 
from studies conducted by different researchers in the 
literature. 

As a result of the disc diffusion experiment studied at 
diverse dilutions of Palmarosa essential oil; first 

concentration (200 µg/mL) formed a zone diameter 
(20mm) very close to the standard against K. pneumoniae 
bacteria. Against S. aureus and E. coli bacteria, It was 
determined that Palmarosa concentrations between 200-
25 µg/mL formed zone diameters close to the standard. It 
was concluded that the first and second dilutions had a 
positive effect on C. albicans (200 µg/mL-10 mm, 100 
µg/mL-6 mm). 

As a result of the microdilution method studied with 8 
different dilutions of Palmarosa essential oil, the strongest 
activity against B. cereus was determined (MIC: <1.56 
µg/mL). While Palmarosa was moderately effective 
against P. aeruginosa, it reached MIC values effective 
against other bacteria and fungi. 

To show the effect of essential oil on MCF-7 breast 
cancer and DU-145 prostate cancer cell lines, it was 
prepared at concentrations of 200 µg/mL, 100 µg/mL, 50 
µg/mL, 25 µg/mL, 12.5 µg/mL, 6.25 µg/mL, 3.125 µg/mL, 
1.56 µg/mL and the cells were found to be viable by the 
XTT method. 

It has been determined that Palmarosa essential oil 
has a major activity on MCF-7 cells in the first 6 dilutions 
(200-6.25 µg/mL). At the first concentration (200 µg/mL), 
more than 100% effect was seen. Even at the sixth 
concentration (6.25 µg/mL), the rate of killing cancer cells, 
which is 92.79%, is quite high. Since the IC50 value is 6.29 
µg/mL, it is possible to see the effectiveness of Palmarosa 
essential oil even at low concentration. 

It has been determined that Palmarosa essential oil 
has a major activity on DU-145 cells in the first 6 dilutions 
(200-6.25 µg/mL). At the first concentration (200 µg/mL), 
more than 100% effect was seen. Even at the lowest 
concentration (1.56 µg/mL), it has a very high killing rate 
of 75.43% cancer cells. Since the IC50 value is 3.14 µg/mL, 
it is possible to see the effectiveness of Palmarosa 
essential oil even at very low concentrations. 

In studies with Palmarosa essential oil on DU-145 and 
MCF-7 cell lines, it was observed that Palmarosa essential 
oil was more effective particularly on DU-145 prostate 
cancer cell line than MCF-7 breast cancer cell line. No 
antitumor activity study of the Cymbopogon martinii 
species was found in the studies. However, according to 
reference sources, antitumor activity has been detected 
in different species belonging to the genus Cymbopogon. 

Eight different concentrations of Palmarosa essential 
oil were tested on the WI-38 cell line, which is a normal 
human lung fibroblast cell, and the cytotoxic activity 
results were evaluated as % cell viability. 

Although a very low cell viability (5.81%) was observed 
at the first concentration of Palmarosa essential oil (200 
µg/mL), an increasing percentage of cell viability was 
obtained at other concentrations. Cell viability reached 
100% at the last 5 dilutions (25 µg/mL, 12.5 µg/mL, 6.25 
µg/mL, 3.125 µg/mL, 1.56 µg/mL). 

It has been observed that Palmorosa essential oil has 
no significant toxicity in healthy WI-38 cell lines at the 
effective doses. 

According to the data we obtained as a result of 
research, there are no adequate publications on the 



Sönmez Gürer, Tunç / Cumhuriyet Sci. J., 43(4) (2022) 594-599 
 

598 

antitumor activity of Palmarosa essential oil. In order to 
investigate the antitumor effect of similar essential oils on 
other cancer cell lines and to determine whether they 
have any toxic effects on normal human cells, research 
can also be carried out on different human cell lines. 

As a result; Palmarosa essential oil has been shown to 
have the capacity to be used as an another product in 
anticancer treatments. In the next stage, it may be 
suggested that these two essential oils be tested in animal 
experiments and then directed to clinical research and 
developed as a chemotherapy drug. 
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This study is focused on developing a sensitive analytical method for Venlafaxine molecule which is 
antidepressant drug belonging to the serotonin-noradrenaline reuptake inhibitors (SNRI) group. With this study, 
a separation and preconcentration method based on fabric phase sorptive extraction(FPSE) method was 
developed for low levels of Venlafaxine in urine samples.  Experimental variables such as pH, ionic strength, 
desorption solvent, and other parameters were studied and optimized step by step. The linearity of method 
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lower than 3.1 % and pre-concentration factor was calculated as 62.50 for target molecule. In order to test 
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recovery tests, quantative values were obtained in the range of 97.5-104.2 % successively. 
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Introduction 

Antidepressant drugs are widely and effectively used 
in the treatment of especially depression many mood 
disorders, psychotic disorders and substance abuse 
disorder mood disorders. Its use has become widespread 
in recent years and is an antidepressant belonging to the 
serotonin-noradrenaline reuptake inhibitors (SNRI) group. 
In addition to low doses of serotonin and noradrenaline, 
high doses of serotonin and noradrenaline, they inhibit 
dopamine reuptake. Side effects can include nausea-
vomiting, headache, dizziness, constipation, anorexia, 
insomnia, dermatitis, irritability, and blurred vision [1,2]. 
Venlafaxine was first released in 1993 by Wyeth as a quick 
release tablet for use per more than one doses in day[3]. 
Venlafaxine, which is a tertiary, bicyclic compound in the 
phenylethylamine structure, differs from other 
antidepressants as chemical structure. It is racemic 
compound composed of R and S enantiomers combined in 
equal amounts [4]. It is also used in sleep, anxiety and 
eating disorders, pain syndromes, arrhythmia and some 
immune dysfunction cures [5].  

Detection of antidepressant drugs in biological 
samples is used in various fields, especially toxicological 
and therapeutic drug monitoring. Due to the complexity 
of samples and low concentration levels of drugs, sample 
preparation is requisite for the development of 
chromatographic methods [6]. Separation and pre-
concentration methods are used for target analyte by 

collect smaller volume than its volume so level that can be 
analysed by increase concentration of target analyte. 
Thus, concentration of target analyte increased and exist 
at measurable level. The separation process is done by 
removing the impurities and the other matrix components 
that may have an adverse effect on the analysis of the 
analyte or cause contamination of the analyser[7,8]. 
Conventional sample preparation techniques such as solid 
phase extraction (SPE) are still among the most frequently 
used for analytical sample preparation but, these 
techniques prone to error during extraction steps such as 
time consuming, exhausting, multistep, often toxic and 
hazardous organic solvents used in large volumes, solvent 
evaporation and sample dilution in the appropriate 
solvent [9]. So, solid phase micro extraction(SPME) 
technical are more popular in the last decades because 
they minimize solvent consumptions and total analysis 
time. The solid phase extraction method is based on 
collecting the analyte on a solid phase material. Although 
these method has superior advantage according to exist 
method, it has some lacking. Thus, researchers go on to 
study new material and led to the find of several 
microextraction techniques [10].  As a result of the 
evaluation of different micro-extraction techniques, it was 
revealed that the deficiency in all these techniques was 
caused by the coating technology used for fixed the 
sorbent on the substrate surface and the physical format 
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of the extraction systems determining PCSA [11]. 
Considering all these problems, a new, promising and 
wide-use extraction technique, called the fabric phase 
sorptive extraction method (FPSE), was developed by 
Kabir and Furton in 2014[12,13].  FPSE method provides a 
very efficient, green sample preparation technique by 
successfully integrating the advantages of sol-gel 
derivative sorbents used in microextraction and various 
fabric phases. Low sorbent capacity and long sample 
preparation time, two main limitations of absorbent 
extraction techniques, have been handled by fabric phase 
extraction [14]. 

      In this work a sensitive determination method is 
developed for low concentrations of Venlafaxine molecule 
by using the HPLC-DAD system after the application of 
FPSE. The developed method was applied to simulated 
urine and normal urine samples after optimization 
procedures was completed successively. 

 
Materials and Methods 

 
Chemicals and Reagents  
The reagents used during the experimental studies are 

all of analytical purity and were purchased from Merck 
and Sigma companies. All of the solutions used were 
prepared with ultra-pure water with 18.2 MΩ.cm 
resistance obtained from MP Minipure Dest Up device. 

Venlafaxine was purchased from Sigma Aldrich (St. 
Louis, MO, USA). The standard stock solutions of 
venlafaxine were prepared in methanol by using brown 
flask. The standard solutions stocked in a dry place and 
protected from the light. The standard model solution was 
newly prepared after diluting of the main solutions with 
methanol. SPE frits and SPE cartridges were purchased 
from Agilent Technologies (California, USA). 

 
Instrumentation 
In all chromatographic measurements, Shimadzu 

(Prominence) HPLC (Kyoto, Japan) device was used. HPLC 
device used; It has equipped with LC 20 AD quaternary 
pump, SPD-M20 A DAD detector, DGU-20A vacuum 
degasser and CTO-10 AS VP column furnace equipment. 
Direct determination parameters for   optimized with 
HPLC for venlafaxine active substance before enrichment 
experiments. Preliminary trials with different columns 
were performed as this fixed phase and good peak 
separation was obtained with the Phonomex Luna® 
Phenyl-Hexyl column. Many trials have been made in 
isocratic and gradient elution modes with aqueous 
solutions of organic characterizing phases such as methyl 
alcohol, ethyl alcohol and acetonitrile, containing buffers 
of different pH. Experiments continued until significant 
peaks for venlafaxine were obtained. A summarization of 
HPLC conditions after optimization was shown in Table 1. 
As can be seen in Figure 1, the peak of the venlafaxine 
molecule was observed clearly under the optimized 
conditions. Peak height and area increase with 
concentration as expected. 

 

Table 1. HPLC Conditions for Venlafaxine Determinations 
Parameter HPLC Conditions  
HPLC Mode Isocratic elution 
Mobil Phase %10 Methyl alcohol 

% 60 pH 3 (0.02M) Phosphate Buffer 
%30 Acetonitrile 

Flow Rate 1 mL/min 
Execution time 20 dk 
Colon Luna® 15 µm Phenyl-Hexyl 100 Å,                     

250× 50 mm, AXIA™ Packed, Ea 
Colon 
temperature 

40 ⁰C 

Injection volume 10 μL 
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Figure 1. The obtained chromatogram for venlafaxine 

molecule 
 

Fabrication and Characterization Fabric Phase 
Support Material   

Among all tested membranes, sol-gel carbowax (CW-
20 M) sorbent, coated on cellulose FPSE media, was the 
most efficient.  

FPSE membranes were synthesized in the 
International Forensic Research Institute laboratory 
(Department of Chemistry and Biochemistry, Florida 
International University, Miami, FL, USA) according to the 
procedure described in our previous studies [15,16].  

Briefly, a 100 cm2 segment of cellulose fabric was first 
soaked with deionized water for 15 min under constant 
sonication. The fabric was then cleaned with deionized 
water, followed by soaking in 1 M NaOH solution for 1 h 
under sonication. The base treated fabric was then 
washed several times with ample deionized water, 
followed by treating with 0.1 M HCl solution for 1 h under 
sonication. Then, the material was washed with a 
deionized water and finally dried in an inert atmosphere 
overnight. The dried fabric was stored in a clean glass 
container until coating process. For modification of fabric 
phase surface, the sol–gel short-chain poly (ethylene 
glycol) sorbent was prepared by using a facile sol–gel 
synthesis approach developed in-house [17,18].  The sol 
solutions were prepared by sequential mixing of organic 
polymer or modified silane precursor/methyl 
trimethoxysilane (MTMS) (acting as sol-gel 
precursor)/acetone/CH2Cl2/TFA/water at various molar 
ratios as explained in these references. The solution was 
thoroughly mixed by vortexing for 3 min, centrifuged for 5 
min, and sonicated for 2 min. Following centrifugation, 
the clear supernatant part of the sol solution was 
transferred to a clean, amber coloured reaction glass 
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bottle. The cleaned and pre-treated cellulose fabric 
substrate was then immersed into the sol solution, for a 
predetermined amount of time, to creating the sol–gel 
coating. The FPSE media was then cut into 1.5 cm pieces 
for future use and stored in air-tight containers to prevent 
contamination. 

Characterization of fabric phase material was carried 
out by using FTIR, SEM technical in our previous studies. 
The detailed information can be found in these published 
articles [19–21].   

 
FPSE Procedure 
Separation and pre-concentration process based on 

FPSE were performed by optimizing parameters such as 
pH, desorption solvent selection and amount, adsorption 
time, vortexing time. This step permits to eliminate 
materials impurities and to activate functional groups for 
subsequently interactions. The membranes were then 
rinsed in ultra-pure water to remove organic solvent 
residues before the insertion into the sample for the 
extraction process.  

1.5-cm² SOL-GEL CW20M fabric phases are added to 
50 mL falcon tubes before they are passed through 
distilled water / ACN-MeOH solution / distilled water and 
washed. Then 20 mL of distilled water on them 
respectively; 2 mL of pH: 10 Br buffer 1 mL venlafaxine 
model solution is added and its volume is completed to 50 
mL with distilled water. The covers of the falcon tubes are 
well closed and placed in the shaker device and left to 
shake at 100 rpm for 60 minutes. After shaking is 
completed, the tubes are taken and the fabric phase is 
separated from the liquid phase and 800 µL of ethyl 
alcohol solution is added to them and vortexed for 60 s. 
That is, the transition of analyte components attached to 
the fabric phase to solvent ethyl alcohol is provided. This 
solvent liquid phase samples are taken into the injectors 
and filtered through a 0.45 μm PTFE membrane filter and 
transferred to the vials. It is given to the HPLC device. 
 

Preparation of Synthetic and Normal Urine 
Solution 

    As the application area of the developed method, 
two different samples were carried out including, 
synthetically and normal urine samples which were just 
used as spiked samples. 

Normal urine sample was taken from a healthy 
volunteer was directly subjected to the developed 
method. The human urine samples were collected in a 
capped test tube from a healthy volunteer free from any 
kind of medication who had been informed about the 
perimental procedure and the nature of the study. 
Synthetic urine solutions were prepared to be used in the 
literature to represent urine, which is one of the sample 
groups where antidepressant agents are most frequently 
monitored, and was used during the application [11].   
Synthetic urine solution was prepared as explained [11]: 
6.25 g urea, 0.27 g CaCl₂.2H₂O, 0.25 g NH₃Cl, 0.4 g KCl, 0.35 
g Na₂SO₄, 0.35 g KH₂PO₄, 0.73 g NaCl were weighed and 
dissolved in some distilled water and its volume was 

completed to 250 mL in volumetric flask. The pH was then 
adjusted to pH6 with 0.1 M HCl solution. It was transferred 
to an amber coloured bottle and stored at + 4˚C. 
 
Results and Discussion 

 
Extraction Optimization Experiments 
The objective is to keep the analyte type in the fabric 

phase at the highest possible level and to separate it from 
other substances in the environment, and after the 
separation process is achieved, all of the analytes in the 
solid phase pass into the solvent. Preliminary trials were 
made to determine the necessary parameters to achieve 
this. It was aimed to obtain a fast and easy separation 
process and to obtain the highest concentration of analyte 
by using as little amount of organic solvent as possible. 
Accordingly, a chromatographic method before FPSE 
experiments was developed for Venlafaxine molecule by 
optimizing all parameters. 

 
pH Effect 
     The pH of the medium is a very important 

parameter for it affects the interaction of the analyte with 
the fabric phase and the reactions between the species.  2 
mL range of pH 2-10 Britton Robinson (BR) buffer was 
added to all tubes including 200 ng mL-1 venlafaxine, and 
their volume was completed to 50 mL by ultrapure water. 
After FPSE method was applied, the content of 
venlafaxine was determined by HPLC-DAD system. The 
obtained results were shown in Figure 2. It is seen that the 
optimum pH value in the enrichment processes is pH 10. 
As a result, it has been understood that pKa value of 
venlafaxine in the alkaline region. It becomes positively 
charged in the alkaline region. We investigated from the 
literature that venlafaxine has a pKa value of 9.40[22], 
which shows suitability with our study. 

 

2 4 6 8 10 12
0

20000

40000

60000

pH

Pe
ak

  A
re

a

 
Figure 2. Suitable pH for the proposed method 

 
Eluent Type and Volume 
Selecting of eluent for desorption process is an 

important factor that a solvent can completely desorbed 
analyte molecule from solid phase surface without 
damaging the HPLC device. The target molecules are 
separated from the liquid phase and cling to the phase 



Özdemir et al. / Cumhuriyet Sci. J., 43(4) (2022) 600-605 
 

603 

after shaking. The solvent chosen for this purpose should 
be in accordance with the executive phase of the HPLC 
system. For this purpose, a solvent series were used 
containing methanol, ACN, isopropyl alcohol (IPA), 
ethanol, water and acetone. The results of this study were 
showed in Figure 3. It is seen that the most suitable 
solvent for desorption in FPSE was determined as ethanol. 
This result shows that our active substance can be taken 
better in solvents with high organic character. 
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Figure 3. Optimization of desorption solvent 

 
The amount of solvent must be within the range that 

can be analysed in the HPLC instrument. Volume of 
desorption solvent was studied by adding ethanol in the 
range of 200-1500 μL. At the end of these processes, the 
analyte components attached to the fabric phase were 
transferred to ethanol phase and this solvent phase were 
taken with an injector filtered through a 0.45 μm PTFE 
membrane filter and put into vials to submit to the HPLC 
device. As can be seen in Figure 4, the highest signals were 
obtained with 800 µL of ethanol and this volume was 
selected for desorption process. 
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Figure 4. Suitable volume of ethanol for proposed 

method 

Adsorption Time 
The adsorption time, also known as the contact time 

required for the transition of analyte types from the 
environment where the analyte is located, is an important 
parameter. The tubes were shaken in shaker at 1000 rpm 
for 5, 10, 20, 30, 40, 50, 60, 70, 80, 90 minutes, 
respectively.  The results obtained are shown in Figure 5. 
It is seen that the optimum adsorption time in enrichment 
processes to be made after that is 60 minutes. It keeps the 
maximum amount it can hold after 60 minutes. If the 
tubes are left in more shakers, the adhering substances 
start releasing, because the interaction is physical, so the 
signal starts to decrease as the time increases. 
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Figure 5. Suitable vortex time for the proposed method 

 

Analytical Performance of the Developed Method 
After determining the most suitable experimental 

conditions for fabric phase extraction, model solutions 
containing venlafaxine in different concentrations were 
prepared and each developed FPSE method was applied 
to determine the linear working range. With the help of 
analytical signals monitored with the DAD detector, the 
linear working range for venlafaxine molecule was 
determined to be 15-750 ng mL-1. All analytical 
parameters of the developed method are collectively 
presented in Table 2. 
 

Table 2. Analytical merits of the proposed method 
Parameter Before FPSE After FPSE 
Linear dynamic range 1.00-20.00 µg mL-1 15.00-750.00 ng mL-1 
Limit of detection, LOD 0.32 µg mL-1 4.28 ng mL-1 
Limit of quantification, LOQ 0.96 µg mL-1 14.14 ng mL-1 
RSD(%) (for 300 ng mL-1 ) 3.10 2.40 
Calibration sensitivity 11.42 822.24 
Correlation Coefficient (R2)  0.9972 0.9972 
Pre-Concentration Factora - 62.50 
Enhancement Factorb - 72.00 

a Pre-concentration factors (PF) were calculated by using the 
ratio of the initial solution volume (50 mL) to the last elution 
solvent volume (0.8 mL).  
b  The enhancement factors (EF) were found from the ratio of the 
slope of calibration curve of the analytes after MSPE application 
to that of prior FPSE application. 
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Analysis of Urine Samples 
Simulated urine and normal urine samples were 

analysed in order to investigate the applicability of the 
proposed method by means of recovery tests. Venlafaxine 
concentration of the studied samples were analysed by 
using the optimized method and results were shown in 
Table 3. A known concentration of Venlafaxine was spiked 
to samples because none of samples was contained it as 
expected. The recoveries of target molecule in the spiked 
samples were in the range of 97.5-104.2 %. These 
satisfactory results demonstrate that the developed FPSE 
based HPLC-DAD method is suitable for trace 
determination of venlafaxine molecule in the urine 
samples.   
 
Table 3.  Analysis of urine samples  

Sample Added 
ng  mL-1 

Founda,b                       
ng  mL-1 %RSD % Recovery 

Synthetic 
urine solution 

- 
100.0 
200.0 

<LOD 
97.5 ±5.4 
195.1±9.4 

- 
5.5 
4.8 

- 
97.5 
97.8 

Normal urine 
sample 

- 
100.0 
200.0 

<LOD 
103.7± 3.9 
208.4±9.8 

- 
3.8 
4.7 

- 
103.7 
104.2 

aMean value ± standard deviation found for three replicate 
measurements at 95% confidence level 
bConcentrations in a 50 mL solution obtained after sample 
preparation 
 
Conclusions  
    

A new, sensitive, simple and reliable HPLC based 
method was developed for the determination of 
Venlafaxine. The present method offers a simple 
extraction procedure. The proposed FPSE-HPLC-DAD 
procedure allows the reliable analysis of Venlafaxine 
which have not been determined in previously reported 
analytical method. When we consider it from this 
perspective even also, it can be concluded that the study 
is original. It offers a different perspective to the literature 
in terms of contributing to future studies. The developed 
method has the advantage of being fast and easy. Analysis 
of drug active ingredients, especially in complex biological 
environments, is a very difficult task. For this purpose, 
mostly complex analysis setups and expensive devices are 
used. In order to perform these analyses with basic 
laboratory equipment and a classical HPLC system that 
can be found in every laboratory, fabric phase extraction 
was applied as a pre-treatment and the analytical 
validation of the FPSE-HPLC-DAD-based method 
developed with trace levels of venlafaxine in model 
solutions was performed and all parameters were given in 
Table 2. 

  In this study, a method for chromatographic 
determination of venlafaxine molecule after enrichment 
was applied for the first time. The method increases the 
low concentrations of the active ingredient of venlafaxine 
to levels that can be determined by conventional HPLC 
systems with a simple pre-application system that can be 
found in every laboratory. 
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Access the quality and sufficient amount of water is started to being problem with population increasing. One 
of the way to behalf the solution of this problem is usage waste water treatment in industry and agriculture. 
Wastewater treatment methods have disadvantages of being costly and producing secondary pollutants, 
photocatalysis, which is one of the advanced oxidation methods that is more advantageous and effective in 
removing pollutants, is promising. The newest member of nanomaterial, C-quantum dots (CQDs) has been 
increasingly get attention on lots of field including photocatalyst. Semiconductors are commonly used in 
photocatalysis however, they have electron pair recombination problem that results decreasing of efficiency.  
Doping semiconductors with different nanomaterials is one of the easiest ways to get over the problem. Recently 
CQDs has been started to used as dopping agent. Solvothermal method is among the easiest and 
environmentally friendly methods in nanomaterial synthesis. In this study, the effect of dimethylformamide, 
dimethylsulfoxide, ethylene glycol and water as solvothermal solvent on the photocatalytic efficiency of C-
modified ZnO nanoparticles (CQDs@ZnO NPs) was investigated for the first time in the literature. Photocatalytic 
performance of CQDs@ZnO NPs was investigated on the photocatalytic degradation of methylene blue (MB). 
Angora mohair has been used as a CQDs source for the first time in the literature. Photocatalytic degradation 
performances of CQDs@ZnO NPs for MB at 300 min were 82.4%, 87.6% and 99% for ethylene glycol-water 
mixture, DMSO and DMF, respectively. The results proved that solvent type for solvothermal synthesis 
procedure has important role for photocatalytic performance of CQDs@ZnO NPs. 
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Introduction 
One of the biggest humanity concern is access to clean 

and sufficient water owing to global warming, climate 
change and population growth. According to United 
Nations Water Development Report 2020, 2.2 million 
people do not have access to clean water beside %55 of 
population sanitation. In respect of report waste water 
treatment is consider as an essencial solution to global 
warming because of waste water is source of methane gas 
due to undissociated organic waste that causes green gas 
effect [1]. Adsorption, membrane separation, coagulation 
and advanced oxidation processes such as photocatalysis 
are used as water treatment process. However 
adsorbtion, membrane separation and coagulation 
methods have disadvantages like high cost and occur 
secondary pollutant [2]. Photocatalysis, one of the 
advanced oxidation methods have a lot of promises 
thanks to being an effective way for degradation of 
pollutants [3]. Photocatalysis is the reaction by utilized 
light and semiconductor. The light is absorbed by 

substrate and the catalytic reaction that named 
photocatalysis takes place on the substrat's surface [4].  
Zinc Oxide (ZnO) and Titanium dioxide (TiO2) are the most 
commonly used photocatalysts. TiO2 has 
superhydrophobic, non toxic, chemically stabil properties 
beside it is strong oxidizer therefore degradation of 
organic pollutants [5]. Furthermore ZnO is physically and 
chemically stable, nontoxic and harmless beside it has low 
cost, biocompatible, high redox potantial.  Although ZnO 
and TiO2 has the almost same band gap (3.37 eV and 3.2 
eV), ZnO exhibit greater photocatalytic activity thanks to 
electron mobility of ZnO is much higher than TiO2 [6,7] . 
One of photocatalysis dissadvantages is rapid 
recombination of photogenerated electrons and hole that 
lead to low quantum yield 

When a semiconductor like ZnO is excited by light the 
photocatalysis process starts. Firstly electrons are moved 
from valance band to conductive band therefore the 
valence band is charged positively. The conduction band 
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electrons catches protons from oxygen that is presented 
on weather or water hence the oxygen is charged 
negatively and become superoxide ion. The superoxide 
ion is react with organic pollutants and makes the 
pollutant decomposed to CO2 and H2O.  On the other 
hand, protons in the valence band react with H2O in water 
or moisture and OH- ions are formed as a product. The 
reactive OH- ions are carried out reaction with organic 
pollutants and makes the pollutants have degraded to CO2 
and H2O [8]. 

Doping metal nanoparticles and carbon nanomaterials 
over the semiconductor's surface is one of the way to 
overcome the electron hole recombination drawbacks [8]. 
Recently many research proved that CQDs as the new 
class of nanoparticles is promising doping agent for 
semiconductor photocatalysts. CQDs are zero 
dimensional, water soluble, chemically stable, highly 
photo adsorbent nanomaterials. CQDs are cheap and non 
toxic thereby usage in catalysis, bioimaging and energy 
storage processes are desirable [9]. CQDs has been light 
absorber and electron reservoir therefore it has perfect 
electrical and optical properties. Many report has been 
published about CQDs being higly efficient photocatalytic 
material. The nano size of CQDs is resulted to difficulties 
to reusable therefore CQDs is doped to matrix like metal 
particles [10]. CQDs are synthesized by such as 
solvothermal, electrochemical oxidation, chemical 
oxidation, microwave excitation methods using a carbon 
source [11]. Electrochemical oxidaition method has 
disadvantages that being complex chemical reaction. The 
inability to synthesize homogeneous particles is the main 
problem of the chemical oxidation method. Microwave 
method is inexpensive and rapid. However it needs a lot 
of energy beside reaction conditions are uncontrollable. 
Solvothermal synthesis method is considered as one of 
the most effective methods in the production of CQDs 
doped materials. Solvothermal method has advantages 
like being enviroment friendly, taking place by one step 
reaction, having good dispersion and facile reaction 
condition comparing the other methods. The synthesis 
occur in solvent like water, ethanol, dimethylformamide, 
dimethylsulfoxide, stainless closed vessel named 
autoclove [12]. Solvent type has an important role in the 
carbonization rate of the carbon source and therefore in 
different performances in the methods in which it is used 
[13-15].  

In this study, the effects of the use of aprotic solvents 
dimethylformamide (DMF) and dimethyl sulfoxide 
(DMSO) and a protic solvent ethylene glycol-water 
mixture on the photocatalytic performance of CQDs@ZnO 
NPs were compared on the photocatalytic degradation of 
MB. 

Another important parameter that affects the 
morphology, chemical content, and thus the in-use 
performance of CQDs is the type of carbon source used. 
Many studies have carried out about different organic 
carbon source usage for green synthesis of CQDs. For 
intance, instant coffee  [9], citric acid [15] and urea 
anthracite [16] and aloe [17] have been used for carbon 

sources.  In the present work, mohair was used as carbon 
source of CQDs for the first time in literature. Mohair is 
Angora goat's feather which has unique properties such as 
being resistant, dirt-proof, showing excellent insulation 
properties. Mohair has slippery and softness unlike the 
other goat's wool thanks to the oil layer on the surface 
that named as yolk [18]. Herein, C-quantum dots modified 
ZnO nanophotocatalyst was synthesized from mohair by 
using DMF, DMSO and water-glycol mixture as 
solvothermal solvent. This study was carried out to 
examine how the photocatalytic efficiency of carbon dots 
will change in different hydrothermal synthesis solvent 
medium. 

 
Experimental 

 
Materials and Apparatus 
Angora mohair was obtained from Republic of Turkey 

Ministry of Agriculture and Forestry Çankırı Directorate of 
Provincial Agriculture and Forestry.  Zinc chloride (ZnCl2)  
and ethylene glycol with 99% purity were obtained from 
Merck.  NaOH pellets and N,N-dimethylformamide (%99) 
were purchased from Sigma-Aldrich. The degradation 
reactions of MB was carried out in a photochemical 
reactor had a UV irradiation source of 380 nm wavelength 
with a power of 400 W. The degradation rate of MB was 
calculated using the decrease in absorbance values 
measured by the UV-visible spectrophotometer (Perkin-
Elmer  Lambda 25 UV Visible Spectrophotometer). To 
study the morphology and size of nanomaterials, SEM 
images was taken by Gemini SEM500-71-08. 

 

Synthesis of ZnO NPs 
ZnO NPs were fabricated using the hydrothermal 

synthesis process according to the previous work of Şakir 
et al. [19] Brifely 2 g ZnCl2 was dissolved in 25 ml ultra pure 
water and 5 g NaOH was dissolved in 25 mL ultra pure 
water NaOH solution was added dropwise to the ZnCl2 
solution stirred in the magnetic stirrer, and the resulting 
solution was then subjected to the hydrothermal 
synthesis procedure at 180 oC for 12 hours. ZnO NPs 
synthesized was centrifuged for separating to liquid phase 
from solid phase. The solid phase was washed with 
distilled water for twice and ehtyl alcohol for three times 
to remove contaminants. The resulting solid ZnO NPs was 
dried on oven at 60 oC [19]. 

 
Synthesis of CQDs@ZnO NPs 
As pre-treatment, the mohair was washed with soap 

to clean and dried in the oven at 40 oC. 500 mg of ZnO NPs, 
50 mL from one of the solvothermal solvents (DMF, 
DMSO, ethylene glycol/water (35/25)) was added into 
erlenmeyer and mixed for 30 min. Afterward 500 mg 
mohair is added to the solvent medium and mixed 30 min. 
The mixture was transferred to the autoclave of 
solvothermal reactor and put in an oven 180 oC for 12 
hours. The reaction for DMSO was carried out at 220 oC. 
after the reaction was complete, the mixture was 
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centrifuged to separate CQDs@ZnO NPs from the liquid 
phase. CQDs@ZnO NPs was washed with distilled water 
for twice and ethyl alcohol for three times and dried at 60 
oC. 

Photocatalytic experiments 
100 mg of each nanomaterial was placed in 100 mL of 

10 ppm methylene blue solution and stirred for 15 hours 
in the dark for the solution to reach adsorption 
equilibrium. The mixture was exposed to 400 W UV light 
to carry out the photocatalytic reaction. The samples have 
taken every 30 minutes. The decrease in MB 
concentration versus phorocatalytic degradation time was 
calculated using the ratio of the decrease in the 
absorbance peak of MB at 664 nm wavelength in the UV-
Vis spectrometer.  

 
Results And Discussion 

 
Characterization of Nanomaterials 
To study the morphology and size of nanomaterials, 

SEM characterization studies were carried out (Figure 1).  
The avarage size of novel ZnO was 212 nm as shown in 
Figure 1A-C). When the synthesis of CQDs@ZnO NPs 
carried out via DMF, average ZnO size was around 80 nm 
and average CQDs size on the ZnO surface was 4 nm as 
shown in Figure 1D-F. While  the synthesis reached out in 
DMSO solvent, average size of ZnO was 5.89 μm and CQDs 
size on the ZnO surface was 420 nm as shown in c) and g) 
by, lastly the avarage ZnO and CQDs size by ethylene 
glycol- water mixture were 200 nm and 35 nm, 
respectively. 

Near IR analysis show that fingerprint of materials, 
difference between doped ZnO in the graph prove that 
doping has made changing on ZnO structure (Figure 2). 
According to the FTIR graph, entire NPs exhibit Zn-O 
characteristic stretch bonds peaks at around 400 cm-1.  
ZnO NPs shows double peak on around 2900 cm-1 which 
represent C-H stretch bonds, peak around 1500 cm-1 that 
attributed C-O and also peak around 1000 cm-1 that 
represent C-C bond. CQDs@ZnO Nps in DMF shows peak 
on 1020 cm-1,1262 cm-1,1655 cm-1 and 2900 cm-1 that 
means C-N, CH2, C-O-C and C-N bonds in addition 2966 
cm-1 peak represent  N-H bonds. C@ZnO NPs (DMSO) 
exhibit peaks on 1662 cm-1 and 2930 that are C-H, C=H 
bonds. CQDs@ZnO NPs (Ethylene Glycol+Water) exhibits 
peaks on about 1000 cm-1, 1412 cm-1, 1638 cm-1, 2930 cm-

1 and 3749 cm-1  which attributed C-C, C-N, N-H, C-H and 
O- H respectively (Figure 2). To sum up of all the FTIR 
results prove that functional groups on NPs depend on the 
solvent type. Therefore photocatalytic efficiency is 
depend on solvent type, either. 

 
Figure 1. SEM images of nanomaterials, a-b) ZnO NPS 

(50K-10K), c-d) CQDs@ZnO NPs in DMF (50K-10K), 
e-f) C@ZnO NPs in DMSO (25K-15K), g-h) CDs@ZnO 
NPs (50K-10K). 
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Figure 2. FTIR spectrums of ZnO NPs, CQDs@ZNO NPs 
in DMF, C@ZnO NPs in DMSO, CQDs@ZnO NPs in 
EthyleneGlycol+Water. 

 
Acording to the Figure 3, XRD analysis result, the 

material shows ZnO NPs characteristic peaks which are 

located at 2θ, 31.9o, 34.5o, 36.4o,47.6o, 56.7o, 62.9o, 
66.5o, 68.0o and 69.2o corresponded to the (100), (002), 
(101), (110), (103), (200), (112) and (201). The XRD 
analysis demonstrate that different solvent usage on the 
synthesis was not made changing on main structure of 
ZnO NPs. The results can be interpreted that density of 
CQDs on ZnO was lower than %4 percent and CQDs 
distributed uniformly [20]. 

 
Figure 3. XRD spectrums of ZnO NPs, CQDs@ZNO NPs in DMF, 

C@ZnO NPs in DMSO, CQDs@ZnO NPs in 
EthyleneGlycol+Water. 

 
In the manner of the Raman spectrum (Figure 4), all 

NPs shows ZnO characteristic peaks which are 308 cm-1, 
495 cm-1, 607 cm-1 and 758 cm-1, respectively. CQDs doped 
to ZnO did not cause a change in ZnO structure as can be 
seen in Raman Analysis. 

 

 
Figure 4. Raman spectrums of ZnO NPs, CQDs@ZNO 

NPs in DMF, C@ZnO NPs in DMSO, CQDs@ZnO NPs 
in Ethylene Glycol+Water. 

 

Photocatalytic Efficiency of Different Doped 
Nanomaterials 

The effect of dimethylformamide, dimethylsulfoxide, 
ethylene glycol and water as solvothermal solvent on the 
photocatalytic efficiency of C quantum dots-modified ZnO 
nanoparticles (CQDs@ZnO NPs) was investigated by 
adding 100 mg of CQDs@ZnO NPs in 100 mL of 10 mg·L-1 
of MB solution and then these mixtures subjected to 400 



Vurucuel et al. / Cumhuriyet Sci. J., 43(4) (2022) 606-612 

 

610 

W UV irridation for 300 min. The decrease in MB 
concentration was measured by using the ratio of the 
decrease in the absorbance peak of MB at 664 nm 
wavelength in the UV-Vis spectrometer (Figure 5). The 
reaction rate constant was calculated according to 
Langmuire Hinshelwood kinetics models. In the equation; 
Co represents initial MB dye concentration and C is MB 
dye concentration at irradiation time ‘t’, in addition k is 
reaction rate constant [21]. 

ln (
𝐶𝑜

𝐶
) = −𝑘𝑡 

The methylene blue degradation by CQDs@ZnO NPs 
that synthesis via ethylene glycol-water mixture, DMSO 
and DMF were calculated as 82.4%, 87.6% and 99%, 
respectively.  

 

 

 
Figure 5. a) ln(C0/C) Graph of different NPs, b) 

Time taken for MB concentration to half by 
different NPs, c) UV-Vis result of MB 
degradation by CQDs@ZnO NPs (DMF).  

The results shows that the most efficient material 
is CQDs@ZnO NPs that synthesized by DMF. This 
situation can be explained by the particle sizes of the 
nanomaterials synthesized with 3 different solvents. 
The ZnO nanoparticles in the CQDs@ZnO NPs 
produced using the DMF solvent had a smaller 
particle size, that is, a larger surface area. Higher 
surface area means that there are more regions 
where the photocatalytic reaction takes place and 
therefore higher photocatalytic performance. The 
half life of MB concentration were calculated as 
51.62 min, 133 min and 135 min by CQDs@ZnO NPs 
that synthesis via ethylene DMF, DMSO and glycol-
water mixture, respectively (Figure 5). The graph 
show that the methylene blue concentration is 
rapidly decreased when CQDs@ZnO synthesis by 
DMF solvent comparing to other nanomaterial. 
Beside reaction kinetic constants were calculated 
0.0134 min-1, 0.0052 min-1 and 0.0051 min-1 with the 
same row. 

 

Reusability of CDs@ZnO NPs Photocatalyst 
Besides being effective, the reusability of 

photocatalysts is important in terms of eliminating 
repetitive material production, cheapness of the 
process, minimizing the post-process waste problem 
and sustainability. For reusability studies, 100 mg of 
photocatalysis which synthesized with DMF was 
used. When first cycle was complated, the mixture 
was centrifugated, after that the liquid phase was 
removed. The remained CQDs@ZnO NPs was washed 
with distilled water and ethyl alcohol. Afterward the 
washed CQDs@ZnO NPs was added into 100 mL of 10 
ppm MB solution and the procedure was cycled. MB 
has been almost entirely degraded by the 
CDs@ZnOinDMF when 100 mg of the 
photocatalysis’s reusabilitiy is studied four times 
subjected by 400 W UV lamp for 300 minutes. The 
results obtained proved that the carbon 
photocatalyst could be used at least 3 times without 
any change in its performance (Figure 6). MB 
concentration were dropped 98.31%, 98.70%, 
98.64% and 14.69% when CQDs@ZnO NPs used four 
times respectively. Reaction kinetic constants were 
calculated as 0.0134 min -1, 0.016 min-1, 0.0177 min-1 
and 0.0085 min-1. Half lifes of MB for each cycle were 
calculated as 31.62 min, 43.46 min, 33.07 min and 
81.92 min.  
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Figure 6. a) Reusability studies degradation percentage 
of MB concentration b) ln(C0/C) result of reusability 
studies. C)Reaction kinetic constants of each 
reusing reaction. 

 

Conclusion 
 
To conclude, angora mohair was used as carbon 

source for green synthesis of CQDs on ZnO NPs for the first 
time in the literature. Thus, one of a special Turkey's 
precies mohair has acquired an scientifical usage field. 
CQDs@ZnO NPs were synthesized in three different 

solvothermal solvent environments and proved that the 
solvent type significantly affects the morphology, size and 
photocatalytic properties of ZnO NPs. When DMF is used 
as solvent, the particles exhibit smaller size as shown as 
SEM images therefore the photocatalytic efficiency 
increase. Doping the semiconducters with CQDs is a 
promising way to improve photocatalytic efficiency of 
semiconductors. 
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In this work, a new homo-disulphide Schiff base compound (HDSB) was prepared and its structure was 
characterised by common spectroscopic and analytical methods. The compound was obatined from the 
condensation reaction of 2-aminothiophenol and 2-hydroxy-4-(prop-2-yn-1-yloxy)benzaldehyde in benzene. In 
the reaction, both Schiff base condensation and oxidation of thiols into disulphide formed. The isolated 
compound was structurally characterized by single crystal X-ray diffraction experiment. The homo-disulphide 
Schiff base compound (HDSB) was screened for its DNA/BSA binding properties using UV-Vis absorption and 
emission spectral studies. The compound showed considerable binding affinity to double-stranded fish sperm 
DNA (FSds-DNA) with binding constant of 4.1 × 104 M-1. Spectral measurements suggest that HDSB interacts with 
DNA in a minor groove binding mode. The compound also showed binding properties towards BSA (bovine 
serum albumin). The incremental addition of HDSB to the BSA solution resulted in a significant decrease in the 
characteristic emission band of BSA in the range of 320-500 nm (λexc: 280 nm) showing the binding interactions 
between HDSB and BSA. 
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Introduction 

In recent years, promising studies on drugs targeting 
tumors, arthritis, diabetes and neurological disorders 
have been conducted [1,2]. By studying the factors that 
affect the biological activities, molecules with specific 
properties as drugs are designed and their activities are 
examined [3]. The serious side effects of metal-based 
chemotherapy agents such as cisplatin and their limited 
use in some cancer types have led scientists to use organic 
compounds as anticancer agents [3]. Since cisplatin-based 
compounds show antitumor activity by binding to DNA, 
small organic or metal-organic molecules targeting DNA 
have been synthesized [4]. Examining the interactions of 
small molecules with DNA has created an important field 
of study. Molecules can bind to DNA by non-covalent 
interactions such as electrostatic, groove, intercalative, 
and partial intercalative bonding [5]. Schiff bases, also 
known as imine compounds, are compounds with a wide 
variety of biological activity such as antibacterial, 
antifungal, herbicide, anti-inflammatory, anticancer, anti-
diabetic and antitumor activity [6, 7]. On the other hand, 
it has been reported that Schiff base compounds of the 
oxo-propargyl group increase biological activity [8, 9]. 

Synthesis and structural studies of Schiff bases 
containing disulphide groups attract attention due to their 
chelating properties, electron transfer abilities and 
biological properties [10,11]. Disulphides formed by 
oxidative dimerization of thiols attract attention in organic 
chemistry and biochemistry, and various oxidizers are 
used for this conversion [12–15]. It has been reported that 

the thiol to disulphide conversion can be done under 
different experimental conditions [16]. Various Schiff 
bases containing disulphide groups were synthesized and 
their biological properties and chemosensor properties 
were investigated [11,17–20]. In this study, a new homo-
disulphide compound HDSB (Scheme 1) was synthesized 
from the reaction of the salicylaldehyde compound 
carrying the oxo propargyl group and 2-aminothiophenol.  

 

 

Scheme 1. Synthesis reaction of homo-disulphide Schiff 
base compound (HDSB) 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0003-3323-8149
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The structure of the synthesized compound HDSB was 
characterized by FTIR, 1H NMR and elemental analysis 
methods. In addition, the crystal structure of the 
compound was elucidated by single crystal X-ray 
diffraction study. DNA and BSA binding properties of the 
synthesized homo-disulphide compound were 
investigated by spectrophotometric methods. 

 

Materials and Methods  
 

All reagents and solvents were obtained from 
commercial sources (Aldrich or Merck). The starting 2-
hydroxy-4-(prop-2-yn-1-yloxy)benzaldehyde was 
prepared according to the reported procedure [8, 21]. The 
structural characterization data are provided in the 
supplementary documents. Elemental analyses (C, H and 
N) were performed using a LECO CHNS 932. Infrared 
spectrum was obtained using KBr disc (4000-400 cm−1) on 
a Perkin Elmer Spectrum 400 FT-IR. The electronic spectra 
in the 200-900 nm range were obtained on a Perkin Elmer 
Lambda 45 spectrophotometer. Mass spectra of the 
ligands were recorded on a LC/MS APCI AGILENT 
1100 MSD spectrophotometer. 1H NMR spectrum in 
CDCl3 was recorded on a Bruker 400 MHz instrument. TMS 
was used as internal standard. 

 

Synthesis of Homo-disulphide Schiff Base 
Compound (HDSB) 

2-Hydroxy-4-(prop-2-yn-1-yloxy)benzaldehyde (0.88 g, 
5 mmol) was dissolved in benzene. 2-amino benzenethiol 
(0.625 g 5mmol) was added to this solution. The colour 
turned to yellow with the addition of aldehyde. The 
mixture was refluxed at 80 ºC for 8 hours. The progress of 
the reaction was checked by TLC. Upon consumption of 
starting compounds, the reaction solution was allowed to 
cool to the room temperature. Yellow needle-like crystals 
formed were filtered and dried in air. 

 
Molecular Formula: C32H24N2O4S2. Molecular weight: 

564.65 g/mol. Yield: 85%. Colour: Yellow. E.N.: 119 °C. 
FTIR (ATR, cm-1): 3274, 3241, 3060, 2857, 2692, 2115, 
1606, 1506, 1377, 1339, 1282, 1232, 1188, 1115, 1020, 
963, 883, 784, 752, 638, 558. Elemental analyses found 
(calculated for C32H24N2O4S2) %: C, 67.79(68.06); H, 
4.13(4.28); N, 4.83(4.96). 1H NMR (CDCl3, ppm) d H: 13.45 
(b, OH, 2H), 9.05 (s, CH=N, 2H), 7.80-6.55 (m, CHaromatic 14 
H), 4.63 (s, OCH2, 4H), 2.58 (s, C≡CH, 2H). 

 
DNA Binding Studies 
 
Absorption spectral measurements 
The DNA binding properties of the homo-disulphide 

compound (HDSB) was studies by UV-Vis spectroscopic 
measurements. The absorption spectra of HDSB in DMSO 
(2.0 ×10-5 M) containing Tris-HCl buffer solution (pH = 7.0) 
were taken in the presence of increasing amount of 
double-stranded fish sperm DNA (FSds-DNA) at 230-730 
nm range. The spectral changes of HDSB in the presence 

of DNA were taken into account to determine the binding 
properties.  

The absorbance was measured for calculating the 
percentage of DNA binding using equation given below. 

[DNA]/(a–f) = [DNA]/(b–f) + 1/Kb(b–f)   

In the equation given above, where a is the apparent 
extinction coefficient obtained by the calculation of 

Aobds/[Ligands or complexes], f is the extinction 
coefficient of the compounds in its free form, 

b=extinction coefficient for the compounds in the fully 
bound form, and [FsdsDNA] is the concentration of dsDNA 
in terms of base-pairs: Kb indicates the binding constant of 
the compound with DNA and is calculated from the slope 

of the line drawn between [DNA]/(a – f) and [DNA]. 
 

Competitive Binding Studies 
Ethidium bromide (EB) is a DNA intercalating agent 

and it gives a characteristic emission band at 500-700 nm 
range (λexc = 526) when it binds to the DNA. The 
replacement of EB in the DNA-EB complex by another 
molecule results in quenching in the emission band. The 
quenching of the emission band of the DNA-EB are often 
referred to the competitive binding of the molecule via 
intercalation or groove binding. In the emission spectral 
measurements, to the constant concentration of FSds-
DNA (75 μM) solution pre-treated with 5 μM EB in Tris-
HCl, increasing amount of the compound (HDSB, 0-100 
μM in DMSO) were added. The emission spectra of the 
solutions were recorded in the wavelength range of 570-
750 nm upon irradiation at 526 nm. The quenching of the 
emission band was followed and the quenching constants 
(Ksv) was calculated from the Stern-Volmer equation 
given below: 

 
F0=F = 1 + KSV[Q] 
 
Where; F0: emission intensity of DNA-EB in the 

absence of HDSB, F: emission intensity of DNA-EB in the 
presence of HDSB and [Q]: the total concentration of 
HDSB.  

 

Bsa Binding Studies 
The bovine serum albumin (BSA) properties of the 

homo-disulphide Schiff base compound (HDSB) was 
investigated by florescence spectral measurements [22]. 
The emission spectra of BSA (2.5 μM) solution in Tris-HCl 
buffer (pH = 7.4) were recorded in the range of 320-500 
nm (λexc: 280 nm) upon incremental addition of HDSB (0-
100 μM in DMSO). For each measurement, the mixtures 
were shaken and stands for 20 min at three different 
temperatures (288, 300 and 310 K). Concentration of BSA 
was determined by using the molar absorption coefficient 
of BSA at 279 nm (43824 mol−1Lcm−1). The quenching 
constant of the emission band of BSA in the presence of 
HDSB was calculated using Stern-Volmer equation (F0/F) 
versus log [Q]. 
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X-ray crystallography 
Single crystal X-ray crystallographic data for the homo-

disulphide Schiff base compounds (HDSB) were recorded 
at 293(2) K on a Bruker APEX 2 CCD diffractometer using 
Mo- Kα radiation (λ= 0.71073 Å). Data reduction was 
performed using Bruker SAINT [23]. SHELXT was used to 
solve and SHELXL to refine the structure [24, 25]. The 
structure of the compound was solved by direct method 
and refined on F2 using all the reflections. The hydrogen 
atoms bonded to carbon and oxygen atoms were inserted 
at calculated positions using a riding model. 

 
Results and Discussion 
 

Chemistry  
The reactions between the 2-aminothiophenol and 

salicylaldehyde derivatives results in thiol Schiff base 
compounds. However, thiol Schiff base compounds are 
often susceptible to air oxidation that usually gave homo-
disulphide Schiff base derivatives [26]. Moreover, it was 
reported that solvents can induce air oxidation of 
thiophenols into and homo-disulphides [27].  A speculated 
mechanism of conversion of the thiol Schiff bases to their 
homo-disulphide derivatives through reaction with 
oxygen have been proposed [26]. In this study, a homo-
disulphide Schiff base compound (HDSB) was directly 
prepared by the condensation reaction of 2-
aminothiophenol and 2-hydroxy-4-(prop-2-yn-1-
yloxy)benzaldehyde in benzene. In the reaction, both 
Schiff base condensation and oxidation of thiols into 
disulphide occurred. The yellow-coloured homo-
disulphide Schiff base compound (HDSB) is soluble in 
MeOH, EtOH, CHCl3, diethyl ether, THF, DMF and DMSO. 
The structure of the compound was characterized by 
common spectroscopic and analytical methods (FTIR, 1H 
NMR and elemental analysis). Furthermore, the crystal 
structure of the compound was also examined by single 
crystal X-ray diffraction study. The FTIR spectrum of the 
compound was carried out and spectral data are given in 
the experimental section. The spectrum of the compound 
is shown in Figure 1. The FTIR spectrum of the compound 
showed peaks at 3274, 3060 and 2857 cm-1 due to the 
n(C-H) stretching frequencies. In the spectrum, a relatively 
weak band at 3400-3500 cm-1 range is due to the phenolic 
group stretching’s n(O-H). The thiol Schiff base 
compounds show the n(S-H) stretching frequency at 2500-
2600 cm-1 range[28]. In the spectrum of the synthesized 
compound, no peak due to the n(S-H) group stretching 
was observed and this is indicative of a stoichiometric 
formation of homo-disulphide Schiff base compound in 
the reaction [29]. Moreover, a weaker peak at 553 cm-1 

due to the (S-S) stretching frequency confirms the homo-
disulphide structure. In the spectrum of the compound, a 
relatively weaker peak at 2115 cm-1 can be assigned to the 

alkyne group (C≡N) on the phenol ring [30]. The IR 
spectrum of the compound displayed a strong peak at 
1606 cm-1 and this peak is assigned to the which could be 

due to (C=N) stretching frequency. The FTIR spectral data 
of the homo-disulphide compound are similar to those of 

similar homo-disulphide Schiff base compounds reported 
in literature [12]. 

The 1H NMR spectrum of the compound was recorded 
in CDCl3 and the obtained data are presented in the 
experimental section. The spectrum of the compound 
displayed a signal at 13.45 ppm due to the phenolic OH 
protons. The presence of the signal due to the phenolic 
OH is indicative of enolic structure in solution. The 
azomethine proton (HC=N) resonance appears as a singlet 
at 9.05 ppm. The aromatic protons of the compounds 
were observed as multiplets at 7.80-6.55 ppm range. In 
addition, sharp signals at 4.63 and 2.54 ppm are assigned 
to the O-CH2 and terminal acetylenic C≡CH protons. 
Integration values in the spectrum is in well agreement 
with the proposed structure.  

 

 

Figure 1. FTIR spectrum of the homo-disulphide Schiff 
base compound (HDSB) 

 

Molecular Structure of Homo-Disulphide Schiff 
Base Compound (Hdsb) 

Single crystals suitable for X-ray diffraction studies 
were obtained by recrystallization of the compound from 
chloroform solution. The definite structure of the 
compound was obtained from X-ray diffraction study. The 
X-ray refinement values and other crystallographic data 
obtained from X-ray diffraction studies of the compound 
are presented in Table 1. The structure of the compound 
was solved in the triclinic unit cell and P-1 space group. 
Molecular structure of the compound obtained from X-ray 
study is given in Figure 2. The disulphide bond (S-S) in the 
molecule form by the dimerization of two identical thiol 
units. The S1-S2 disulphide bond in dimeric molecule has 
a distance of 2.0215(10) Å (Table 2), which is very close to 
the S-S single bond distance observed in reported similar 
structures [12]. The N1-C10 and N2-C23 imine bond 
distances are 1.271(3) and 1.282(3) Å, respectively, and 
these distances are within the expected C=N double bond 
distance [31]. In addition, O2-C6 and O3-C25 distances 
have characteristic C-O single bonds. The propargyl 
groups (C1-C2-C3 and C30-C31-C32) in the phenolic rings 
in the compound have an approximate linear geometry. 
The bond lengths of the C1-C2 and C31-C32 alkyne groups 
in the propargyl group are 1.160(4) and 1.153(4) Å, 
respectively, showing a C≡C triple bond character. The 
phenolic groups (O2H and O3H) in the compound made 
intramolecular hydrogen bonds (O2-H···· N1 and O3-H···· 
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N2) with the imine bond nitrogen atoms (N1 and N2). In 
addition, phenolic groups interacted weakly with the 
sulphur atoms (O2-H·····S1 and O3-H·····S2) in the 
disulphide bond. 

 

 

Figure 2. Molecular structure of the compound with atom 
numbering (thermal ellipsoid 50% probability). 
Hydrogen bonds are shown as dashed lines. 

 

 

Figure 3. π-π interactions in the structure of the 
compound 

 
When the data obtained from the X-ray diffraction 

studies of the compound were examined, it was 
determined that there were repeated π-π interactions 
between the molecules. One edge of the phenol and 
benzene rings in the compound formed head-tail type π-π 
interactions with the same edge in the neighbouring 
molecule (Figure 3). In addition, weak intermolecular C-
H····O, C-H····S and C-H····π interactions ensured the 
stability of the crystal lattice. The packing diagram of the 
molecule showing the π-π stacking interactions is given in 
Figure 4. 

 

 

Figure 4. Packing diagram of HDSB 

 

Table 1. Single crystal X-ray crystallographic data for the 
compound 

Molecular formula C32H24N2O4S2 

Molecular weight (g/mol)  564.65 
Temperature/K  298.0  
Crystal system Triclinic 
Space group P-1 
a/Å  10.8703(11)  
b/Å  12.2621(11)  
c/Å  13.2290(9)  
α/°  107.894(7)  
β/°  91.944(7)  
γ/°  115.300(9)  
Volume/Å3 1488.8(3)  
Z  2  
Crystal size/mm3 0.15 × 0.13 × 0.11 
Irradiation Mo-Kα (λ = 0.71073)  
Refl. collected 12448 
Independent refl. 6550 [Rint = 0.0317, Rsigma = 0.0644] 
Final R indexes [I>=2σ (I)]  R1 = 0.0521, wR2 = 0.1191 
Final R indexes [all data]  R1 = 0.0953, wR2 = 0.1426  
CCDC 2171343 

 
Table 2. Bond distances for the Schiff base compound (Å) 

S(1)-S(2) 2.0215(10) C(4)-C(5) 1.382(3) C(18)-C(19) 1.373(4) 

S(1)-C(16) 1.778(2) C(4)-C(9) 1.392(3) C(19)-C(20) 1.383(4) 

S(2)-C(17) 1.780(3) C(5)-C(6) 1.370(3) C(20)-C(21) 1.386(4) 

O(1)-C(3) 1.426(3) C(6)-C(7) 1.417(3) C(21)-C(22) 1.385(3) 

O(1)-C(4) 1.367(3) C(7)-C(8) 1.389(3) C(23)-C(24) 1.450(3) 

O(2)-C(6) 1.343(3) C(7)-C(10) 1.446(3) C(24)-C(25) 1.398(3) 

O(3)-C(25) 1.342(3) C(8)-C(9) 1.370(3) C(24)-C(29) 1.399(3) 

O(4)-C(27) 1.369(3) C(11)-C(12) 1.391(3) C(25)-C(26) 1.383(3) 

O(4)-C(30) 1.405(3) C(11)-C(16) 1.391(3) C(26)-C(27) 1.379(3) 

N(1)-C(10) 1.271(3) C(12)-C(13) 1.374(4) C(27)-C(28) 1.388(3) 

N(1)-C(11) 1.413(3) C(13)-C(14) 1.376(4) C(28)-C(29) 1.369(3) 

N(2)-C(22) 1.412(3) C(14)-C(15) 1.379(3) C(30)-C(31) 1.466(4) 

N(2)-C(23) 1.282(3) C(15)-C(16) 1.385(3) C(31)-C(32) 1.153(4) 

C(1)-C(2) 1.160(4) C(17)-C(18) 1.378(3) 
  

C(2)-C(3) 1.463(4) C(17)-C(22) 1.402(3)     

 
UV-Vis Absorption and Photoluminescence 

Properties 
The UV-Vis absorption and emission properties of the 

compounds were investigated in solution medium. The 
effect of the solvent on the absorption and emission 
properties were examined in different solvents (diethyl 
ether, chloroform, methanol and dimethyl sulfoxide). The 
absorption spectra and emission spectra of the compound 
are given in Figure 5. In methanol, the compound shows 
two well separated absorption bands in the range of 260-

420 nm. The first band at 260-300 nm range (max: 287 nm) 
can assigned to the π-π* electronic transition due to the 
π-electrons in the structure of the compound. The latter 
band with higher absorbance values was seen at 306-420 

nm range (max: 341 nm) and this electronic absorption 
were assigned to the π-π* and n-π* transitions. Two 
separated absorption bands were preserved when the 
solvent was changed. However, depending on solvents, 

https://www.ccdc.cam.ac.uk/mystructures/viewinaccessstructures/b6e767f6-55ce-ec11-96b1-00505695f620
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the absorption values and position of the bands showed 
some shifts. The absorption bands of the compound 
showed bathochromic shifts in chloroform and diethyl 
ether. Moreover, the absorption values also increased 
(hyperchromic effect). The bathochromic shifts in low 
polar solvents (chloroform and diethyl ether) showed the 
interactions of the solvent with apolar groups of the 
compound. In DMSO, the absorption bands were also 
shifted longer wavelengths. The photoluminescence 
properties of the compound in the solutions were also 
studied. The solution of the compound was excited with 
the maximum absorption wavelength. The compound 
exhibited emission band at 350-550 nm range. In dimethyl 
sulfoxide and methanol, the compound showed an 

emission band at 350-500 nm range (exc: 341 nm for 
dimethyl sulfoxide and 335 nm for methanol). In 
chloroform and diethyl ether, the compound exhibited 
dramatically different emission properties. In diethyl 
ether, the compound showed dual emission when 
irradiated at 345 nm, two emission bands were observed 
at 350-600 nm range. The first band with lower emission 

intensity at 350-380 nm range (max: 365 nm) is narrow. 
The second band was broad and observed at 380-600 nm 
range. In chloroform solution, the compound showed 
similar emission characteristic to that of diethyl ether 
solution. 
 

 
 

 
Figure 5. Absorption and emission spectra of the HDSB in 

different solvents (10-5 M) 

Dna Binding Properties 
DNA-targeting drugs are of great interest because the 

cause of many types of cancer is associated with DNA 
damage. There are many metal-organic and organic 
structures interacting with DNA in the literature [7]. DNA-
targeted molecules interact with DNA in three modes 
(intercalation between base pairs, groove bonding, and 
electrostatic interactions). In order to examine the 
interactions between homo-disulphide compound and 
dsDNA synthesized within the scope of this study, UV-Vis 
spectra were obtained by adding increasing 
concentrations of FS-dsDNA to the compound solution. 
The UV-Vis absorption spectra obtained at increasing DNA 
concentrations of the compound are given in Figure 6. The 
interaction of small molecules with DNA usually results in 
a change in the UV-Vis absorption spectrum 
(hyperchromic or hypochromic effect and red or blue 
shift). The synthesized homo-disulphide compound 
showed two absorption bands of π-π* and n-π* electronic 
transitions in the 230-550 nm range. Addition of DNA at 
increasing concentrations (constant compound 
concentration) caused shifts in the absorption bands of 
the compound and decreased absorbance values. While 
no significant change was observed in the maximum 
absorption wavelength in the 230-300 nm range in the 
spectrum of the compound, the absorbance values 
gradually decreased. On the other hand, with increasing 
DNA addition, a noticeable red shift was observed in the 
absorption band observed in the 330-530 nm range. In 
addition, the addition of DNA caused a gradual decrease 
in the absorption values of this band. The DNA binding 
constant (Kb) of the HDSB compound was calculated 
taking into account the change in the absorption band 
(with the addition of DNA) observed in the 330-530 nm 
range [32]. The compound had a DNA binding constant of 
4.1 × 104 M-1 and showed lower DNA binding affinity than 
ethidium bromide, a DNA intercalating molecule (Kb = 1.4 
× 106 M-1). It is thought that HDSB compound synthesized 
according to this obtained binding constant value 
interacts with DNA in minor groove binding mode. Also, 
the DNA binding constant of HDSB compound is within the 
range of minor groove binding agents reported in the 
literature [33]. 

In order to further investigate the DNA binding mode 
of the synthesized homo-disulphide Schiff base 
compound, competitive DNA binding studies were carried 
out with ethidium bromide (EB). As it is known, EB is a DNA 
binding agent and interacts with DNA by intercalating. The 
EB molecule is inserted between the DNA base pairs. The 
DNA-EB complex formed by the interaction of EB with 
DNA creates a characteristic emission in the range of 550-
800 nm when excited at 526 nm [34]. In the presence of a 
second molecule that can intercalate with DNA close to or 
better than EB, a competition for DNA binding is expected. 
The decrease in the intensity of the emission band formed 
by the DNA-EB complex is generally attributed to the 
release of DNA-bound EB from the DNA-EtBr complex, the 
excited state energy transfer, or the conformational 
change of DNA [35]. The emission spectrum obtained by 
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adding increasing concentrations of the synthesized 
compound (HDSB) to the solution containing DNA-EB is 
shown in Figure 7.  

 

 
Figure 6 Absorption spectra of HDSB, in 2 mM Tris–HCl/2 

mM NaCl buffer at pH 7.1 upon the addition of 

FSdsDNA. Inset: plot of [DNA]/↋a–↋f) vs. [DNA] in for 
the titration of FSdsDNA with HDSB (0-100 µM)  
 

 

 
Figure 7. The emission spectra of the FSdsDNA-EB 

complex (75 M) in the presence of various 

concentrations (0-100 M) of HDSB in 2 mM Tris-HCl 
buffer (pH 7.1). Stern-Volmer plot of fluorescence 
titrations of HDSB with FSdsDNA. (λexc: 526 nm). 

 

As seen in Figure 7, DNA-EB emission intensity 
decreased with HDSB addition and showed fluorescence 
quenching effect. This decrease observed in the 
fluorescence spectrum does not clearly show the 
intercalation of the compound with DNA, but confirms 
that it exhibits significant interaction with DNA. The slope 
of the Io/I versus [concentration] graph obtained from the 
Stern-Volmer equation gives the quenching constant KSV. 
The nonlinearity of the plot of Io/I versus [concentration] 
suggests that emission quantification occurs through both 
dynamic and static damping mechanisms [36]. The fact 
that HDSB compound showed almost linear damping 

effect in the range of 20-100 M indicates that the 
damping mechanism is static [36]. The KSV value for the 
compound calculated from the Stern-Volmer equation is 
1.02 × 104 M-1, which is close to some compounds that 
competitively bind to DNA with ethidium bromide. 

 

Bsa Binding Properties 
In addition to many important physiological 

functions of biomolecules such as serum albumins, they 
have very important roles in the transport and 
metabolism of many endogenous and exogenous 
compounds in metabolism. Due to its structural 
similarity to human serum albumin, bovine serum 
albumin (BSA) is the most studied protein for the 
investigation drug-protein interactions. Fluorescence 
spectroscopy is one of the most commonly used 
methods to investigate the interaction of small 
molecules with proteins. BSA is a fluorescent due to the 
presence of the amino acid residues such as 
phenylalanine, tyrosine and tryptophan. The 
interaction of BSA with small molecules generally 
results in a reduction in emission intensity 
(fluorescence quenching) [37]. BSA solution shows an 
emission band in the range of 320-400 nm when 
irradiated at 280 nm. The gradual addition of 
synthesized homo-disulphide Schiff base (HDSB) to the 
BSA solution causes an obvious decline in the emission 
band (Figure 8) showing the interactions of HDSB with 
BSA. With the increase of HDSB, a linear decrease in the 
emission intensity of BSA was observed. On the other 
hand, in the presence of HDSB, a new emission band 
appeared at 420-500 nm range (λexc: 280 nm). The 
formation of the new band is due to the emission 
characteristic of HDSB and the emission characteristic 
of the HDSB was discussed in section 3.3. The 
quenching constant (KSV) was calculated using the 
Stern–Volmer equation [38]. The quenching constant 
(KSV) was found to be 1.88×105 M-1, showing significant 
BSA-HDSB interaction.  
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Figure 8 Emission spectra of BSA (exc: 280 nm, em: 362 

nm) in the presence of increasing amounts of HDSB 
(0-100 μM in DMSO). Stern‐Volmer plot for HDSB with 
BSA protein 
 

Conclusion 
 

A homo-disulphide Schiff base compound (HDSB) was 
prepared and its DNA/BSA binding properties were 
investigated. The crystal structure of the compound was 
determined by single crystal X-ray diffraction experiment. 
The synthesised compound showed binding affinities 
towards both DNA and BSA. The spectral measurements 
suggested that the compound can be considered as a new 
DNA minor groove binding agent. 
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In this study, the synthesis of new polymer-protein conjugates using a grafting-from strategy was performed by 
employing photo-induced electron transfer reversible addition-fragmentation chain transfer (PET-RAFT) 
polymerization. D-aminoacylase is an industrially significant enzyme for the preparation of chiral amino acids 
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acrylamide) and a hydrophobic and N- (iso-butoxymethyl) acrylamide were used, respectively. It was found that 
modification by grafting from strategy increased the thermal stability of the D-aminoacylase enzyme. 
Additionally, the hydrophobic monomer conjugate has been reported to increase the activity of the enzyme 
more than the hydrophilic monomer. 
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Introduction 

Enzymes have drawn attention in industrial 
applications such as food processing [1], detergents, 
textiles, and, organic synthesis [2] in recent years. 
However, environmental conditions such as high 
temperature and pH value are significant drawbacks to 
their use in these applications requiring enzymes that are 
very active and stable. Polymers are extensively used to 
overcome these drawbacks by ligating onto proteins. [3, 
4]. The protein-polymer hybrids, known as bio-conjugates, 
have modulated various properties of the protein, such as 
stability, activity, and reusability, so they could be used as 
potential materials in industrial usage, drug delivery, 
biocatalysts, and biosensors [3]. Research in the 
previously reported studies in the literature 
demonstrated that the polymer-protein conjugation 
greatly modified the properties of the attached enzyme, 
especially its activity and stability [4]. As an example, 
Griebenow and coworkers studied with α- Chymotrypsin 
that hydrolyses site-specific peptide bonds of proteins and 
they increased the long-term stability of α- chymotrypsin 
using pegylation since α-chymotrypsin is autolyzed while 
hydrolyzing peptide bonds [5].  

Bioconjugates are formed using ‘grafting from’ and 
‘grafting to’ methods. While in grafting to method, 
polymer are initially synthesized before ligation, in 
grafting from method, the polymer grows on the protein 
attached to the chain transfer agent by addition of 

monomer [6]. The grafting to method has some 
disadvantages, such as requiring the use of a low-weight 
polymer. The 'grafting-from' method may bring about 
considerably high grafting density and therefore simpler 
purification [7]. Surely, there are some challenges in this 
method like poor control of polymer growth and a limited 
monomer selection [8]. The present methods like atom 
transfer radical polymerization (ATRP) [9], and reversible 
addition-fragmentation chain transfer (RAFT) [10,11] have 
been validated in the polymerization of acrylates and 
acrylamides. Also, ATRP with low copper contend and 
some photo-catalyzed reactions have led to grafting-from 
metal sensitive proteins [12,13]. RAFT has been one of the 
families of reversible deactivation radical polymerization 
(RDRP) methods and has become one of the most 
preferred polymerization techniques due to its versatility 
[14,15]. Synthesizing polymers with RDRP techniques has 
been interesting because of its advantages such as 
predictability of the chain length of the polymer, low 
dispersion, and constantly growing chain length, which 
has been defined as 'livingness' [16-18]. One of RDPR 
techniques RAFT has been the focus of attention due to its 
facilitation of use and functional group tolerance. 
However, conventional RAFT, in particular, has 
advantages as it relies on the thermal radical produced, as 
well as similar handicaps with other radical 
polymerization techniques, such as termination reactions 
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that restrict chain growth. In addition, the completion 
time of the RAFT polymerization should not be too long to 
provide control over the chain length distribution, but it 
can sometimes take a long time [19]. Photo-chemical 
RAFT polymerization could be carried out at low 
temperatures such as room conditions and with a light 
source, which can provide sustainable and 
environmentally friendly green chemistry applications 
[20-22]. Therefore, photochemistry has opened new 
horizons in polymer chemistry [23,24]. In this context, 
photo-induced electron/energy transfer reversible 
addition-fragmentation chain transfer polymerization 
(PET-RAFT) has been put forth as one of the interesting 
photochemical polymerization techniques. PET-RAFT 
technique differs from the conventional RAFT method in 
that the chain transfer agent (CTA) used also acts as an 
initiator type. PET-RAFT method provides convenience 
such as using the inductive energy of light at low 
temperatures and recognizing functional group tolerance 
[25]. Recently, studies on the handicaps of RAFT 
polymerization have developed methods that perform 
RAFT polymerization photochemically rather than 
thermally. PET-RAFT method has been preferred in 
protein-polymer conjugations, especially because the 
polymerization occurs at ambient temperature, visible 
light has been used to induce, the reaction has been fast 
and the chain length could be easily controlled [26]. 
Sumerlin and coworkers have recently reported that 
polymer-protein hybrids were generated using grafting 
from method and photo-induced electron transfer (PET) 
RAFT polymerization method was used for the synthesis 
of polymer [27]. They declared that a chain transfer agent 
(CTA) and a photocatalyst agent Eosin pair were used to 
synthesize of lysozyme polymer hybrid by grafted-from 
method. These conditions were used to grow polymers 
from D-aminoacylase enzyme in this study.  

D-amino acids and their derivatives are widely used in 
the industries such as medicine and cosmetics [28]. D-
amino acids are produced using enzymatic transformation 
in the recent manufacturing processes [29]. Recombinant 
D-aminoacylase enzyme (EcD) was produced using E. coli 
DH5α host strain. EcD was modified with a chain transfer 
agent and the subsequent grafting of monomers of N-(iso-
butoxymethyl) acrylamide (NIBMA) and N-(2-aminoethyl 
acrylamide) (AEA) using the photo RAFT method was 
reported here in this work. N-(iso-butoxymethyl) 
acrylamide (NIBMA) is water-miscible monomer and also 
significantly hydrophobic since it does not dissolve in 
aqueous media when polymerized [30]. It is a fact that, 
there are a few reporting on the polymerization of NIBMA 
via reversible deactivation radical polymerization (RDRP) 
in the literature.  NIBMA has been incorporated to block 
copolymers for the formation of nanoassemblies of 
coatings and some polymer films [31]. AEA is a hydrophilic 
monomer and the polymer synthesized from it is known 
as a hydrogel, its hydrophilicity offers several advantages 
such as being used as a drug delivery system regardless of 
pH [32]. These enzyme grafted polymers (pNIBMA and 

pAEA) are expected to increase thermal stability of the 
enzyme and improve its enzymatic activity.  

Here, we aimed to report the synthesis of D-
aminoacylase-polymer conjugates using grafting from 
method. Two different monomers were used for the 
enzyme conjugation in this work and the effects of these 
two monomers on the D-aminoacylase enzyme were 
investigated and compared. 

 
Experimental Section 

Production of Recombinant D-aminoacylase Enzyme 
D-aminoacylase coding nucleic acid sequence was 

purchased from BIOMATIK. amn gene (GenBank: 
CP033635.1) was amplified by PCR using two primers; 
 
P1 (5’TTTTTCCATGGATATGCAGGTTGACTGGCTGATC3’)  
and  
P2 (5’TTTTTCTCGAGGTGAGAGGTCTGACGACGCAG3’)  
 
contained unique NcoI and XhoI (Promega Corporation) 
restriction sites. The PCR product was cloned into the pET 
22b (+) expression vector with an N-terminal six-histidine 
tag. Chemically and electrocompetent E. coli DH5α cells 
were transformed by heat shock at 42 ℃ with the 
pET22bAmn plasmid. Transformation mix was spread on 
LB agar culture plates including ampicillin (100 µg /mL) 
and they were incubated at 37°C overnight. After 
transformation, plasmids were isolated from positive 
clones and confirmed by DNA sequencing. Rosetta-
gamiTM (DE3) cells were transformed with pET22bAmn 
plasmid for recombinant D-aminoacylase expression. 
Rosetta-gamiTM (DE3) transformants were subcultured at 
37 ℃ for 16 h in Luria–Bertani (LB) medium containing 100 
µg/mL ampicillin, 50 µg/mL streptomycin, 50 µg/mL 
chloramphenicol, 10 µg/mL tetracycline. The subculture 
was cultured until the OD600 reached 0.6 after transfer to 
a fresh medium., and IPTG (final concentration 0.1 mM) 
was used for induction. Rosetta-gamiTM (DE3) cells were 
grown with vigorous shaking at 37 ℃ for 4 h after 
induction and these cells were harvested by 
centrifugation at 8000 rpm for 10 min at 4 ℃.  

All operations in D-aminoacylase purification were 
performed at 4°C unless otherwise mentioned. Harvested 
cells were re-suspended in buffer A (100 mM NaCl, 100 
mM NaH2PO4 buffer, pH 8.00) and disrupted by ultrasonic 
treatment. The supernatant was acquired as raw enzyme 
solution by centrifugation at 30 000 rpm for 20 minutes at 
4 °C. Cleared cell lysate having crude enzyme solution was 
loaded onto a column filled with a Ni-NTA agarose affinity 
matrix (Qiagen, USA) pre-equilibrated with buffer A. The 
weakly bound histidine-rich proteins were washed away 
from the column after extensive washing of the resin with 
buffer A. Then the recombinant D-aminoacylase enzyme 
was eluted with buffer B (300 mM imidazole; 100 mM 
NaH2PO4, 100 mM NaCl, pH 8.00) at a flow rate of 0.5 
mL/min. The fractions were collected and the d-
aminoacylase activity was analyzed. Fractions containing 
higher enzyme activity were pooled [33,34]. 
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Synthesis of Chain Transfer Agent (CTA) 
Chain transfer agent (CTA) was synthesized as 

previously reported [35]. Briefly, potassium hydroxide 
(14.6 g, 0.26 mol) was dissolved in distilled water (15.0 
mL) and ethanethiol (18.6 mL, 0.26 mol) was dissolved in 
acetone (150 mL) then the potassium hydroxide solution 
was added slowly to the prepared ethanethiol solution by 
stirring on an ice bath. After adding carbon disulphide 
(16.1 mL, 0.27 mol) to the reaction mixture, the mixture 
was stirred for 30 min on ice bath. End of the time, the 
mixture was left to heat up to room temperature and 2-
bromopropionic acid (22.0 mL, 0.25 mol) was 
supplemented dropwise and the reaction mixture was left 
to stir overnight at room temperature. Solution was 
evaporated to remove solvent using rotary evaporator.  

The residue was dissolved in ether (200 mL) first in a 
separator funnel, and then water (200 mL) was added. The 
yellow ether layer was collected and washed with 200 mL 
water six times subsequently, and then once with 
saturated sodium chloride solution. CTA, a viscos yellow 
liquid solidifying upon freezing, was obtained by removing 
solvent using rotary evaporation. CTA was defined by 
proton NMR spectroscopy. 

 
Synthesis of N-hydroxysuccinimide- Based CTA 

(NHS-CTA) 
NHS-CTA was synthesized similar to the previously 

reported literature [36]. N-hydroxysuccinimide (NHS, 3.3 
g, 29.7 mmol) was suspended in dry dichloromethane 
(100 mL) and then added dropwise into the solution 
consisting of 2-(1-isobutyl) sulfanylthiocarbonylsulfanyl-2- 
methyl propionic acid (CTA, 5.0 g, 19.8 mmol) and 
dicyclohexylcarbodiimide (DCC, 6.5 g, 29.7 mmol) in 
dichloromethane (150 mL) under nitrogen atmosphere on 
ice bath and the mixture was left to stir overnight at room 
temperature. After solvent evaporation and column 
chromatography (SiO2: ethyl acetate/ petroleum ether 
3:1) were carried out, the bright yellow solid product at 
high yield product was obtained and it was characterized 
by H-NMR. 

 
Synthesis of D-aminoacylase- CTA 
Grafting from method was modified to previously 

reported study [37]. Briefly, the concentration of D-
aminoacylase (EcD) (3 mg/ml) was adjusted using 1×PBS 
solution (pH 7.5) in a total volume (10 mL). After that NHS-
CTA (30 mg) was dissolved in 2 mL dimethyl sulfoxide 
(DMSO) and added dropwise to the stirring D-
aminoacylase solution and the mixture was stirred for 2 h. 
Finally, the modified enzymes were dialyzed against 1× 
PBS containing 10% glycerine using a 25 k MWCO dialysis 
membrane (Spectrum Labs). 

 
Grafting from D-aminoacylase- CTA 
Grafting from the method reported in previous studies 

was modified for this study [37]. EcD was conjugated with 
two different acrylamide monomers, hydrophilic and 
hydrophobic. These are AEA (N-(2-aminoethyl 

acrylamide)) and NIBMA (N-(iso-butoxymethyl) 
acrylamide), respectively and the conjugated enzymes 
were called EcD-pAEA and EcD-pNIBMA. For the synthesis 
of EcD-pAEA, N-(2-aminoethyl acrylamide) (AEA) (31 mg, 
0.2 mmol) was firstly added to EcD¬-CTA solution and then 
Eosin Y (0.015 mg, 0.023 mmol), TEMED (N,N,N′,N′-
Tetramethylethylenediamine, 0.5 mL, 0.38 mg, 0.0023 
mmol) and 75 µL of DMF were added to the 10 mL round 
bottom flask with a stir bar then the reaction mixture was 
exposed to nitrogen for degassing and sealing process for 
30 min. Polymerization process was started with blue light 
while stirring. The blue light was extinguished to quench 
polymerization after 15 min, 30 min and 60 min and the 
obtained products were named as EcD-pAEA -S, EcD-pAEA 
-M and EcD-pAEA-L respectively. The synthesized 
products (EcD-pAEA-S, EcD-pAEA -M and EcD-pAEA-L) 
were characterized using 1H NMR spectroscopy to 
confirm that polymerization had occurred. The products 
were lastly purified using dialysis against 100 mM 
NaH2PO4 (pH 8.00) solution. 

For the synthesis of EcD-pNIBMA, this time NIBMA (34 
mg, 0.2 mmol) was placed into the round bottom flask 
containing the EcD-CTA solution. After that the same 
reagents (Eosin Y, TEMED and DMF) which were 
mentioned above were added to reaction mixture while 
stirring then the reaction mixture was exposed to nitrogen 
for degassing and sealing process for 30 min. 
Polymerization was irradiated with blue light while stirring 
after that the products were named EcD-pNIBMA -S after 
15 min, EcD-pNIBMA -M after 30 min and EcD-pNIBMA -L 
after 60 min. To confirm the polymerization, the obtained 
crude reaction products were characterized by using 1H 
NMR spectroscopy. The crude reaction mixture was 
purified by dialysis against 100 mM NaH2PO4 (pH 8.00) 
solution. Conjugates were analyzed by SDS-PAGE. 

To the best of our knowledge, functional group 
concentration decreases with molecular weight as shown 
in Fig.1, drawn theoretically. The best-fitting equation 
could also be used to calculate average molecular weight 
from the ratio of the weight of H of OH functional groups 
to the weight of H in CH2 groups. 
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Figure 1. Mathematical expression of the increase in the 

theoretical molecular weight based on the decreasing 
ratio of side groups. 
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Hydrolysis Activity and Thermal Stability of D-
Aminoacylase and its Polymer Conjugates 

D-aminoacylase and their conjugates activities were 
determined with the 2,4,6-trinitrobenzenesulfonic acid 
method (TNBS) [38] and used N-acetyl-D-leucine as a 
substrate. The standard reaction mixture was prepared 
using 100 mM sodium phosphate buffer (pH 8), 50 mM N-
acyl-d-leucine and an appropriate amount of the enzyme 
for the determination of enzymatic activity and incubated 
at optimum temperature 45ºC for 30 min. End of the 
incubation time, the absorbance value of the reaction 
mixtures containing D-aminoacylase and their conjugates 
were measured at 335 nm using a Nanodrop DeNoVIX 
spectrophotometer (Wilmington, USA). The relative 
enzymatic activities of EcD-pNIBMA and EcD-AEA 
conjugates were calculated based on D-aminoacylase 
activity and drawn using Graphpad Prism 8.1 software. 

To determine the thermal stability of D-aminoacylase 
and their conjugates, they were pre-incubated at 45ºC 
and pH 8 for different times (0, 30, 60, 90, 120 minute) 
after pre-incubation, the substrate was added to these 
enzymes’ solutions and the observed orange colour was 
indicated that the enzymes were active and also the 
absorbance values were determined using a 
spectroscopy.  

Thermal stability graph was plotted using Graphpad 
Prism 8.1 software of the enzyme solutions in absence of 
substrate for various at optimum temperature 45ºC, 
respectively. Residual activities were determined under D-
aminoacylase activity assay conditions. 

 
Results and Discussion 
 

The ligation of polymers to proteins is recently used to 
improve proteins’ biological activities [39]. The polymer-
protein conjugates are usually occurred using grafting-to 
method, but this approach has disadvantages such as 
requiring polymer with low molecular weight. On the 
other hand, the grafting from approach allows high 
molecular weight polymers to be used, easy to purify and 
grow directly on proteins [40,41]. Consequently, grafting 
from method is commonly preferred instead grafting to 
method in the bio-conjugation process.  

PET-RAFT, a polymerization method, occurs at room 
temperature by inducing visible light in the presence of a 
photocatalyst. PET-RAFT method has remarkable 
advantages such as low temperature requirement, visible 
light induction and regulation, and it is also 

environmentally friendly [42]. Therefore, in this study, we 
decided to use PET-RAFT method to acquire grafting from 
polymerization of D-aminoacylase-conjugates. Eosin Y 
was preferred as a photocatalyst to inspect synthesis of 
acrylates and ethlyacrylates in DMSO. To catalyze the 
polymerization process, Eosin Y was used with TEMED.   

CTA, 2-(((ethylthio)- carbonothioyl) thio) propanoic 
facilitation aid was synthesized to use in production of 
polymers by RAFT polymerization as shown in Scheme 1. 
[43]. 

 

HO
S S

O

S

SH S S

S HO

O

Br
1. KOH
2. CS2

H2O/acetone
r.t.

H2O/acetone
r.t.  

Scheme 1. Synthesis of chain transfer agent (CTA) by using RAFT 
polymerization 

 
1H-NMR   and 13C-NMR data of CTA were given below, 

and these data were also presented in Scheme 2. 
 1H-NMR (400 MHz, CDCl3, ppm): δ = 4.92-4.86 (q, J= 8 

Hz, 1H), 3.42-3.37 (q, J= 8 Hz, 2H), 1.66-1.64 (d, J= 8 Hz, 
3H), 1.40-1.36 (t, J= 8 Hz, 3H). 

13C-NMR (100 MHz, CDCl3, ppm): δ = 177.4, 47.5, 31.7, 
16.6, 150.4, 12.9. 

N-hydroxysuccinimide esters (NHS) are significant 
vehicles used in bio-conjugate chemistry and provide a 
handle for growth polymers [44].  NHS-CTA was generated 
by adding CTA on N-hydroxysuccinimide ester. 
Recombinantly produced EcD was prepared 1×PBS 
solution in at a concentration of 3 mg/ml, it was added 
slowly dropwise on the enzyme solution after NHS-CTA 
was dissolved in DMSO. DMSO, as a solvent was required 
to dissolve CTA and slowly feeding, was prevented the 
enzyme precipitation that might result from high 
concentration of DMSO in reaction medium [45]. 

Subsequently, the obtained EcD-CTA was dialyzed to 
remove DMSO against 1× PBS with 10% glycerine using 25 
k MWCO dialysis membrane tubing bag. The grafting from 
the polymerization was carried out using a polymerization 
catalyst TEMED together with Eosin Y as a photocatalyst 
in the presence of monomer. During the reaction period, 
it was observed that the color of the reaction medium 
changed from red to yellowish due to photodegradation 
of Eosin Y. 
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Scheme 2. H NMR and C NMR spectra of CTA 

 
Throughout the grafting-from polymerization with D-

aminoacylase-CTA using NIBMA and AEA monomers, bio-
conjugates with different molecular weights were 
synthesized at different time periods and produced bio-

conjugates were called dependent on their lengths (short: 
EcD-pAEA-S, EcD-pNIBMA-S; medium: EcD-pAEA-M, EcD-
pNIBMA-M; and long EcD-pAEA-L, EcD-pNIBMA-L) 
(Scheme 3.) 
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Scheme. 3 Synthesis of D-aminoacylase-polymer conjugates by using grafting-from method and performing the 
polymerization using photo-induced electron/energy transfer reversible addition-fragmentation  

 
The polymerization ended quenching blue light after 60 min 

and the milky appearance of reaction media confirmed the 
suspension formation. After the polymerization completed, bio-
conjugates were purified using dialysis membrane tubing. 

The molecular weights of conjugates were calculated by 
using H-NMR data of the grafted side polymers of pNIBMA and 
pAEA from D-aminoacylase. Theoretically drawn molecular 
weight versus integral weight ratio curve of hydroxyl to aliphatic 
hydrogen (Fig 1) and best fitting equation were used for 
calculation. Molecular weights data were tabulated in Table 1. 

Table. 1 Molecular weight data for grafted side polymers 
of pNIBMA and pAEA from D-aminoacylase – -graft- 
pNIBMA and D-aminoacylase -graft- pAEA produced 
using PET-RAFT polymerization 

D-aminoacylase  
polymer 

conjugates 

Molecular Weights of Bio-conjugates 
(g/mol) 

Reaction Time (min) 

15 30 60 
EcD-pNIBMA 465 620 632 

EcD-pAEA 532 544 560 
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According to the molecular weight results, it is 
observed that the molecular weight of the side groups 
could be controlled by the reaction time. Molecular 
weights of bio-conjugates were increased dependent on 
reaction time and these data were plotted using 
Graphpad Prisms 8.1 Software as shown in Fig 2. 

 

0
0

350

700

Reaction time (min)

M
o

le
c

u
la

r 
w

e
ig

th
 (

g
/m

o
l)

EcD-pNIBMA
EcD-AEA

15 30 60

 
Figure 2. Variation of molecular weights of EcD-

pNIBMA and EcD-AEA dependent on reaction time 
points. 

 
Sodium dodecyl sulfate polyacrylamide gel 

electrophoresis (SDS-PAGE) of EcD-pNIBMA and EcD-
pAEA demonstrated the polymers were ligated on the D-
aminoacylase (Fig. 3). Besides that, SDS-PAGE results of 
the EcD- pNIBMA and EcD-pAEA confirmed that there was 
no free D-aminoacylase pointing out accomplished 
grafting from reactions.  

 

 

Figure 3. SDS-PAGE images of the obtained bio-
conjugates at different reaction time 

To evaluate the enzymatic activity of the EcD-pNIBMA 
and EcD-AEA bioconjugates, the enzyme activity was 
determined by using N-Acetyl-D-leucine as substrate with 
a method of 2, 4, 6-trinitrobenzene sulfonic acid (TNBS). 
TNBS is a highly sensitive and rapid chemical that is used 
to quantitate the free amino groups. A highly 
chromogenic product generated by the reaction of TNBS 
with primary amines was used for monitoring at 335 nm. 
Enzymatic activities of EcD, EcD-pNIBMA, and EcD-pAEA 
were measured at 335 nm using UV-visible spectroscopy 
and also observed changing the colour of substrate from 
colourless to orange. The activity results of bioconjugates 
were normalized comparing with enzymatic activity of 
native D-aminoacylase (EcD) and statistical analysis was 
carried out between groups using Graphpad 8.0 Prism 
Software as drawn in Fig 4. 
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Figure 4. Relative enzymatic activity of native D-

aminoacylase and D-aminoacylase-polymer 
conjugates at a possible ambient condition. 
Statistically high significance at p < 0.001(***) and 
p < 0.0001 (****). 

 
The bioconjugates exhibited high enzymatic activities 

than native enzyme. Moreover, EcD-pNIBMA occurred 
using hydrophobic monomer was more efficient than the 
other and the results were also found statically significant. 
Our results were similar to the studies in the literature 
[46]. Polymeric amine groups bounded to proteins 
increased enzymatic activity by removing water molecules 
from the hydrophobic regions of the protein, forming a 
local environment that increases enzyme-substrate-
hydrophobic-hydrophobic interactions.  

The thermal stabilities of the EcD-pNIBMA, EcD-AEA, 
EcD were investigated by thermal stability assay. For this 
reason, each material was subjected to an optimum 
temperature and an optimum pH by incubating each 
sample at different times (30, 60, 90,120 min). D-
aminoacylase and the bio-conjugates were analyzed using 
TNBS method, using N-acetyl-D-leucine as substrate. The 
native enzyme and bioconjugates were incubated for a 
certain period at specified conditions and then the 
substrate was added to each group (EcD-pNIBMA, EcD-
AEA, EcD) and measured at 335 nm.  The results were 
calculated using Graphpad 8.0 Prims Software as shown in 
Fig 5.  The results revealed that grafting from method 



Bilgin et al. / Cumhuriyet Sci. J., 43(4) (2022) 621-628 
 

627 

could increase the thermal stability of enzymes. While the 
thermal stability of the native enzyme decreased linearly 
depending on the incubation time, it was determined that 
the grafted enzymes maintained their thermal stability. In 
addition, comparison of bio-conjugates EcD-pNIBMA was 
found more stable than EcD-pAEA and EcD-pNIBMA was 
remained stable as the time-dependent manner while 
thermal stability of EcD-pAEA was very slightly changed. 

 

0 30 60 90 120
0

50

100

Inhibition time (min)

Th
er

m
al

 S
ta

bi
lit

y 
%

EcD
EcD-pNIBMA
EcD-AEA

 
Figure 5. Thermal stabilities of EcD, EcD-pNIBMA and 

EcD-AEA versus pre-inhibition time. 
 

Conclusions 
 

Well-defined, monodisperse protein-polymer 
bioconjugates have the potential to be important 
macromolecules for biotechnology and biomedicine. In 
particular, polymers could be synthesized by grafting from 
the method without damaging the structure and function 
of enzymes, increasing the activities of enzymes and 
allowing them to work in extreme conditions. In the 
present study, D-aminoacylase was first produced by the 
grafting from method and by PET-RAFT polymerization of 
protein-polymer bioconjugates using two different 
monomers. The PET-RAFT technique was successfully 
used to produce modified protein with extended 
bioactivity at optimum temperature and optimum pH. The 
PET-RAFT technique offered a versatile and high-
throughput approach with effective control over 
polymerization while allowing the reaction to take place 
under room conditions. At the same time, the RAFT 
technique offered the opportunity to compare monomers 
with different properties by testing. Side chain lengths 
could be controlled over time for both grafted polymers, 
pNIBMA and pAEA. Compared with pAEA, pNIBMA was 
found to be more effective in biological activity. pNIBMA 
is more hydrophobic than pAEA and leads to better 
substrate conversion due to its protective effect on the 
enzyme environment. In addition, the bioconjugates were 
purified in one step by dialysis without the need for post-
polymerization purification, and the absence of the need 
for serious chemicals makes this method both inexpensive 
and environmentally friendly. This study reveals that the 
bioconjugates obtained by the grafting from method using 
monomers with different properties of D-aminoacylase 
have increased activity compared to D aminoacylase. 
Polymers synthesized by PET-RAFT polymerization over D-
aminoacylase by grafting from method acted as a thermal 

shield for D-aminoacylase and it was determined that the 
thermal stability of bioconjugates increased compared to 
D-aminoacylase. 
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In this study, four stages were used to create brand-new p-tert-butyl-calix [4] arene Schiff base derivatives. First, 
p-tert-butyl-phenol and formaldehyde are reacted to create p-tert-butyl-calix [4] arene (1). In the following step, 
methyl bromoacetate and p-ter-butyl-calix [4] arene (1) were combined with acetone and reflux to create the 
p-tert-butyl-calix [4] arene diester complex (2). The third step involves reacting the diester compound (2) and 
hydrazine hydrate to create the p-tert-butyl-calix [4] arene hydrazinamide molecule (3). In the final stage, calix 
[4] arene Schiff base derivatives (4a-d) were produced in good yields by combining compound (3), p-tert-butyl-
calix [4] arene hydrazinamide, and various aldehyde derivatives with reflux in EtOH. Through the use of 1H-NMR, 
13C-NMR, infrared spectroscopy, and elemental analysis, the structures of produced compounds were verified. 
Four distinct cancer lines are linked to the antitumor activity of synthetic chemicals. (HT-29, a human colon 
cancer cell line, PC-3, a human prostate cancer cell line, C6, a rat glioma cell line and MCF-7, a human breast 
cancer cell line). Weak antitumor activity was seen in synthetic substances. However, only compound 4b was 
found to have potential efficacy against C6 and HT-29. It is clear that compound 4b, which has a nitro substitute 
on the phenyl ring, draws attention due to its increased activity. 
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Introduction 

A malignant condition characterized by unchecked and 
aberrant cell proliferation is referred to as cancer in 
general.  Although different types of cancer have specific 
causes that lead to the abnormality, all types of cancer 
involve many mysterious phenomena [1]. Even though 
they were first developed as traditional anticancer 
medications, the most of them have negative side effects 
and primarily are unable to distinguish specifically 
between cancer cells and healthy cells. Selectivity is one 
of the primary issues with all current and forthcoming 
anticancer medications. As a result, throughout the past 
three decades, new developments in targeted 
chemotherapy have emerged. A scientific answer is clearly 
required in the area. From a comprehensive standpoint, it 
is possible to develop more potent medications and 
treatment plans to combat the tumor's resistance to 
therapy [2]. The use of supramolecular systems, such as 
macrocycles, has attracted attention in the realm of 
cancer therapy as a possible strategy to solve this issue. 

Supramolecules typically form when two or more 
molecules come together under the influence of non-
covalent bonding forces. Crown ethers, cyclodextrins, 
cucurbiturils, calixarenes, and pillar[n]arenes are 
examples of macrocyclic compounds [3-7]. The third 
generation of supramolecular chemistry is represented by 

a significant class of cyclic oligomers known as calixarenes. 
These are made of phenolic units linked by methylene in 
the ortho positions. There are numerous more structural 
features of calixarenes, such as the simplicity modification 
of their basic core and their low toxicity, and their lack of 
immunological reactions [8]. Among all its biological 
characteristics, calix[n]arenes' capacity to inhibit the 
growth of cancer cells is one of the most extensively 
researched therapeutic areas. The cause is most likely a 
result of their distinct physicochemical characteristics, 
biocompatibility, and a variety of biological functions [9]. 
Numerous research teams have looked at the anticancer 
properties of molecules based on calixarene. Clinical trial 
data for anticancer drugs based on calixarene are among 
the most crucial. Only one Phase I investigation of 
OTX008, a calixarene-based molecule and galectin-1 
inhibitor with potential antiangiogenic and antineoplastic 
activity, has been documented to date in the US clinical 
trials database [10]. According to this viewpoint, there is 
still a critical need for further research into the molecular 
mechanisms underlying the effects of novel functionalized 
calixarenes as anticancer agents. 

On the other hand, due to their adaptability, Schiff 
bases are significant chemical substances in a variety of 
domains, including inorganic, analytical, and 
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pharmaceutical chemistry. The carbonyl group of an 
aldehyde or beta diketone interacts with an amine moiety 
to generate Schiff bases. Because its active group (-N=CH-
) contains active electrons, Schiff bases are excellent 
candidates for the development of novel medications [11-
12]. Because of their extensive variety of pharmacokinetic 
properties and their popularity in drug development 
programs, the derivatives of Schiff bases represent a large 
category of substances that have found several 
applications in medicinal chemistry [13-14]. 

In the light of this information, we report the 
preparation, characterization four new calix [4] arene 
Schiff base derivatives (4a-d) and evaluate their 
anticancer activity against C6 (a rat brain glioma 
adenocarcinoma cell line), HT-29 (human colon carcinoma 
cell line), PC-3 (human prostate cancer cell line), and MCF-
7 (human breast cancer cell line). 

 
Materials and Methods 

 
Chemistry 
The different derivatives of calixarenes presented in 

Figure 1 (1, 2, and 3) were synthesized according to the 
literature [15-17]. 

 

 
R

-Cl
-NO2

-COOH
-CN  

Figure 1. General synthesis pathways of the target 
compounds 

 
Synthesis of 4a 

Compound (3) (0.30 g, 0.38 mmol) and 4-
chlorobenzaldehyde (0.13 g, 0.91 mmol) are in ethanol 
solution under reflux with stirring for 12 hours. The 
reaction was checked with thin layer chromatography, 
and after this time, the solvent is removed and the target 
product is crystallized from ethanol. Yield 0.35 g (% 90), 
M.p.: 299.8-301.5 oC.  
IR (ATR) vmax(cm-1): 1598 (HC=N), 1691 (C=O), 3373 (N-
H). 1H-NMR (300 MHz, CDCl3): δ (ppm) 1.07 (18H, s, But), 

1.31 (18H, s, But), 3.56 (4H, d, J = 13.44 Hz, ArCH2Ar), 4.19 
(4H, d, J = 13.38 Hz, ArCH2Ar), 4.74 (4H, s, - OCH2CO), 6.99 
(4H, s, Ar-H), 7.17 (4H, s, Ar-H), 7.37 (4H, d, J=8.49 Hz, 1,4-
disubstituebenzene), 7.60 (4H, d, J=8.52 Hz, 1,4-
disubstituebenzene), 7.90 (2H, s, OH), 8.26 (2H, s, -CH=N), 
11.43 (2H, s, -NH). 13C-NMR (75 MHz, CDCl3):δ (ppm) 
30.95, 31.57, 34.23, 74.38, 125.90, 126.49, 127.34, 
128.97, 129.13, 132.05, 144.12, 147.97, 149.17, 163.59. 
Anal. Calcd for C62H70Cl2N4O6: C, 71.73; H, 6.80; N, 5.40 %. 
Found: C, 71.48; H, 6.81; N, 5.39 %. 

HO OHO O

HN NH
N

O O

N

Cl Cl

4a  
Figure 2. Compound 4a 

 
Synthesis of 4b 

HO OHO O

HN NH
N

O O

N

N N

4b

OO O O- -

 
Figure 3. Compound 4b 

 
Compound (3) (0.30 g, 0.38 mmol) and 4-
nitrobenzaldehyde (0.14 g, 0.91 mmol) are in ethanol 
solution under reflux with stirring for 12 hours. The 
reaction was checked with thin layer chromatography, 
and after this time, the solvent is removed and the target 
product is crystallized from ethanol. Yield 0.37 g (% 92), 
M.p.: 327.2-329.4 oC. IR (ATR) vmax(cm-1): 1620 (HC=N), 
1699 (C=O), 3234 (N-H).  1H-NMR (300 MHz, CDCl3): δ 
(ppm) 1.10 (18H, s, But), 1.31 (18H, s, But), 3.59 (4H, d, J = 
13.47 Hz, ArCH2Ar), 4.19 (4H, d, J = 13.35 Hz, ArCH2Ar), 
4.76 (4H, s, - OCH2CO), 7.03 (4H, s, Ar-H), 7.18 (4H, s, Ar-
H), 7.82 (4H, d, J=8.88 Hz, 1,4-disubstituebenzene), 8.09 
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(2H, s, OH), 8.28 (4H, d, J=8.82 Hz, 1,4-
disubstituebenzene), 8.42 (2H, s, -CH=N), 11.73 (2H, s, -
NH). 13C-NMR (75 MHz, CDCl3): δ (ppm) 30.98, 31.56, 
32.36, 74.37, 124.02, 126.04, 126.63, 127.28, 128.46, 
132.08, 146.87, 148.95, 149.45, 163.91. Anal. Calcd. for 
C62H70N6O10: C, 70.3; H, 6.66; N, 7.93 %. Found: C, 70.12; 
H, 6.64; N, 7.94 %. 
 

Synthesis of 4c 

HO OHO O

HN NH
N

O O

N

C C

4c

OHO O OH

  
Figure 4. Compound 4c 

 

Compound (3) (0.30 g, 0.38 mmol) and 4-
carboxybenzaldehyde (0.14 g, 0.91 mmol) are in ethanol 
solution under reflux with stirring for 12 hours. The 
reaction was checked with thin layer chromatography, 
and after this time, the solvent is removed and the target 
product is crystallized from ethanol. Yield 0.29 g (% 75), 
M.p.: 321.8-323.1 oC.  
IR (ATR) vmax(cm-1): 1604 (HC=N), 1681 (C=O), 3498 (N-H).  
1H-NMR (300 MHz, CDCl3): δ (ppm) 1.07 (18H, s, But), 1.31 
(18H, s, But), 3.56 (4H, d, J = 13.17 Hz, ArCH2Ar), 4.19 (4H, 
d, J = 13.83 Hz, ArCH2Ar), 4.74 (4H, s, - OCH2CO), 6.98 (4H, 
s, Ar-H), 7.17 (4H, s, Ar-H), 7.36 (4H, d, J=7.77 Hz, 1,4-
disubstituebenzene), 7.47-7.51 (4H, m, 1,4-
disubstituebenzene), 7.86 (2H, s, OH), 8.26 (2H, s, -CH=N), 
11.43 (2H, s, -NH). 13C-NMR (75 MHz, CDCl3): δ (ppm) 
30.95, 31.57, 34.01, 74.40, 125.90, 126.48, 127.36, 
129.89, 130.79, 132.06, 135.06, 144.10, 148.30, 149.14, 
175.31. Anal. Calcd. for C62H72N4O10: C, 72.70; H, 6.86; N, 
5.30 %. Found: C, 72.51; H, 6.84; N, 5.28 %. 

Synthesis of 4d 
Compound (3) (0.30 g, 0.38 mmol) and 4-
cyanobenzaldehyde (0.14 g, 0.91 mmol) are in ethanol 
solution under reflux with stirring for 12 hours. The 
reaction was checked with thin layer chromatography, 
and after this time, the solvent is removed and the target 
product is crystallized from ethanol. 

HO OHO O

HN NH
N

O O

N

C C

4d

N N

 
Figure 5. Compound 4d 

 
Yield 0.35 g (% 88), M.p.: 328.9-330.2 oC. IR (ATR)        
vmax(cm-1): 1600 (HC=N), 1707 (C=O), 3278 (N-H). 1H-NMR 
(300 MHz, CDCl3): δ (ppm) 1.08 (18H, s, But), 1.31 (18H, s, 
But), 3.55 (4H, d, J = 13.44 Hz, ArCH2Ar), 4.20 (4H, d, J = 
13.35 Hz, ArCH2Ar), 4.75 (4H, s, - OCH2CO), 7.00 (4H, s, Ar-
H), 7.16 (4H, s, Ar-H), 7.30-7.43 (4H, m, 1,4-
disubstituebenzene), 8.02-8.10 (4H, m, 1,4-
disubstituebenzene), 8.74 (2H, s, -CH=N), 11.79 (2H, s, -
NH). 13C-NMR (75 MHz, DMSO-d6): δ (ppm) 31.32, 31.82, 
34.11, 74.05, 112.39, 126.08, 127.33, 128.28, 133.42, 
133.56, 138.56, 142.20, 148.23, 150.05, 165.18. Anal. 
Calcd. for C64H70N6O6: C, 75.41; H, 6.92; N, 8.25 %. Found: 
C, 75.21; H, 6.93; N, 8.22 %. 

 
Anticancer Activity Studies 
L929, a healthy human fibroblast cell line; PC-3, the 

human prostate cancer cell line; MCF-7, the human breast 
cancer cell line; and the C6, rat brain glioma 
adenocarcinoma cell line are all purchased from the 
Americam Type Culture Collection and grown in 
Dulbecco’s modified Eagle’ s medium (DMEM; Gibco, 
Thermo Fisher Scientific), which is supplemented with 
10% fetal bovine serum (FBS; Sigma Aldrich), the 
cultivated cells were kept at 37 ℃ in a humid environment 
with 5% CO2. All recently created substances were 
dissolved in DMSO, and stock solutions were diluted with 
DMEM because the final DMSO concentration was less 
than 0.5%. 

The MTT (3-(4,5-dimethylthiazole-2-yl)-2,5-diphenyl 
tetrazolium bromide) cell proliferation test was used to 
determine the viability of the cells. In a common 
colorimetric experiment, the mitochondrial activity of 
living cells is determined by splitting tetrazolium salts with 
mitochondrial dehydrogenases. [18,19]. The MTT assay 
was used to examine how the compounds in range 4a-4d 
affected the survival of the C6, HT-29, PC-3, MCF-7, and 
L929 cell lines. The cells were treated with 100 µM doses 
of each after being seeded at a density of 1 × 104 cells per 
well for 48 hours.  
The control group consisted of untreated cells. To allow 
the metabolically active cells to convert MTT dye into 
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formazan crystals, the cells were treated with 20 μL of 
MTT solution (5 mg/mL in PBS, Sigma) and incubated at 37 
°C for 3 h. DMSO was used to dissolve the formazan 
crystals for medicinal chemistry research (Sigma). Utilizing 
a microplate reader to measure the absorbance at 540 
nm, the decrease of MTT was measured. The IC50 values 
were represented as mean ± standard deviation (± SD). 

 
Result and Discussion 
 

Data on 1H-NMR, 13C-NMR, IR, and elemental analysis 
results were used to deduce the structures of four 
produced original compounds, 4a–4d. Reaction times are 
reduced, efficiency is raised, fewer resources are needed, 
and it is more environmentally and economically friendly 
when the final compounds are synthesized. With the aid 
of spectroscopic data, the IR investigations of four novel 
compounds derived from calix [4] arene Schiff bases that 
were synthesized as part of the study were clarified. All 
synthetic substances have an aromatic ring system when 
their chemical structures are analyzed. The voltage band 
bee of the HC=N group in the range of 1598 – 1620 cm-1. 
In the literature, it has been reported that C=N stretching 
vibrations in Schiff bases are generally observed as a sharp 
peak at 1610-1640 cm-1, and peaks are observed at 1600-
1637 cm-1 in those that do not carry the methylene group 
attached to the azomethine group, that is, those that are 
directly attached to the aromatic ring [20]. Therefore, the 
obtained data are in accordance with the literature data. 
The 1,4-disubstituebenzene rings are a further structure 
that is present in all synthesis products. For this ring, the 
unique non-plane deformation bands were measured 
between 812 and 871 cm-1. The voltage bands of the C=O 
group in the range of 1681 to 1707 cm-1 and the N-H group 
in the region of 3234 to 3498 cm-1 are additional 
structures that are present in all synthesis products. In the 
1H-NMR spectra, due to the presence of two p-tert butyl 
signals (-C(CH3)3) at 1.07-1.10 ppm and 1.31 ppm. Protons 
of ArCH2Ar methylene bridges located on p-tert-butyl-
calix [4] arene were observed as two doublets, in the 
range of 3.55-3.59 ppm and 4.19-4.20 ppm. Therefore, our 
observation of both doublets in this way provides 
evidence that the calix [4] arene compound was 
synthesized in the cone conformation. When the benzene 
ring is in the 1,4-disubstituted state, it conforms to the 
AA'BB' spin system. In this case, there are changes in the 
value and shape of the peak that the aromatic protons of 
the benzene ring give as singlet at 7.27 ppm, according to 
the electron donating or electron withdrawing properties 
of the substituents attached to the ring. The excess 
electron density around the proton causes resonance at 
higher field intensity by shielding the proton, and 
therefore the ppm value decreases accordingly. The low 
electron density around the proton, on the other hand, 
does not shield the proton, causing resonance at lower 
field strength, causing the current peak to be higher in 
ppm. When an electron withdrawing group is attached to 
the aromatic ring, since the electron density in the ring will 
decrease, the shielding of the ring protons also decreases, 

and accordingly, the chemical shift values of the aromatic 
ring protons shift downward. While the benzene ring is in 
the 1,4-disubstituted state, singlet, doublet or quartet-
shaped peaks can be observed in the spectrum depending 
on the electronic properties of the substituents on the 
ring. The 1,4-disubstituted phenyl ring peaks, which are 
usually observed as two doublets, can be obtained in 
quartet or even singlet form if the electronic properties of 
the substituents are very close to each other [21, 22]. In 
this context, the presence of the 1,4-disubstituted 
benzene ring is demonstrated at 7.37 and 8.28 ppm and 
Ar-H signals at 6.98 ppm and 7.18 ppm and the doublet 
four proton peaks. The signals belonging to -CH=N- proton 
was found at 8.26-8.74 ppm. Around 11.43-11.79 ppm, a 
wide singlet caused by the -N-H proton of the phenyl ring 
was detected. For the compounds included by the study, 
percentage studies of the C, H, and N components were 
carried out. The results show a 0.4% difference between 
experimental outcomes and theoretically predicted 
element percentages. This result suggests that there 
aren't many contaminants in the compounds. 
The anticancer activity of compounds 4a–4d was assessed 
against the cancer cell lines C6, HT-29, PC-3, and MCF-7 as 
well as the healthy cell line L929. The IC50 value of four 
new compounds synthesized was determined by MTT. 
Anticancer activity results of compounds 4a-4d are 
presented in Table 1. When the activity results of 
compounds were evaluated, it was seen that compounds 
4a, 4c and 4d were ineffective cancer cells. However,  
compound  4b shows activity against C6, HT-29 cancer cell 
lines. The IC50 value of 93.421±4.282 and 96.622±4.518 
µM, respectively. It was also found that compound 4b 
shows activity against  L929 cell line. The IC50 value of 
compound 4b against L929 was 48,35±2.328 µM. It is a 
disadvantage that show cytotoxic effects are observed on 
healthy fibroblast cells (L929). 

As a result of the study, four novel compounds were 
synthesized and characterized. Although synthesized 
compounds 4a, 4c, and 4d are ineffective against cancer, 
compound 4b seems to provide hope in anticancer 
activity. Future research aims to reach more potent 
molecules with various changes via this primary structure. 
 
Table 1. IC50 values (0-100 µM) of calix[4]arene Schiff base 

derivatives on different cells 

Co
m

po
un

ds
 

C6 HT-29 PC-3 MCF-7 L929 

4a >100 >100 >100 >100 >100 

4b 93.421±4.282 96.622±4.518 >100 >100 48,35±2.328 

4c >100 >100 >100 >100 >100 

4d >100 >100 >100 >100 >100 
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Conclusions 
 

Using FT-IR, 1H NMR, 13C NMR, and elemental 
analysis, the structures of four novel calix [4] arene 
containing Schiff base derivatives that were developed 
and synthesized in this study were clarified. C6, HT-29, PC-
3, MCF-7 cancer cell lines and L929 healthy cell line were 
tested for anticancer activity. The compounds 4a, 4c, 4d 
were show no anticancer activity. However, compound 4b 
shows activity against C6 (IC50= 93.421±4.282 µM), HT-29 
(IC50=96.622±4.518 µM) cancer cell lines and L929 (IC50= 
48,35±2.328 µM ) cell line. In future studies, by making use 
of the findings of this study, new compounds with similar 
chemical structures that are thought to be more effective 
can be synthesized and contribute to the pharmaceutical 
industry. 
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Tissue engineering studies combine cells, biomaterials, and biomolecules to mimic native tissue. 
The selection of appropriate materials for tissue engineering applications encourages best practices 
from the lab to clinical trials, and natural biomaterials have the potential to offer desired features 
for these applications. Material abundance, ease of the process, and biocompatibility are the first 
milestones to choosing a suitable material. Lignocellulose is one of the most promising biomaterials 
for its biocompatible, antioxidant, and biodegradable features and is the most abundant material in 
nature. A walnut shell-added chitosan gel was developed in this study by exploiting chitosan's 
desired properties, such as biocompatibility, biodegradability, and mechanical capabilities, which 
boosted cell proliferation.  Furthermore, the gel system was reinforced with benzalkonium chloride 
(BAC), a well-known eye drop sterilizing agent. The hydrogels were subjected to Fourier-transform 
infrared spectroscopy (FTIR) analyses, and BAC-related signals were observed. The results of BAC-
loaded hydrogels revealed that the viability of the primary fibroblasts was enhanced on the BAC-
loaded gels compared to tissue culture polystyrene, but the difference was not found statistically 
significant. Yet, antibacterial activity results demonstrated that only BAC-loaded gel systems have 
solid antibacterial activity. Additionally, the fibroblasts had the strongest proliferation profile on the 
walnut shell-added chitosan hydrogels compared to other test groups, but the films' bactericidal 
activity of the hydrogels was not apparent. After revising the BAC and walnut shell concentrations 
in the hydrogels, the findings demonstrated that the injectable gel system could be used for cell 
transplantation in vitro and in vivo. 
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Introduction 

Because of major developments in 3D microtissue 
manufacturing and biomaterials, the recent decade has 
been dubbed the "golden era of tissue engineering." [1]. 
The development of materials that mimic the natural 
tissue environment or directly from nature has aided in 
advancing tissue engineering. The use of walnut shells, an 
industrial waste, in powder is one of the best examples. 
Thanks to its cellulose-containing structure, studies in 
which walnut shell powder has been added to scaffolds as 
a material that increases mechanical durability have been 
encountered more frequently in recent years. For 
example, in the study by Sharahi et al., electrospun fibers 
containing poly(caprolactone) and gelatin were enriched 
with walnut shell powder. It was shown that they did not 
have a toxic effect on mesenchymal stem cells in addition 
to the improved mechanical properties [2].  

Another waste product is chitosan obtained from 
shellfish and is one of the biomaterial groups supporting 
cellular development with active amine and hydroxyl 
groups [3, 4]. Chitosan is employed in tissue engineering 
applications as nanoparticles, fiber mats, films, or directly 

as a hydrogel due to similarities of chitosan with the 
extracellular matrix [5-8]. Furthermore, hydrogel forms 
that may release drugs and biomolecules have shown 
promise in skin or bone patch construction trials; 
however, the mechanical properties of chitosan-based 
biomaterials are limited and necessitate the addition of 
other additives such as gelatin, silk, or others [8]. Walnut 
powder, known as a thickener, can offer a solution with its 
nature and desirable mechanical properties [2]. 

The antibacterial capabilities of chitosan are affected 
by a variety of factors, including pH, molecular weight, 
concentration, degree of deacetylation, and the kind of 
bacterium utilized in the study. [9]. Due to their multi-
parameter fabrication techniques, before employing the 
resultant chitosan-based materials as biomaterials, their 
antibacterial activity should be evaluated, and other 
antibacterial agent cues should be included in the 
materials, if necessary. Benzalkonium chloride (BAC) is an 
antibacterial agent that can be used as an alternative to 
alcohol in the growing usage of hand disinfectants in 
recent years. It is also utilized in skin care products, eye 
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drops, cosmetics, and medicinal purposes [10]. BAC also 
has virus inactivation potential against several viruses 
[11]. BAC, on the other hand, possesses antibacterial 
characteristics due to its ionic structure but is hazardous 
to mammalian cells at high doses, including skin and air 
track cells. Hence, the American College of Toxicology 
(ACT) recommends that the concentration of BAC in 
contact with the skin should be between 0.1% and 0.13% 
[12]. 

In the study, injectable chitosan-walnut shell gels 
enriched with BAC were created, and FTIR studies and 
primary fibroblast viability assessments of the gels were 
performed in addition to bactericidal testing.  According 
to our findings, the chitosan: walnut shell: BAC has the 
potential for viable cell transplantation in vitro and in vivo 
analysis.   
 
Materials and Methods  

 
Walnut Shell Activation 
The walnut shell powder was a generous gift from 

EcoShell, LP, Canada, with a 325-micrometer powder size. 
Following the deionized water washing and drying stages, 
10 g of the powder was immersed in 64% (w/w) sulfuric 
acid (Sigma Aldrich, 258105) for four days; the powder 
was carried into a dialysis bag to remove excessive sulfuric 
acid for ten days. Each day, the dialysis bag's water was 
refreshed, and the final sample was centrifuged at 5000 
rpm for 10 min. Then the sample was lyophilized for 24 
hours to remove excess water and stabilize the active 
cellulosic part. The dried sample was stored at 4 °C for ten 
days. 

 
 Gel Preparation 
Chitosan (Sigma Aldrich, 448877) gels were prepared 

in 1% (v/v) acetic acid (Sigma Aldrich, A6283) solution. The 
solution was kept at room temperature, and the 1% (w/v) 
processed walnut powder was added to the chitosan gel. 
The chitosan: walnut shell gel was mixed for 4 hours at 
1000 rpm. To prepare chitosan: walnut shell: BAC gel, 
chitosan: walnut shell gel was mixed with 0.1% (v/v) BAC 
(Thor, Acticide BAC50), and the gel was mixed under the 
previous condition. 

 
FT-IR Analysis  
One ml of the three variations was frozen at -80 °C 

freezer for one night, and the samples were lyophilized 
overnight. The lyophilized samples were measured at the 
Thermo Fisher Nicolet ATR FTIR module between 400-
4000 nm. The findings of each sample were recorded 
three times, and the average value is depicted in Figure 1. 

  
MTT Analyses 
Human dermal fibroblasts were grown in the human 

dermal fibroblast medium (Promocell, C-23020) until 
reaching %80-90 confluency in the humidified incubator 
at 37 °C. After the trypsinization step, 104 cells/well was 
counted and applied to the 20 µl of the gel groups and 

TCPS. Following one day of incubation, one mM MTT 
solution was added to the samples, and formazan salts 
were dissolved in isopropanol. The plate readout was 
completed using the Biotek Neo system at 590 nm (n>3).  
Tissue cultured polystyrene (TCPS) was used as a control 
group for the analysis. Additionally, bright field 
microscope images of the cells on the gels were recorded 
using an inverted microscope (AE2000, Motic). 

  
Antimicrobial Analysis 
An agar-well diffusion test was employed for the 

evaluation of the gel samples. The tested microorganisms 
are Escherichia coli, Staphylococcus aureus, Shigella, 
Bacillus pumilis, and Pantoea aggelomerans. Each 
microorganism was grown in a Lurian Bertani broth at 
35°C until reaching the optical density of 1.0. Following 
overnight incubation, the suspension of each examined 
microorganism was adjusted to OD 0.6 and uniformly 
spread on agar plates using a sterile cotton bud. To load 
20 uL of the gel samples, a hole was punched in the 
bacteria spread agar with a sterile 100 uL volume tip. After 
the incubation at 35°C, the inhibition zones were 
measured by using a digital caliper. The 6 μg/mL 
concentration of ampicillin was used as a positive control. 
Each sample was done in triplicate. 
 
Results and Discussion 

  
BAC-loaded gels have a proper proliferative profile and 

bactericidal activity. 
The cell viability analysis indicated that chitosan 

provides a more suitable environment for dermal 
fibroblasts than the control group (TCPS) since it presents 
many active –NH2 and –OH groups at FTIR spectra. (Figure 
1) The peak around 1589 cm−1 (the N-H bending of the 
primary amine) in the spectra of the test groups indicates 
the functional amine group sourced from chitosan. 
Additionally, at 2917 and 2856 cm-1, two new intensive 
peaks correspond to asymmetric and symmetric vibration 
stretching bands of the – CH2 group, respectively, 
demonstrating chitosan-BAC interaction [10]. 

 

 

Figure 1. FTIR results of the chitosan, chitosan: walnut powder, 
and chitosan: walnut powder: BAC gel combinations, (n=3). 
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It is well-known that amine groups can increase 
protein concentration per surface area in a short time, and 
therefore cells show a tendency to attach to the surface 
[8]. There are different assumptions for protein 
adsorption on the hydroxyl group decorated surfaces, but 
it seems that the existence of the groups does not affect 
cell viability results [13, 14]. The cell viability results 
indicate that chitosan can provide the desired 
environment for fibroblast growth, but the difference is 
insignificant compared to a control group (Figure 2). 
Activated walnut shell powder-enriched gel form has the 
highest cell viability results (191.30±8.60), and the 
difference is statistically significant compared to a control 
group (100±16.09). Sharahi et al. reported that activated 
walnut powder supports cellular viability due to carrying 
many active groups, such as hydroxyl and carboxylic acid 
[2].  

Interestingly, the BAC-loaded gel combination did not 
cause substantial toxicity even though it has been 
classified as a product type 1 disinfectant for personal 
hygiene in biocidal product regulation (BPR) [15]. The 
direct treatment of BAC solutions on the cells leads to 
membrane abnormalities because of the mode of action 
of quaternary ammonium compounds of BAC molecules. 
In a chitosan environment, the quaternary ammonium 
groups have the potential to reach different active groups, 
which may lead to controlling the cytotoxic effect of the 
BAC. 

 
Figure 2. Cell viability results of the human dermal fibroblast on 

the gel formulations and TCPS control group. * represents 
p<0.05 compared to TCPS. (n>3 for each group) 
 

In Figure 3, the cellular attachment on the gel was 
presented. The fibroblast on the gel formulations has 
shown a tendency to attach to the gel formulation surface, 
but the cells demonstrated a strong migration profile into 
the gel formulation. Therefore, for instance, the chitosan 
cell viability results on the chitosan gels showed around 
50% proliferation, but the effect was not observed in 
figure 3A since the bright-field images could provide 
information on the top side of the gel formulations. The 
migration profile can be seen more clearly in Figure 3C. 
But, the cells that interacted with the formulation showed 
wide cell body presentation, unlike normal fibroblast 
morphology compared to other test groups, and it may be 
caused BAC toxicological effect (Figure 3C). The cell 
viability analysis also confirmed this finding since BAC-
added formulation caused a decrement in the 
proliferation of the cells.4 

 

 
Figure 3. Optical microscope images of the human dermal 

fibroblast on the A) chitosan, B) Chitosan: Walnut shell, C) 
Chitosan: Walnut shell: BAC gel combinations, and D) TCPS 
control group. * represents p<0.05 compared to TCPS. (n>3 
for each group) 
 
Based on the well diffusion method, the antibacterial 

effectiveness of gel solutions on the microbes is shown in 
Table 1. According to the results, BAC-containing gel has a 
broad antibacterial activity on the microorganisms. Only 
chitosan and chitosan: walnut combination did not show 
any antibacterial effect. The experimental results showed 
that the BAC-containing gel had demonstrated 
bactericidal activity against gram-positive and gram-
negative bacterial strains. 

 
Table 1. Antibacterial effect of the gels on different microorganisms    

Diameter of Zone of Inhibition (mm)* 
Microorganisms Escherichia coli Staphylococcus aureus Shigella Bacillus pumilis Pantoea aggelomerans 

Samples Mean SD** Mean SD Mean SD Mean SD Mean SD 
Chitosan:Walnut:BAC 17,19 0,82 24,83 1,08 19,22 0,82 24,18 0,67 29,19 0,55 

Chitosan:Walnut 0 - 0 - 0 - 0 - 0 - 
Chitosan 0 - 0 - 0 - 0 - 0 - 

Positive Control (Ampicilin 6ug/mL) 34,04 1,04 56,87 1,08 36,19 0,96 38,39 1,18 29,19 0,55 
* The zone of inhibition rate contains the 6mm diameter of well. 
** SD: standard deviation 
 

As a result, an injectable gel system has a critical 
potential for tissue engineering research and further 
reconstructing tissues in clinical applications [16]. In 
biomedical applications, in situ-forming gel systems have 
some troubleshooting which are defect geometries, 

polymerization problems, and contamination risk [17, 18]. 
The injectable gel development studies mainly focus on 
antibacterial solutions, whether innate or doping 
exogenous materials [19, 20]. Our antibacterial properties 
of BAC-containing gel have provided good stability for the 
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different microorganisms in both clinical and laboratory 
research applications. However, additional research is 
needed to determine how concentration screening of 
BAC, grain size, and quantity of walnut shell powder in the 
gel system affects cellular activities. 

 
Conclusion 

 
In the study, a low-cost, biodegradable, and 

biocompatible antibacterial gel based on quaternary 
ammonium and benzalkonium chloride (BAC) was 
developed for tissue engineering studies. The gel 
promises the potential for a wide range of industrial 
applications. It has a resistant and broad antibacterial 
effect on gram-positive (Staphylococcus aureus, Bacillus 
pumilis) and gram-negative (E.coli, Shigella, Pantoea 
agglomerans). This study is the first research using walnut 
shell powder as a supporter material in injectable gel 
system technologies with a combination the chitosan and 
BAC. In the future, the injectable nature of the gels can be 
used as filling material in dentistry and orthopedic 
surgery, and the mechanical and physicochemical 
properties of the gels will be studied for further studies 
within the scope of our studies. 
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The aim of the study was to investigate decolourization of Methylene Blue (MB) in aqueous solution 
using advanced oxidation processes (AOPs) and biosorption comparatively. Photocatalytic 
decolourization of MB was studied using TiO2 as catalyst. The photocatalytic decolourization of MB 
by direct UV irradiation alone, only TiO2 and TiO2/UV processes was investigated. It was found that 
decolourization by photocatalytic process of MB increased with decreasing pH, and decolourization 
rate also increased in the presence of TiO2/UV when compared to UV irradiation alone. 
Decolourization of MB was also studied with using the Fenton process (Fe(II)/H2O2). Concentrations 
of Fe(II) and H2O2 on decolourization ratio were investigated. The optimum catalyst to H2O2 ratio 
was found 1:3 at pH 4.0. In the second part of the study, the biosorption process was conducted 
with using plant gall immobilised alumina. The removal percentages were calculated with both plant 
gall immobilised alumina and alumina alone. The immobilisation of plant gall increased the removal 
percentages from 60-70% to 90-95%. The proposed methods (AOPs and biosorption) have both 
advantages and disadvantages compared to each other. 
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Introduction 

Dyes or colorant materials are important feedstock of 
many industries such as cosmetic, textile, paper dyeing, 
dyeing, drug and food processing [1]. The industrial 
effluents are generally heavily charged with unconsumed 
organic molecules such as dyes and inorganic molecules. 
Depositions of these molecules cause high damage to the 
environment [2,3]. According to researchers, even small 
quantities of colorant materials can colour large wetland 
and can cause reduction of penetration of light and 
photosynthetic activity [2]. Because of toxic effect of 
accumulated organic and inorganic substances, removal 
or degradation of these molecules has been an important 
task for scientist.  

 Several physicochemical and biological methods 
are being used to decompose, degrade or removal of 
waste effluents, but most of these methods are suffering 
from ineffective decolourization yield [4]. According to 
Hsueh et al., the ozonation process can effectively 
decolorize water soluble dyes, such as reactive dyes [5]. 
However, ozonation precess is generally lead to inefficient 
decolourization yields for water insoluble dyes, such as 
disperse dyes. Water insoluble dyes can be decolorized by 
coagulation with high yield, but coagulation is ineffective 
for soluble dyes [5]. 

AOPs can be thought as a combination of different 
methods including ozonation, photocatalysis, 

electrochemical oxidation techniques, Fenton and 
Fenton-like processes [6]. AOPs are very important 
techniques for the decolourization of organic compounds 
of wastewater as a pre- or post-treatment step [7]. The 
method can also be employed for removal of taste and 
odor compounds [8]. The techniques are mainly based on 
the generation of the hydroxyl radical (OH.) and generated 
hydroxyl radical has a great oxidation power and is able to 
oxidize nearly all organic substances to carbon dioxide and 
water [7,9,10]. Heterogeneous photocatalysis through 
illumination of UV on semiconductor surface is an 
attractive AOPs [11]. In AOPs, Titanium dioxide (TiO2) is 
generally used for water and air purification since many 
environmental pollutants can be degraded by oxidation 
and reduction processes on TiO2 [12]. Besides, TiO2 is 
relatively inexpensive photocatalyst and has unique 
characteristics such as a chemically stability, non-toxicity, 
highly efficiency, and, has been widely used surface [7]. 
Photocatalytic oxidation processes are usually referred to 
as AOPs. When a photon with an energy which matches or 
exceeds the band gap energy of the semi-conductor is 
incident on a semiconductor surface, a conductive band 
electron will jump to its valence band leaving a positively 
charged hole behind [13]. The initial step in this type of 
photo-oxidation process is believed to be the formation of 
free hydroxyl radicals [14,15]. Hydroxyl radicals are 
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generated by the oxidation of water (OH- ions) at the 
valence band positively charged holes. 

 
TiO2(𝑠𝑠) + ℎ𝑣𝑣 → 𝑒𝑒𝐶𝐶𝐶𝐶− + ℎ𝑉𝑉𝐶𝐶+  (1) 
ℎ𝑉𝑉𝐶𝐶+  + 𝑂𝑂𝐻𝐻(𝑇𝑇𝑇𝑇𝑂𝑂2𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)

− → 𝑂𝑂𝐻𝐻•                              (2) 
ℎ𝑉𝑉𝐶𝐶+  + 𝐻𝐻2𝑂𝑂(𝑠𝑠𝑎𝑎𝑠𝑠𝑎𝑎𝑠𝑠𝑎𝑎𝑠𝑠𝑎𝑎 𝑎𝑎𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) → 𝑂𝑂𝐻𝐻• + 𝐻𝐻+ (3) 
𝑂𝑂𝐻𝐻• + 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑀𝑀𝑀𝑀𝑀𝑀𝑒𝑒𝑂𝑂𝑀𝑀𝑀𝑀𝑒𝑒→𝐷𝐷𝑒𝑒𝑂𝑂𝑂𝑂𝑂𝑂𝐷𝐷𝑂𝑂𝐷𝐷𝑂𝑂𝑀𝑀𝑂𝑂 𝑝𝑝𝑂𝑂𝑀𝑀𝐷𝐷𝑀𝑀𝑂𝑂𝐷𝐷𝑠𝑠 (4) 
 

On the other hand, the dissolved O2 molecules are 
transformed to anionic superoxide (𝑂𝑂2−•) radicals via 
electrons from conductive band. 

 
𝑒𝑒𝐶𝐶𝐶𝐶−  + 𝑂𝑂2 (𝑠𝑠𝑎𝑎𝑠𝑠𝑎𝑎𝑠𝑠𝑎𝑎𝑠𝑠𝑎𝑎 𝑎𝑎𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) →𝑂𝑂2−• (5) 

 
The most commonly studied photocatalysts are TiO2, 

ZnO, ZnS and CdS [16]. Additionally, In2O3, SrTiO3, SnO2 
and WO3 have been used as photocatalysts but all showed 
lower levels of photo-activity [16,17], and SiO2 and MgO 
are found to be inactive. The usability of most metal 
oxides and sulphides as photocatalyst is not feasible due 
to their irreversible photo-corrosion on the surface for 
long term treatment processes [18]. Transition metal 
doping with silver which enhances the interfacial charge-
transfer reactions of TiO2 bulk phase and colloidal 
particles, can increase the photocatalytic activity of TiO2 
[19]. 

Another process named 'Fenton method' that is widely 
used for degradation of both water soluble and insoluble 
dyes [5]. According to Kim et. al., compared to other 
oxidation processes, such as UV-peroxide process, 
operation costs of Fenton method are quite low [20] . 
Fenton method has been lately and widely used for 
different chemical compounds because of its ease of 
operation, requires simple operation systems and the 
possibility to work in a wide temperatures ranges [20] . 
Fenton’s reagent has been used extensively for oxidation 
of organic matter in water. The main advantage is the 
complete destruction of contaminant to harmless 
compounds, e.g. CO2, water and inorganic salts [21]. 

Adsorption has been reported as an effective way for 
the removal of dye molecules from waste waters [22]. An 
effective and expensive way of adsorption can be carried 
out with activated carbon. On the other hand, the 
operation cost is too expensive with activated carbon 
when treating high amount of waste effluents. The 
polymeric materials and resins are also widely employed 
for treatment of heavily contaminated dye effluents [23–
26]. An important drawback of polymeric resins is the 
consumption of chemicals for the synthesis of adsorbent. 
Recently, a number of studies were about the removal or 
decolourization of dyes with using biomaterials [27]. The 
waste biomaterials such as agricultural wastes, plant 
materials, fungus and alga were used as sorbent with or 
without pre-treatment [4,28–31], . The main advantages 
of using biomaterials as sorbent are the low cost of the 
process and generally, the easy availability of these 
materials. Some of the biomaterials have reported that 
they have excellent exchange capacity [32]. Another 
important feature of biopolymers is that they generally 

possess a number of different functional groups, such as 
hydroxyls and amines, which increase the efficiency of 
metal ion uptake and the maximum chemical loading 
possibility [33].  

The present study consists of two main parts: the first 
is the decolourization of MB with AOPs (with TiO2/UV 
system and Fenton method) and the second is removal of 
the dye with biosorption process. In second part of the 
study, the removal of MB was achieved with using alumina 
and plant gall modified alumina. The modification was 
easy and the removal percentage was increased 
significantly with modification of alumina. According to 
Bağda, plant galls contains huge amount of tannic acid and 
adjacent hydroxyl group of the molecule assumed as the 
active binding sides for adsorption process [2,34,35].  

 
Material and Methods 

 
The stock 10 ppm MB solution was prepared in 

deionized water. The pH of the dye solutions was adjusted 
with 0.1 mol L-1 of HCl and 0.1 mol L-1 of NaOH. TiO2 
(Anatase, 99.9%) was supplied by Aldrich chemical 
company (Surface area of TiO2 9.35 m2 g-1). Hydrogen 
peroxide (33 %) and Alumina (α-Al2O3) was supplied from 
Merck Chemicals (Darmstadt, Germany). 

 
Photocatalytic Decolorization of Methylene Blue 
0.1 g of TiO2 and 100 mL of dye solution were placed in 

a Pyrex flask with a condenser. pH of dye solution were 
adjusted to desired level and the stirred solution was 
irradiated with an OSRAM-Ultra Vitalux 300 W low 
pressure mercury lamp with a flux output of 
approximately 5.8 W at about 254 nm. At regular time 
intervals, an aliquot of 5.0 mL of irradiated samples were 
withdrawn and centrifuged at 5000 rpm for 10 min to 
separate TiO2. The dye concentration was determined 
spectrophotometrically at 665 nm with Unicam UV 2 
spectrophotometer.  

 
Decolourization of Methylene Blue with Fenton 

Method 
Experimental studies of Fenton's method were 

designed in a sealed flask. In the first stage 100 mL of dye 
solution and predetermined amount of catalysis were 
mixed. The pH of the solution was adjusted and H2O2 was 
added in to solution. The solution was stirred with a 
magnetic stirrer. 5 mL of sample solutions were 
withdrawn every 30 seconds and the dye concentrations 
were determined spectrophotometrically at 665 nm. 

 
Plant Material and Modification of Alumina 
The plant gall samples were collected from Karaçayır 

region of Sivas, Turkey. The crude dust of the sample was 
removed with soaking into water. The wet samples were 
dried in open air. The samples were granulated and stored 
in polyethylene bags.  

  The modification of Alumina was conducted as 
described below: 
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 5.0 g of Al2O3, 0.1 g sodium dodecylsulphate (SDS) and 
0.5 g of dried gall sample were triturated well and heated 
at 50 oC in an incubator. These processes were repeated 
until the sample was completely homogeneous.  

The same processes were done without plant material 
to obtain non-modified alumina sorbent.  

 
Optimization of Removal Conditions 
To obtain high removal efficiency, each experimental 

parameter was optimised individually. The effects of 
solution pH, concentration of inert salt, initial 
concentration of dye, and mass of sorbent were 
optimized. For removal of MB with gall modified alumina 
and non-modified alumina, 50 mL of dye solutions were 
treated with predetermined amount of sorbents after pH 
adjustment with a multi magnetic stirrer. The final dye 
concentration was determined spectrophotometrically 
mentioned above. All absorbance values were recorded 
after separation of sorbent particles via centrifugation. To 
eliminate the effect of loss of dye and the effect of any 
contribution to absorbance because of soluble materials 
released from sorbent absorbance values were taken 
against blank solution (without dye) prepared with the 
same way. 

 
Results and Discussions 

 
The Experimental Parameters that Affect the 

Photocatalytic Decolourization of Methylene Blue  
The pH is an important parameter that affects the 

photocatalytic decomposition process. The differentiation 
of surface charge of catalysis as well as the oxidation state 
of pollutant are generally depend on the pH of the 
solution. The pH optimization is an unavoidable step for 
photocatalytic decomposition studies.  

The effect of pH on photocatalytic decolourization was 
studied in the range of 2-11. As can be seen from figure 
1a, changing the pH from acidic region to neutral region, 
the decolourization yield increased. Similar trends were 
also observed in other studies [36].  

At acidic pH, the surface charge of TiO2 is positive [16], 
so at highly acidic regions, electrostatic repulsion between 
cationic methylene blue and partially positively charged 
TiO2 molecules might be the reason of low removal yield. 
According to Bubacz et al., pH has an important role and 
at more basic pH region, electrostatic interactions 
between negative TiO- and methylene blue cation leads to 
a strong adsorption with a corresponding high rate of 
degradation. But, at extremely high pH (e.g. pH 11, fig. 
1.a), the repulsion between negatively charged moieties 
of both TiO2 and methylene blue was the main reason for 
depression in removal yield. From the figure 1.a. It could 
be concluded that neutral pHs were the optimum for the 
photocatalytic decolourization of methylene blue. 

The effect of UV irradiation of solution was studied and 
it can be seen that the in the absence of irradiation the 
insufficient decolourization yields were achieved. Besides, 
the insufficient decolourization yields also achieved with 
using only UV irradiation.As can be seen from the figure 

1b, decolourization of dye was significantly higher when 
conducting the process with both TiO2 and UV irradiation. 

 
a 

 
b 

 
c 
Figure 1. Effect of a. pH, b. UV irradiation, c. amount of 

TiO2 on photocatalytic decolourization of MB 
 
The decolourization yield was quantitative and almost 

100 % of decolourization was achieved within only 60 min 
The amount of TiO2 affects decolourization of MB. It 

can be seen that, the decolourization degree increased as 
increasing the TiO2 amount (figure 1c). As expected, an 
increase in available surface area was caused by an 
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increase in the amount of TiO2. So, increasing TiO2 amount 
led an increase in the adsorption of dye molecules on to 
catalysis surface which resulted in an increase in 
decolourization rate.  

 
The Experimental Parameters that Affect the 

Fenton's Decolourization of Methylene Blue  
The effect of pH on decolourization of MB was studied 

in the range of 2-11. As shown from figure 2a, the 
decolourization of dye is higher at especially acidic region. 
This might be due to the reduction tendency of Fe3+ ions 
to Fe2+ ions in the acidic region according to reaction 
below: 

 
Fe3+ + e                    Fe2+   Eo= 0.771 V 

 
On the other hand, at alkaline pH ranges, the 

precipitation of iron species as hydroxides causes low 
Fenton's decolourization yields. According to Kim et. al, 
the Fenton oxidation is not applicable in alkaline medium 
and iron (II) ion begins to form floc and precipitates and 
hydrogen peroxide is also unstable and may decompose 
to give oxygen and water, and finally loses its oxidation 
ability [20]. 

 
a 

 
b 
Figure 2. Effect of a. pH, b. Fe:H2O2 ratio on Fenton's 

degradation of MB. 

 
The effect of catalysis to peroxide ratio was 

investigated in the range of 1:1, 1:3, 1:5, 1:10, and 1:20. 
As can be seen from the figure 2b, the maximum removal 
yield was achieved for the ratio 1:3.  

Parameters that Effect on Biosorption of 
Methylene Blue Yields  

Adsorption is a cheap and easy alternative way for 
treatment of organic and inorganic pollutants. With using 
appropriate adsorbents, high removal of pollutants can be 
achieved. Due to their widely availability, low cost and 
high number of functional moieties, biological materials 
get attentions as alternative adsorbent.  

In the present study, alumina and plant gall modified 
alumina were employed as adsorbent. The parameters 
which affects the adsorption yield were investigated for 
high removal yield. The pH is may be the most important 
parameters that affect the adsorption of a molecule, for 
example of a dye. The surface charge of both sorbent and 
dye depends on the pH of solution. In the present study, 
the effect of solution pH was studied in the range of 2-12. 

The pH dependence of dye removal is shown in figure 
3a and 3b. As seen from figures, the removal of dye 
molecules at low pH range is significantly low; the low 
removal yield may be due to competition between 
cationic dye molecules with H3O+ ions to bind active sides 
of surface. H3O+ ions are smaller, might be more labile and 
can easily cover the active sides of the sorbent molecules. 
On the other hand, surface of the sorbent is mainly 
positive and the main interaction between sorbent and 
the cationic dye molecule was electrostatic repulsion at 
acidic region. As increasing the pH of the solution, the 
removal yield increased significantly as a result of high 
numbers of negatively charged active sides of the sorbent. 
At basic region predominant interaction between sorbent 
and dye molecules might be the electrostatic attraction. 

The effect of sorbent amount is generally thought to 
be elevating factor in an adsorption process. It is generally 
expected that, the higher the amount of the sorbent, the 
greater the adsorption is. It is seen from the figure 3c, it is 
valid for the adsorption of MB to non-modified alumina 
sorbent. On the other hand, removal yield significantly 
decreased for the biosorption of MB on to modified 
alumina as increasing the amount of sorbent (figure 3d). 
According to Yahaya et al., this unexpected results was 
due to a process named as 'screening effect'. The higher 
loading of sorbent protects the binding sides and results 
in lower removal yield [37]. 
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a 

 
b 

 
c 

 
d 

 
e 

 
f 
Figure 3 a. Effect of pH on removal of MB with non-modified alumina, b. 

Effect of pH on removal of MB with modified alumina, c. Effect of 
amount of sorbent on removal of MB with non-modified alumina, d. 
Effect of amount of sorbent on removal of MB with modified 
alumina, e. Effect of initial dye concentration on removal of MB with 
non-modified alumina, f. Effect of initial dye concentration on 
removal of MB with modified alumina. 
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The effect of initial dye concentration was also 
investigated in the range of 0.001-0.05 g L-1. The modified 
and non-modified alumina sorbents were equilibrated in 
various concentration of MB and as shown from figure 3e 
and 3f, as expected, the removal yield increased, then 
reached equilibria almost at 0.01 g L-1 for modified 
alumina. On the other hand, the removal yields increased 
all through the experiments for non-modified alumina. 
Maximum yield was about 85% for non-modified alumina. 

 The effect of presence of a salt was studied in the 
range of 0.01-0.08 mol L-1 with using KNO3. An increase in 
concentration of the salt is resulted in a decrease (about 
15-20 percent for both modified and non-modified 
alumina sorbents) in the biosorption of the dye (Figure not 
shown). This might be due to coverage of the active sides 
of the sorbent with, small, more labile potassium ion 
rather than dye molecules.  

Comparison of studied methods for 
decolourization of MB 

The methods used in the present study have both 
advantageous and disadvantageous compared to each 
other. In terms of costs of the processes, required time to 
achieve high yields, ecological aspects are compared 
individually and given in Table 1. 
 
Conclusion  

 
In the present study, AOps and biosorption was 

employed for the efficient decolourization and the 
significant observations are briefly discussed below.  

 The effective and significantly higher removal 
yields were achieved with Fenton process for 
decolourization of MB. At especially acidic pH ranges, 
almost 100 % decolourization was obtained. The duration 
of the process for 100 % decolourization was about 2 
minutes. The required time for complete decolourization 
was significantly shorter than the other studied process. 
However, in this process a strong oxidative agent, 
hydrogen peroxide and iron ions were used. This process 
can lead seconder environmental iron residues. Similarly, 
biosorption of MB with modified and non-modified 
alumina can lead seconder sludge. On the hand, 
biosorption process is thought to be economically quite 
feasible. The obtained maximum removal yield was above 
90 % by modified alumina and was much lower for non-
modified alumina. The modification of alumina by a 
simple modification procedure with an agricultural 
residue (with a type of plant gall) made the adsorption 
process more feasible. In photocatalytic decolorization 
method achieved maximum removal yield is > 98 % with 
using TiO2/UV. In terms of ecological seconder residues 
and economically, TiO2/UV decolorization method was 
rather feasible. 

As a consequence, it can be said that all the used 
methods sufficiently capable of decolourization of MB dye 
solutions. 

 
 

 
Table 1: Comparison of studied methods for decolourization of MB. 

Method pH Amounts of Reagents (g) 

Fe:H2O2 TiO2 Non-
modifiedAlumina 

Modified Alumina 

Fenton   4 (~ 100%) 2 min. 1:3(>97%) 5 min. -   - - -   
Photocatalytic   Neutral to basic (>90%) 15 min. - - 0.2 (>98)  15 min - - -   
Biosorption Modified 11 (>92%) 10 min. - - - - - - 0.03(> 96%) 240 min. 

Non-Modified 11 (>65 %) 30 min. - - - - 0.07 (> 67) 10 min. -   
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Hydrogen peroxide (H2O2) is a critical signaling molecule in vascular cells, which controls signaling events, yet it 
can cause pathological oxidative stress in excess. The lack of suitable tools undermined experimental approaches 
to study the role of oxidative eu- and distress in cellular ultra-locales. This study exploits a yeast-derived D-amino 
acid oxidase (mDAAO) as a chemogenetic tool to induce, visualize and test the cytotoxicity of H2O2 in hardly 
transfectable endothelial cells. Due to the poor transfectability of endothelial cells, lentiviral vectors have been 
used to generate cell lines stably expressing mDAAOs. mDAAOs are substrate-based chemogenetic enzymes that 
convert D-amino acids to their corresponding alpha-keto acids and generate H2O2 as a byproduct, which can be 
visualized with a novel ultrasensitive, and ratiometric H2O2 biosensor termed HyPer7. This study tested the 
suitability of two different D-amino acids, including D-alanine and D-methionine, to induce oxidative stress in 
endothelial cells. Live-cell imaging experiments unveiled that 10 mM D-methionine generated significantly 
higher and faster H2O2 signals than D-alanine. However, both D-amino acids induced comparable levels of cell 
death documented by a colorimetric cell metabolic activity assay (MTT). This study provides a guide for 
manipulating and monitoring the cytotoxic effect of H2O2 in endothelial cells. 
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Introduction 
Oxidative stress is characterized by the imbalance 

between sufficient generation and abundant 
accumulation of reactive oxygen species (ROS) in cells and 
tissues [1], which is a hallmark of many cardio- and 
neurovascular diseases like heart failure, atherosclerosis, 
ischemia, stroke, diabetes Mellitus, and Alzheimer's 
disease or dementia [2], all leading causes of death 
globally [3]. It has been established that increased levels 
of oxidative stress are implicated in the progression of 
cardio- and neurovascular diseases [4,5]. Thus, ROS have 
long been recognized as destructive molecules [6]. A more 
recent concept defines oxidative eustress as physiological 
oxidative stress required and essential for redox-
dependent signaling pathways [7]. The relatively stable 
ROS hydrogen peroxide (H2O2) fine-tunes kinase-driven 
molecules such to control cell division, differentiation, and 
migration by reversible cysteine oxidation of these key 
signaling proteins [8]. However, excessive oxidative stress 
causes disturbed redox signaling and oxidative damage to 
macromolecules, termed oxidative distress, and the 
underlying mechanisms causative for the transition from 
healthy conditions to pathogenesis are not fully 
understood yet [9].  

Potential sources of ROS for cardio- and neurovascular 
diseases can be found in all layers throughout the 
vasculature [10]. Of particular interest are endothelial 
cells, which form the inner layer of blood- and lymphatic 
vessels. Endothelial cells are rich in mitochondria and 

NADPH oxidase (NOX), two critical sources for ROS 
generation [11]. ROS are usually produced by xanthine 
oxidase, nicotinamide adenine dinucleotide phosphate 
oxidase, lipoxygenases, or uncoupling endothelial nitric 
oxide synthase (eNOS) in vascular cells [12]. Any 
imbalance in the equilibrium between the production of 
reactive oxidants and antioxidant capacity triggers 
oxidative distress, which in turn leads to the progression 
of pathological conditions [13]. Thus, informative tools 
and technologies permitting real-time monitoring of ROS-
dependent pathways are of the highest interest.  

Genetically encodable biosensors are fluorescent 
protein-based nano-probes allowing the selective and 
ultrasensitive detection of their analytes in cellular ultra-
locales [14-17]. Recent advances in the real-time 
detection and quantification of ROS levels with the aid of 
genetically encoded biosensors unveiled that spatial and 
temporal sources of ROS and reactive nitrogen species 
(RNS) have diverse functions within the cell [18-21]. Ever 
since the development of the first genetically encoded 
ROS, RNS, and reactive sulfur species (RSS) biosensors, 
much has been learned about the ultra-local role of these 
reactive molecules. However, the lack of suitable tools to 
manipulate the redox tone in subcellular locales 
undermined recapitulating in vivo conditions in cells and 
tissues. Conventional approaches, which administer 
physiologically irrelevant concentrations of H2O2 in micro-
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and millimolar range directly to cells, failed to recapitulate 
H2O2-derived signaling pathways [20,22,23]. 

In recent years, the toolkit of redox biologists has been 
expanded by a yeast-derived enzyme D-amino acid 
oxidase (DAAO), which turned useful as a chemogenetic 
tool permitting the manipulation of redox levels on the 
level of tissues, cells, and even subcellular locales with 
high precision [22-24]. Chemogenetics refers to an 
experimental system that becomes activated in the 
presence of its substrate and remains silent in the absence 
of its biochemical stimulus [25]. In a recent study, our lab 
established and fine-tuned a mutated version of DAAOs, 
termed mDAAO, with improved enzymatic activity that is 
capable of efficiently converting various D-amino acids 
into their corresponding alpha-keto acids, producing the 
mild oxidant H2O2, ammonia (NH4

+), and pyruvate in the 
presence of molecular oxygen and the cofactor flavin 

adenine dinucleotide (FAD) (Figure 1A). Because both 
NH4

+ and pyruvate are usually abundant in cells, the 
amount of these byproducts produced is negligible [25]. 
One mole of D-amino acid produces equimolar 
concentrations of H2O2 [26]. The type of D-amino acid and 
the amino acid uptake efficiency dictates the intracellular 
generation of mDAAO’s byproducts (Figure 1A), which 
typically yields H2O2 in the lower micromolar range [24]. 
Pairing chemogenetic enzymes with genetically encoded 
biosensors allow multiparametric imaging and 
manipulation of cells and tissues with ultrahigh precision 
(Figure 1 B). mDAAOs are genetically encodable; thus, 
these enzymes can be tagged with fluorescent proteins 
and differentially targeted to defined subcellular locales 
such as the cytosol, nucleus, or mitochondria (Figure 1C) 
using leading peptides allowing manipulation of the redox 
state with a high spatial resolution. 

 

 

Figure 1: Schematic overview of the chemogenetic approach: (A) D-amino acid uptake depends on the expression rate 
of amino acid transporters and the availability of L-amino acids in the extracellular medium. The lower part of panel 
A shows the mDAAO pathway. (B) Schematic representation of chemogenetically induced H2O2 detection with the 
biosensor HyPer7. (C) Potential targeting sites of mDAAOs in subcellular locales and oxidative stress generation to 
assay cell viability.  

 
This study employs these powerful approaches in 

hardly transfectable cells and guides how to manipulate 
and visualize H2O2 levels in subcellular locales of the 
immortalized human umbilical vein endothelial cell 
(HUVEC) line EA.hy926 [27]. Particularly, HUVECs, and its 
immortalized cell lines are accepted as hard-to-transfect 
primary cells, even with the most used transfection 
techniques because of their slow division [28]. Besides 
simultaneous generation and imaging of H2O2 signals in 
cells, this study also unveils the cytotoxic role of cytosolic 
H2O2 generation in endothelial cells using different D-
amino acids. 

 
 
 
 

Materials and Methods 
 

Molecular Cloning  
The differentially targeted chimera mCherry-mDAAO 

were subcloned into a 3rd-generation lentivirus shuttle 
vector pLenti-MP2 (Addgene #36097) via PCR techniques 
using the primers: forward 5’- 
ATACTCGAGATGGTGAGCAAGGGCGAG-3’ including XhoI 
restriction site and reverse 5’- 
ATATCTAGATTACAGGGTCAGCCGCTC-3’ including a stop 
codon and XbaI restriction site. HyPer7 [15] biosensor was 
a kind gift from the Vsevolod Belousov and is available at 
Addgene (#136467). 
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Cell Culture 
HEK293T and EA.hy926 cells (ATCC, CRL-2922, 

Manassas, VA, USA) cells were grown in Dulbecco's 
Minimum Essential Medium (DMEM) supplemented with 
10% fetal bovine serum (FBS) (Pan-Biotech, Aidenbach, 
Germany), 100 µg/mL Penicillin (Pan-Biotech, Aidenbach, 
Germany), and 100 U/mL Streptomycin (Pan-Biotech, 
Aidenbach, Germany). EA.hy926 cells were additionally 
supplemented with 100 µg/mL Normocin (InvivoGen, San 
Diego, CA, USA), and 2% HAT ((Sodium Hypoxanthine (5 
mM), Aminopterin (20 µM), and Thymidine (0.8 mM)) 
(ATCC, VA, USA). Cells were maintained in a humidified 
CO2 chamber (5% CO2, 37 ◦C).  

 

Lenti Virus Generation  
At a confluency of 80–90%, HEK293T cells were co-

transfected with 3 µg psPAX2 (Addgene #12260), 3 µg 
pMD2.G (Addgene #12259), and 6 µg of mCherry-mDAAO-
NES lentivirus shuttle vector using PolyJet transfection 
reagent (SignaGen Laboratories, Rockville, MD, USA). 
Following 24 hours posttransfection, the culture medium 
was replaced by fresh DMEM. Cells were further 
incubated for 24 h and 48 h before collecting the cell 
culture medium containing virus particles. The virus-
containing culture medium was filtered using a 0.45 µm 
filter (TPP, Switzerland) to concentrate the lentivirus 
particles. A 100 kDa Amicon® Ultra15 Centrifugal Filter 
Unit was used for subsequent ultra-filtration at 3000× g, 
for 30 min, at 4 ◦C). Concentrated virus particles were 
aliquoted and used immediately or stored at −80 ◦C. 

 

Stable Endothelial Cell Line Generation and 
Transient Transfection  

Stable cell line generation was conducted following 
the guidelines as described elsewhere [27]. Briefly, 
EA.hy926 cells were seeded on a 30 mm well plate 24 
hours before virus administration. At 50% - 60% 
confluency, the complete medium was replaced by an 
antibiotic-free transduction medium containing 10% FBS, 
10 µg/mL Polybrene infection reagent (Sigma-Aldrich, St. 
Louis, MO, USA), and the lentivirus particles encoding for 
cytosolic targeted mCherry-mDAAO. Cells were incubated 
in the virus-containing medium for 48–72 h. Positive 
transduction was determined using conventional 
epifluorescence microscopy. If cell transduction was 
positive, cells were cultured for one week in fresh 
complete DMEM on a 10 cm culture dish. Fluorescence 
activated cell sorting (FACS) was used to select mCherry-
mDAAO positive cells by detecting red fluorescence 
emission using an excitation wavelength of 555 nm laser 
(Filter type: BP 555/30 nm) in a BD-Influx Cell Sorter. Cells 
were then grown under standard culture conditions. 
Before imaging experiments, cells were seeded on a 30 
mm glass coverslip (Glaswarenfabrik Karl Knecht 
Sondheim, Sondheim vor der Rhön, Germany) 24 hours 
before the experiment. For transient transfection of 
EA.hy926 cells, 1 µg of purified plasmid Hyper7 was used 
with 2.5 µL PolyJet transfection reagent according to 
manufacturer's instructions. 

Imaging Buffers and Solutions  
If not otherwise stated, all chemicals were purchased 

from NeoFroxx. Live-cell imaging experiments using 
gravity-based perfusion systems were conducted as 
described elsewhere [28,29]. Briefly, a cell storage buffer 
was used to adapt cells to a HEPES-buffered solution at 
room temperature containing 2 mM CaCl2, 5 mM KCl, 138 
mM NaCl, 1 mM MgCl, 1 mM HEPES (Pan-Biotech, 
Aidenbach, Germany), 0.44 mM KH2PO4, 2.6 mM NaHCO3, 
0.34 mM NaH2PO4, 10 mM D-Glucose, 0.1% MEM 
Vitamins (Pan-Biotech, Aidenbach, Germany), 0.2% 
essential amino acids (Pan-Biotech, Aidenbach, Germany), 
100 µg/mL Penicillin (Pan-Biotech, Aidenbach, Germany), 
and 100 U/mL Streptomycin (Pan-Biotech, Aidenbach, 
Germany). Buffer pH was adjusted to 7.43 using 1 M NaOH 
and sterilized using a 0.45 µm medium filter (Isolab, 
Germany). For real-time imaging, a HEPES-buffered 
physiological salt solution was freshly prepared before 
each imaging experiment consisting of 2 mM CaCl2, 5 mM 
KCl, 138 mM NaCl, 1 mM MgCl2, 10 mM HEPES, 10 mM D-
Glucose, and pH was adjusted to 7.43 using 1 M NaOH. All 
imaging buffers have been prepared and used 
immediately before imaging experiments. 

 

Fluorescence Microscopy  
Imaging was performed on an inverted widefield 

epifluorescence microscope Zeiss Axio Observer.Z1/7 
(Carl Zeiss AG, Oberkochen, Germany). All experiments 
were performed using a PlanApochromat 20×/0.8 dry 
objective. The microscope was equipped with an LED. 
Light source Colibri 7 (423/44 nm, 469/38 nm, 555/30) for 
HyPer and mCherry imaging and a monochrome CCD. 
Camera Axiocam 503 for image acquisition. HyPer7 signals 
were collected by alternately exciting cells using a 
motorized dual-filter wheel decorated with beam splitters 
(FT455 (for HyPer low, F420) and FT495 (for HyPer high, 
F490)). Emissions were alternately collected using a 
bandpass filter (BP 525/50). mCherry-mDAAO signals 
were collected using the filter combinations FT570 (BS) 
and emission filter 605/70. Zen Blue 3.1 Pro software (Carl 
Zeiss AG, Oberkochen, Germany) was used for control and 
data acquisition. A custom-made gravity-based perfusion 
system was used to administer and withdraw D-amino 
acids or H2O2. 

 

MTT (3-(4,5-dimethylthiazol-2-YL)-2,5-
diphenyltetrazolium bromide) Assay  

Cells were incubated for 24 hours with different 
concentrations of D-methionine or D-alanine, as 
described in the results section. Following cell treatment, 
100 µl fresh culture medium and 10 µL of a 12 mM MTT 
stock solution was added to each well of a 96-well plate. 
Cells were further incubated at 37 °C for 4 hours. Culture 
medium except 25 µL was removed and 50 µL of DMSO 
was added to each well and mixed thoroughly with the 
pipette to dissolve the dye. Cells were further incubated 
at 37 °C for 10 minutes. The absorbance was determined 
spectrophotometrically at 540 nm using a reference 
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wavelength of 630 nm on a Tecan microplate reader 
Infinite 200 pro (DKSH, USA). 

 

Statistics  
GraphPad Prism software version 5.04 (GraphPad 

Software, San Diego, CA, USA) was used for data analysis. 
All experiments were performed at least in triplicates. 
Student's t-test was applied to test significant differences 
between group means. Statistical significance was 
considered meaningful if the p-value summary was 
p<0.0001. 

 

 

 

 

Results and Discussion 

Endothelial cells are hardly transfectable cells with 
conventional transfection reagents [30]. Therefore, this 
study generated EA.hy926 cell lines stably expressing 
yeast-derived (from R. gracilis) D-amino acid oxidase - 
termed mDAAO - fused to a red fluorescent protein 
(mCherry) [24] using lentivirus approaches as described 
previously [27]. Purified lentiviral particles encoding for 
cytosolic targeted mCherry-mDAAO chimera were used to 
infect endothelial cells. After fluorescence-activated cell 
sorting (FACS), correct targeting and robust expression 
levels have been validated with high-resolution live-cell 
epifluorescence imaging. After FACS, the stable cell line 
displayed 100% transfection efficiency, documented by 
high-resolution live-cell imaging experiments in the red 
channel (Figure 2A).  

 

 

Figure 2: Chemogenetic generation, imaging, and testing of the cytotoxicity of H2O2 in endothelial cells. (A) Representative widefield 
images show EA.hy926 cells transiently expressing HyPer7 biosensor excited with 420 nm (1st image) and 490 nm (2nd image). 
The emission in both images was collected at 520 nm. The third image shows the same cells in the RFP channel excited with 555 
nm. The very right panel shows brightfield images of the same cells. Micrographs are representative, and experiments were 
repeated n=8 with similar results. (B) Real-time traces of HyPer7 ratio signals of cells stably expressing mCherry-mDAAO-NES 
that are transiently transfected with HyPer7-NES in response to 10 mM D-alanine (left panel, n=13) and 10 mM D-methionine 
(right panel, n=16). (C) Scatter dot plot shows maximum HyPer7 ratio amplitudes in response to 10 mM D-alanine (grey dots, 
n=13) and 10 mM D-methionine (red dots, n=16). (D) Scatter dot plot shows the initial cytosolic invasion of H2O2 in the same 
cells described in panels B-C. (E, F) The normalized curves show cell viability of EA.hy926 cells stably expressing mCherry-mDAAO-
NES using MTT assay in response to different D-alanine concentrations (grey dots, n=3) or D-methionine (red dots, n=3). Cells 
have been treated for 24 hours with 0 mM, 0.1 mM, 0.3 mM, 1mM, 3mM, 10mM, 30mM, and 100mM D-amino acids. An 
unpaired Student’s t-test was applied to compare two columns. (P-value < 0.0001) All values are given as SD. 

 

mDAAO functionality test has been validated with the 
ultrasensitive H2O2 biosensor HyPer7. HyPer7 biosensor is 
a ratiometric probe permitting the quantification of H2O2 
levels [15]. Furthermore, these biosensors can be 

differentially targeted to specific subcellular locales 
allowing simultaneous detection of the chemogenetically 
generated H2O2. For this purpose, EA.hy926 cells stably 
expressing mCherry-mDAAO-NES were transiently 
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transfected using conventional transfection reagents. As 
shown in Figure 2A, transient transfection of EA.hy926 
cells yielded only a few positively HyPer7 transfected cells, 
which is in line with numerous studies that document the 
hard transfectability of vascular cells [27,29,31,32]. 
Because this experiment aims to validate the functionality 
of mDAAOs in endothelial cells, the number of positively 
transfected HyPer7 cells (13,3% ± 1,8) was considered 
sufficient. 

Most studies that employed mDAAOs utilized D-
alanine as a substrate to activate the chemogenetic 
enzyme for H2O2 production [33]. D-alanine proved 
suitable as it causes robust and rapid H2O2 generation in 
most cell types, probably due to L-amino acid 
transporters' (LATs) abundant expression [34]. Luckily, 
amino acid transporters are selective for their respective 
amino acid, yet they are less stereoselective, permitting 
cellular uptake of D-amino acids and the activation of the 
chemogenetic enzyme [35].  
As shown in Figure 2B, administration of 10 mM D-alanine 
to endothelial cells co-expressing targeted mCherry-
mDAAO and HyPer7 triggered a detectable yet sluggish 
H2O2 signal in the cell cytosol. Our group's previous study 
showed that 10 mM D-alanine triggered robust and fast 
H2O2 generation in different cell types (i.e., HEK293T or 
U87MG) [24]. This observation suggests that endothelial 
cells hardly take up D-alanine, probably due to a tightly 
regulated membrane trafficking and import/export 
mechanisms in these cell types. Notably, endothelial cells 
have a barrier function to essential organs, such as the 
blood-brain, blood-retinal, gut-vascular, or blood-bile-
barrier. Thus, the inner layer of vessels plays a critical role 
as a gatekeeper, firmly regulating the entry of 
biomolecules [36]. Thus, in contrast to most cell lines 
(mainly cancer cells), limited D-alanine uptake in 
endothelial cells might be causative for reduced 
chemogenetic generation of H2O2. 

In contrast, D-methionine displayed a significantly 
higher HyPer7 ratio amplitude in EA.hy926 cells 
expressing mCherry-mDAAO-NES. However, it is unclear 
whether endothelial cells favor D-methionine over D-
alanine or whether mDAAOs have higher catalytic activity 
for D-methionine. A likely effect is that both scenarios are 
valid, contributing to faster and more H2O2 generation in 
these cell types in response to D-methionine. 
Nevertheless, both D-amino acids triggered cell death in 
endothelial cells equally. Cell treatment with up to 1 mM 
D-amino acid for 24 hours did not significantly affect cell 
death, while 10 mM and higher concentrations heavily 
influenced cell death. It is noteworthy that these findings 
demonstrate the robustness of endothelial cells against 
sustained oxidative stress that have been exposed to high 
levels of cytosolic H2O2 over 24 hours. Strikingly, only at 
maximum enzymatic (mDAAO) capacity activated by <10 
mM D-alanine or D-methionine caused significant cell 
death.  
Notably, this study focused on cytosolic oxidative stress, a 
cell compartment decorated with powerful antioxidant 
systems [37]. Employing the experimental approaches in 

different cellular locales (i.e., mitochondria, caveolae, 
nucleus, mitochondria-associated membranes (MAMs)) 
might shed light on ultra-locale oxidative stress and its 
role in pathophysiology and cell death in the future. 
 

Conclusion 
 

This study demonstrates a reliable method for 
manipulating oxidative stress levels in cellular 
compartments with high spatial and temporal resolution 
in hardly transfectable endothelial cells. The choice of D-
amino acids plays an essential role in modulating kinetic 
parameters in H2O2 generation, which is critical to 
investigating the acute effects of ROS levels on redox-
sensitive enzymes such as the endothelial nitric oxide 
synthase (eNOS). This study has employed the 
ultrasensitive H2O2 biosensor HyPer7 as a direct read-out 
for H2O2 -generation. Alternative biosensors such as 
geNOps for nitric oxide (NO) [38] , GCaMPs [39] for 
calcium, and MALions [40] for ATP-imaging can be 
combined with chemogenetic approaches presented in 
this study to investigate the acute or long-term effects of 
ultra-local H2O2 with differentially targeted mDAAOs. 
Notably, these signaling and metabolic parameters are 
hallmarks of most vascular-derived diseases.   
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Introduction 

The focus of this research is on algebraic structures in 
a descriptive EF-proximity space and exactness of 
proximal group homomorphisms which is an outgrowth of 
recent research [1, 2]. A descriptive proximity space [3, 4] 
is an extension of an Efremovič proximity space [5]. This 
extension is made possible by the introduction of feature 
vectors that describe each point in a proximity space. Sets 
𝐴,𝐵 in a proximity space 𝑋 are near, provided there is at 
least one pair of points 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵 with matching 
descriptions. The basic approach is to define binary 
operations on subsets in a space endowed with a 
proximity relation. By considering the features of points in 
a proximity space, it is then possible to define a descriptive 
proximity relation as well as descriptive binary operations. 
This leads to a study of groupoids in proximity spaces as 
well as other algebraic structures in proximity spaces such 
as semigroups and groups. In homological algebra, exact 
sequences play an important role. Exactness is a part of 
the fundamental concepts and is used, in particular, in the 
definition of some functors [6]. There is a strong 
relationship between sets (groups) and set (group) 
descriptions. 

 

Preliminaries  
 

     Let 𝑋 be a nonempty set of non-abstract points and let 
Φ = {𝜙1, 𝜙2 ,⋯ ,𝜙𝑛} be a set of probe functions that 
represent features of each 𝑥 ∈ 𝑋. In a discrete space, a 
non-abstract point has a location and features that can be 
measured [7].  This leads to a proximal view of sets of 
picture points in digital images [8]. A probe function 
Φ:𝑋 ⟶ ℝ represents a feature of a sample point in a 
picture. Let Φ(𝑥) = (𝜙1, 𝜙2 ,⋯ ,𝜙𝑛) denote a feature 
vector for 𝑥, which provides a description of each 𝑥 ∈ 𝑋. 
To obtain a descriptive proximity relation (denoted by 

𝛿{Φ}), one first chooses a set of probe functions.  Let 

𝐴,𝐵 ∈ 𝒫(𝑋) and let 𝒬(𝐴) and 𝒬(𝐵) denote sets of 
descriptions of points in 𝐴 and 𝐵, respectively (e.g., 
𝒬(𝐴) = {Φ(𝑎)|𝑎 ∈ 𝐴}).  
     The expression 𝐴𝛿Φ𝐵 reads 𝐴 is descriptively near 𝐵. 
Similarly, 𝐴𝛿Φ𝐵 reads 𝐴 is descriptively far from 𝐵. In an 

ordinary metric closure space 𝑋, the closure of 𝐴 ⊂ 𝑋 is 
defined by 𝑐𝑙(𝐴) = {𝑥 ∈ 𝑋|𝑑(𝑥, 𝐴) = 0} [9].   For a set 𝑋 
endowed with a descriptive proximity 𝛿Φ, the descriptive 
closure of 𝐴 ⊂ 𝑋 is defined by 𝑐𝑙Φ(𝐴) =
{𝑥 ∈ 𝑋|Φ(𝑥) ∈ 𝒬(𝑐𝑙(𝐴))}. The descriptive proximity of 𝐴 
and 𝐵 is defined by 𝐴𝛿Φ𝐵⟺ 𝒬(𝑐𝑙(𝐴)) ∩ 𝒬(𝑐𝑙(𝐵)) ≠ ∅.  

The descriptive intersection  
∩
Φ

 of 𝐴 and 𝐵 is defined by 

𝐴
∩
Φ
𝐵 = {𝑥 ∈ 𝐴 ∪ 𝐵|Φ(𝑥) ∈ 𝒬(𝐴) , Φ(𝑥) ∈ 𝒬(𝐵)}. That 

is, 𝑥 ∈ 𝐴 ∪ 𝐵 is in 𝐴
∩
Φ
𝐵, provided Φ(𝑥) = Φ(𝑎) = Φ(𝑏) 

for some 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵. Observe that 𝐴 and 𝐵 can be 

disjoint and yet 𝐴
∩
Φ
𝐵 can be nonempty.  

     A binary operation on a set 𝑆 is a mapping of 𝑆 × 𝑆 into 
𝑆, where 𝑆 × 𝑆 is the set of all ordered pairs of elements 
of 𝑆. A groupoid is a system 𝑆(∗) consisting of a nonempty 
set 𝑆 together with a binary operation " ∗ " on 𝑆. 
     Let 𝑆(∗) and 𝑆′(⋅) be groupoids. A mapping ℎ of 𝑆 into 
𝑆′ is called a  homomorphism if ℎ(𝑎 ∗ 𝑏) = ℎ(𝑎) ⋅ ℎ(𝑏) for 
all 𝑎, 𝑏 ∈ 𝑆. A one-to-one homomorphism ℎ of 𝑆 onto 𝑆′ is 
called an isomorphism of 𝑆 to 𝑆′ [5]. 
     Let we consider the groupoids 𝒬(𝐴)(∗ ₁), 𝒬(𝐵)(∗ ₂), 
where 𝐴 ⊆ 𝑋, 𝐵 ⊆ 𝑌. A mapping ℎΦ: 𝒬(𝐵) → 𝒬(𝐴) is 
called a descriptive homomorphism if it provides 
ℎΦ(Φ𝐵(𝑏1) ∗ ₂Φ𝐵(𝑏2)) = ℎΦ(Φ𝐵(𝑏1)) ∗ ₁ℎΦ(Φ𝐵(𝑏2)) 
for all Φ𝐵(𝑏1), Φ𝐵(𝑏2) ∈ 𝒬(𝐵). A one-to-one descriptive 
homomorphism ℎΦ is called a descriptive monomorphism, 
a descriptive homomorphism ℎΦ of 𝒬(𝐵) onto 𝒬(𝐴) is 
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called a descriptive epimorphism and one-to-one 
descriptive homomorphism ℎΦ of 𝒬(𝐵) onto 𝒬(𝐴) is 
called a descriptive isomorphism [1].   
     Let 𝐴(∙1), 𝐵(∙2) be groupoids, ℎ: 𝐵 → 𝐴 be a 
homomorphism and Φ𝐴: 𝐴 → 𝒬(𝐴), 𝑎 ↦ Φ(𝑎) be an 
object description. The object description  Φ𝐴 of 𝐴 into 

𝒬(𝐴) is an object description homomorphism if  

Φ𝐴(𝑎1 ∙1 𝑎2) =  Φ𝐴(𝑎1) ∗1 Φ𝐴(𝑎2)) for all 𝑎1, 𝑎2 ∈ 𝐴. Let 

we consider the descriptive homomorphism ℎΦ: 𝒬(𝐵) →
𝒬(𝐴) such that ℎΦ(Φ𝐵(𝑏) = Φ𝐴(ℎ(𝑏) [1]. 

 

𝐵Φ
       ℎ′      
→     𝐴Φ 

                                                                                              ↓  Φ𝐵         ↓  Φ𝐴                                                                                   (1) 

 𝒬(𝐵)
     ℎΦ   
→     𝒬(𝐴) 

 
     Lemma 2.1: ([1])  ℎΦ ∘ Φ𝐵 = Φ𝐴 ∘ ℎ

′ . 
 
     Theorem 2.2: ([1])  Let (𝑋, 𝛿Φ), (𝑌, 𝛿Φ) be descriptive EF-proximity spaces, 𝐴(∙1), 𝐵(∙2), 𝒬(𝐵)(∘2) and 𝒬(𝐴)(∘1) be 
groupoids and ℎ be a homomorphism from 𝐵(∙2) to 𝐴(∙1). If there are a  descriptive monomorphism ℎΦ of 𝒬(𝐵) to 
𝒬(𝐴) and an object description homomorphism Φ𝐴 of 𝐴 into 𝒬(𝐴), then there is an object description homomorphism 
Φ𝐵 of 𝐵 into 𝒬(𝐵). 
     Let 𝐴Φ(∗), 𝐵Φ(∗), 𝐶Φ(∗) be ordinary descriptive monoids, ℎ: 𝐵Φ⟶ 𝐴Φ, and ℎ′: 𝐶Φ⟶𝐵Φ be ordinary descriptive 
homomorphisms.  

                                                                                   𝐶Φ
      ℎ′    
→    𝐵Φ

     ℎ      
→    𝐴Φ                                                                                    (2) 

A pair of ordinary descriptive homomorphisms (the diagram (2)) is said to be exact at 𝐵Φ, provided 𝐼𝑚ℎ′ = 𝐾𝑒𝑟ℎ.  

                                              ⋯
     𝒉𝒏−𝟏      
→      (𝐴Φ)𝑛−1

     𝒉𝒏      
→     (𝐴Φ)𝑛

     𝒉𝒏+𝟏      
→      (𝐴Φ)𝑛+1

     𝒉𝒏+𝟐      
→      ⋯                                                (3) 

In general, a sequence of ordinary descriptive homomorphisms (the diagram (3)) is exact, provided each sequential pair  
ℎ𝑛 , ℎ𝑛+1 are exact at each (𝐴Φ)𝑛 for 𝑛 ∈ ℕ [10]. 

𝐶Φ
             ℎ′          
→         𝐵Φ

            ℎ             
→         𝐴Φ 

                                                                               ↓ Φ𝐶               ↓ Φ𝐵             ↓ Φ𝐴                                                                         (4) 

𝒬(𝐶)
        ℎ′Φ        
→        𝒬(𝐵)

       ℎΦ       
→       𝒬(𝐴) 

     Lemma 2.3: ([10]) Let ℎ: 𝐵Φ⟶𝐴Φ be an ordinary descriptive homomorphism, Φ𝐴, Φ𝐵  be object descriptive 
homomorphisms and ℎ:𝒬(𝐵) ⟶ 𝒬(𝐴) be a meta-descriptive homomorphism represented in the diagram (4). If ℎ and 
Φ𝐴 are descriptive monomorphisms, then so is Φ𝐵. 

     Theorem 2.4: ([10]) Let 𝐴Φ(∗), 𝐵Φ(∗), 𝐶Φ(∗) be ordinary descriptive monoids, 𝐴Φ(∗Φ), 𝐵Φ(∗Φ), 𝐶Φ(∗Φ) be meta-

descriptive monoids, and   𝐶Φ
        ℎ′         
→      𝐵Φ

        ℎ        
→     𝐴Φ be exact, represented in the diagram (4). If Φ𝐴, Φ𝐵  are object 

descriptive monomorphisms, then 𝒬(𝐶)
      ℎ′Φ      
→       𝒬(𝐵)

     ℎΦ       
→      𝒬(𝐴) is exact. 

     Theorem 2.5: ([10]) In the diagram (4), let 𝐴Φ(∗), 𝐵Φ(∗), 𝐶Φ(∗) be ordinary descriptive monoids, 𝐴Φ(∗Φ), 𝐵Φ(∗Φ) 
and 𝐶Φ(∗Φ) be meta-descriptive monoids. Then 

     𝒊) If Φ𝐴, Φ𝐶  are object descriptive monomorphisms, ℎ′Φ  is a meta-descriptive monomorphism, and 𝐶Φ
       ℎ′        
→      𝐵Φ

       ℎ         
→     𝐴Φ is exact, then Φ𝐵 is an object descriptive monomorphism. 

     𝒊𝒊)  If Φ𝐵 is an object descriptive epimorphism, Φ𝐴 is an object descriptive monomorphism and ℎ′Φ  is a meta- 
descriptive monomorphism, then Φ𝐶 is an object descriptive epimorphism. 

     Corollary 2.6: ([10]) In the diagram (4), let 𝐴Φ(∗), 𝐵Φ(∗), 𝐶Φ(∗) be ordinary descriptive monoids, 𝐴Φ(∗Φ), 𝐵Φ(∗Φ) 
and 𝐶Φ(∗Φ) be meta-descriptive monoids. Then 

     𝒊) If Φ𝐴, Φ𝐶  are object descriptive monomorphisms, ℎ′Φ  is a meta-descriptive monomorphism, and   𝐶Φ
       ℎ′        
→      𝐵Φ

       ℎ         
→     𝐴Φ is exact, then  𝒬(𝐶)

     ℎ′Φ     
→      𝒬(𝐵)

    ℎΦ      
→     𝒬(𝐴) is exact. 
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     𝒊𝒊) If Φ𝐴, Φ𝐶 are object descriptive monomorphisms, 𝑒 ⟶ 𝐶Φ
     ℎ′      
→    𝐵Φ

     ℎ        
→    𝐴Φ⟶𝑒 is short exact sequence, then  

𝑒Φ⟶𝒬(𝐶)
     ℎ′Φ     
→      𝒬(𝐵)

    ℎΦ      
→     𝒬(𝐴) ⟶ 𝑒Φ is a short exact sequence. 

 

Exactness of Descriptive Group Homomorphisms 

     Theorem 3.1: Let ℎ: 𝐵Φ⟶ 𝐴Φ be an ordinary descriptive homomorphism, Φ𝐴, Φ𝐵 be object descriptive 
homomorphisms, and ℎΦ: 𝒬(𝐵) ⟶ 𝒬(𝐴) be a meta-descriptive homomorphism in the diagram (1). If Φ𝐵 is an object 
descriptive epimorphism and Φ𝐴 is an object descriptive monomorphism, then 𝐼𝑚ℎ = Φ𝐴

−1(𝐼𝑚ℎΦ) and 𝐾𝑒𝑟ℎΦ =
Φ𝐵(𝐾𝑒𝑟ℎ). 

     Proof: Since Φ𝐴 is an object descriptive homomorphism, we get that 𝐼𝑚ℎ = Φ𝐴
−1(Φ𝐴(𝐼𝑚ℎ)). Therefore, from Lemma 

2.1,  

                                                  𝐼𝑚ℎ = Φ𝐴
−1(𝐼𝑚(Φ𝐴ℎ)) = Φ𝐴

−1(𝐼𝑚(ℎΦΦ𝐵)) = Φ𝐴
−1(𝐼𝑚ℎΦ)                                                (5) 

where Φ𝐵 is an object descriptive epimorphism. Moreover, we obtain 𝐾𝑒𝑟ℎΦ = ℎ(ℎ
−1(𝐾𝑒𝑟ℎΦ). Thus 𝐾𝑒𝑟ℎΦ =

ℎ(𝐾𝑒𝑟(ℎΦℎ)), and so we have that 𝐾𝑒𝑟ℎΦ = Φ𝐵(𝐾𝑒𝑟(Φ𝐴ℎ)) by Lemma 2.1. Since Φ𝐴 is an object descriptive 
monomorphism, we obtain 𝐾𝑒𝑟ℎΦ = Φ𝐵(𝐾𝑒𝑟ℎ). 

     Definition 3.2:  Let ℎ: 𝐵Φ⟶ 𝐴Φ and ℎ′: 𝐶Φ⟶𝐵Φ be ordinary descriptive homomorphisms. 

                                                      𝑒Φ⟶𝐶Φ
             ℎ′          
→         𝐵Φ

             ℎ              
→         𝐴Φ⟶𝑒Φ                                                                     (6) 

The diagram (6) is said to be a short exact sequence if ℎ′ is a monomorphism and  ℎ is an epimorphism. 

     Theorem 3.3: In the diagram (4), let 𝐴Φ, 𝐵Φ, and  𝐶Φ be ordinary descriptive groups and, 𝒬(𝐴), 𝒬(𝐵), and 𝒬(𝐶) be 
meta-descriptive groups. Then 

     𝒊) If Φ𝐴, Φ𝐶  are object descriptive epimorphisms, ℎ is an ordinary descriptive epimorphism, and  

𝒬(𝐶)
     ℎ′Φ     
→      𝒬(𝐵)

    ℎΦ      
→     𝒬(𝐴) is exact, then Φ𝐵 is an object descriptive epimorphism. 

     𝒊𝒊) If Φ𝐵 is an object descriptive monomorphism, ℎ is an ordinary descriptive epimorphism and ℎΦ is a meta-
descriptive monomorphism, then Φ𝐴 is an object descriptive monomorphism. 

     Proof: 𝒊) Let Φ𝐵 ∈ 𝒬(𝐵), 𝑏 ∈ 𝐵Φ. In this case ℎΦ(Φ𝐵(𝑏)) ∈ 𝒬(𝐴), and since Φ𝐴 is an object descriptive epimorphism, 

ℎΦ(Φ𝐵(𝑏)) = Φ𝐴(𝑎) for some 𝑎 ∈ AΦ. Since ℎ is an ordinary descriptive epimorphism, we get 𝑎 = ℎ(𝑏′) for some 𝑏′ ∈

𝐵Φ. From Lemma 2.1,    ℎΦ(Φ𝐵(𝑏
′)) = Φ𝐴(ℎ(𝑏

′)) = Φ𝐴(𝑎) = ℎΦ(Φ𝐵(𝑏)). Thus,  ℎΦ ((Φ𝐵(𝑏
′))

−1
Φ𝐵(𝑏)) = 𝑒𝒬(𝐴) 

and then (Φ𝐵(𝑏
′))

−1
Φ𝐵(𝑏) ∈ 𝐾𝑒𝑟ℎΦ = 𝐼𝑚ℎΦ

′  by exactness. Hence, we obtain (Φ𝐵(𝑏
′))

−1
Φ𝐵(𝑏) = ℎΦ

′ (Φ𝐶(𝑐)), 𝑐 ∈

𝐶Φ since Φ𝐶 is an object descriptive epimorphism. Because of ℎ′(𝑐) ∈ 𝐵Φ and 𝑏′ ∈ 𝐵Φ, we have that 𝑏′ℎ′(𝑐) ∈ 𝐵Φ and 

from Lemma 2.2, Φ𝐵(𝑏
′ℎ′(𝑐)) = Φ𝐵(𝑏

′)Φ𝐵(ℎ
′(𝑐)) = Φ𝐵(𝑏

′)ℎΦ
′ (Φ𝐶(𝑐)) = Φ𝐵(𝑏

′)(Φ𝐵(𝑏
′))

−1
Φ𝐵(𝑏) = Φ𝐵(𝑏). 

Therefore, Φ𝐵 is an object descriptive epimorphism.  

     𝒊𝒊) Let 𝑎 ∈ 𝐾𝑒𝑟Φ𝐴. Since ℎ is an ordinary descriptive epimorphism, there exists 𝑏 ∈ 𝐵 such that ℎ(𝑏) = 𝑎. From 

Lemma 2.1, ℎΦ(Φ𝐵(𝑏)) = Φ𝐴(ℎ(𝑏)) = Φ𝐴(𝑎) = 𝑒𝒬(𝐴), and so Φ𝐵(𝑏) = 𝑒𝒬(𝐵) by ℎΦ is a meta-descriptive 

monomorphism. Therefore, we get 𝑏 = 𝑒𝒬(𝐵), since Φ𝐵 is an object descriptive monomorphism. Consequently 𝑎 =

ℎ(𝑏) = ℎ(𝑒𝐵Φ) = 𝑒𝐴Φ. Thus 𝐾𝑒𝑟Φ𝐴 = {𝑒𝐴Φ}. 

   𝑒Φ⟶ 𝐶Φ
             ℎ′          
→         𝐵Φ

             ℎ              
→         𝐴Φ⟶ 𝑒Φ 

                                                                         Φ𝐶 ↓↑ Φ𝐶
−1     Φ𝐵 ↓↑ Φ𝐵

−1     Φ𝐴 ↓↑ Φ𝐴
−1                                                                 (7) 

    𝑒𝒬(𝐶) ⟶  𝒬(𝐶)
        ℎ′Φ        
→        𝒬(𝐵)

         ℎΦ         
→        𝒬(𝐴) ⟶ 𝑒𝒬(𝐴) 

     Corollary 3.4: Let 𝐴Φ,𝐵Φ, and  𝐶Φ be ordinary descriptive groups, 𝒬(𝐴), 𝒬(𝐵), and 𝒬(𝐶) be meta-descriptive groups, 
and in the diagram (7), each row be exact sequence. 
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     𝒊) If Φ𝐴 and Φ𝐶   are object descriptive monomorphisms, then Φ𝐵 is an object descriptive monomorphism. 

     𝒊𝒊) If Φ𝐴 and Φ𝐶 are object descriptive epimorphisms, then Φ𝐵 is an object descriptive epimorphism. 

     𝒊𝒊𝒊) If Φ𝐴 and Φ𝐶 are object descriptive isomorphisms, then Φ𝐵 is an object descriptive isomorphism. 

     Two (short) exact sequences are called an isomorphic if there is a diagram of ordinary descriptive and meta-
descriptive homomorphisms such that 𝐴Φ, 𝐵Φ, and  𝐶Φ are object descriptive isomorphisms. In this case, it is easy to 
verify the diagram (7) with Φ𝐴

−1,Φ𝐵
−1 and Φ𝐶

−1, is commutative. 

     In the diagram (7), exact sequence pairs are called ordinary-meta-descriptive homomorphism sequence or shortly 
called om-descriptive homomorphism sequence. 

     Proposition 3.5: Let 𝐴Φ be ordinary descriptive group.  

                                               𝑒Φ⟶ (𝐾𝑒𝑟ℎ)Φ
         𝑖          
→      𝐴Φ

          𝜋            
→        (𝐴 𝐾𝑒𝑟ℎ⁄ )Φ⟶ 𝑒Φ                                                         (8) 

Then, the diagram (8) is a short exact sequence. 

     Example 3.6: If  ℎ: 𝐵Φ⟶ 𝐴Φ is an ordinary descriptive homomorphism, Φ𝐾𝑒𝑟ℎ: (𝐾𝑒𝑟ℎ)Φ⟶𝒬(𝐾𝑒𝑟ℎ) and 
Φ𝐵 : (𝐵)Φ⟶𝒬(𝐵)  are object descriptive monomorphisms, then from Proposition 3.5 and Corollary 2.6. (𝑖𝑖), we have 

                                     𝑒𝒬(𝐾𝑒𝑟ℎ) ⟶  𝒬(𝐾𝑒𝑟ℎ) ⟶  𝒬(𝐵) ⟶  𝒬(𝐵 𝐾𝑒𝑟ℎ⁄ ) ⟶ 𝑒𝒬(𝐵 𝐾𝑒𝑟ℎ⁄ ).                                                      (9) 

The diagram (8) is a short exact sequence. Therefore, we have that the diagram (10). 

   𝑒Φ⟶ (𝐾𝑒𝑟ℎ)Φ
         𝑖         
→      𝐵Φ

          𝜋            
→        (𝐵 𝐾𝑒𝑟ℎ⁄ )Φ  ⟶ 𝑒Φ        

                                                                    ↓ Φ𝐾𝑒𝑟ℎ                 ↓ Φ𝐵                         ↓  Φ𝐵 𝐾𝑒𝑟ℎ⁄                                                      (10) 

𝑒𝒬(𝐾𝑒𝑟ℎ) ⟶  𝒬(𝐾𝑒𝑟ℎ)
         𝑖          
→       𝒬(𝐵)

         ℎΦ           
→         𝒬(𝐵 𝐾𝑒𝑟ℎ⁄ ) ⟶ 𝑒𝒬(𝐵 𝐾𝑒𝑟ℎ⁄ ) 
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Introduction 

Mathematical modeling is used to, examine the 
epidemiology of a disease and to analyze important 
questions arising from real-world problems. It is also used 
in fields such as bio-science, chemistry, engineering and 
also in some real world problems. Analysis of these 
disease models can also be made with discrete-time 
equation systems. With the development of science, 
mathematical modeling is used to study not only the 
spread of infectious diseases, but also non-communicable 
diseases. Diabetes model is a biological problem and 
diabetes is a chronical disease. Diabetes is an indicator of 
irregular metabolism, where a combination of inherited 
and environmental factors leads to abnormally high blood 
sugar levels. There are two types of diabetes: type 1 
diabetes, where without insulin, body cells cannot absorb 
and commit glucose, resulting in increased blood sugar 
levels, and in type 2 diabetes, where the body is unable to 
produce enough insulin. Recently, many researchers 
offered research on diabetes modeling [1]. Sergre. arc. [2] 
Creates a mathematical model about Blood Sugar and 
diabetes. In the human body various symptoms due to  
chronic diabetes, such as hyperglycemia, are based on the 
acute symptom of excessive diabetes as extreme urine 
production, compensative thirst and increased liquid 
intake, blurry seeing, weight loss and drowsiness. Rosado 
[3] limits hormone activity and affects blood glucose 
levels, they also present a mathematical model that 
detects diabetes in patients based on a 5-hour glucose 
intolerance test and the magnification results 
recommended by Ackerman [4]. Insulin-dependent 
diabetes Mellitus (IDDM) is discriminated by the inactivity 
of the pancreas. Based on the actual data of an IDDM 
patient recently, a few substantial systems in the bio-

system for mathematical modeling in diabetes mellitus 
have been obtained by Johansson and Stahl [5]. In 2004, 
Boutoyeb [6] et al. identified the diabetes complication 
model (DC) to find non-complicated diabetics (D) and 
complicated diabetics (C). One of the factors affecting 
lifestyle is sociable interplay. This interplay is an important 
factor influencing the lifestyle of a healthy sensitive 
individual to increase the potential in diabetes [6]. Hill et 
al. claims in [7] that it leads to interaction between 
patients with unhealthy lifestyles and healthy individuals, 
and a new group of individuals called (S), the number of 
susceptible individuals, is obtained to determine the 
number of likely interplays. The (DC) model is modified to 
the susceptible diabetes complication model (SDC), 
depending on the group of susceptible individuals[8]. 

 
𝑑𝑆

𝑑𝑡
= 𝜗𝑆 + 𝜗(1 − 𝜌)(𝐷 + 𝐶) −

𝛽𝑆𝐷

𝑁
− 𝜇𝑆

𝑑𝐷

𝑑𝑡
=
𝛽𝑆𝐷

𝑁
+ 𝜗𝜌(𝐷 + 𝐶) − (𝜆 + 𝜇)𝐷 + 𝛾𝐶

𝑑𝐶

𝑑𝑡
= 𝜆𝐷 − (𝛾 + 𝛿 + 𝜇)𝐶

 

 
it is being transformed into a discrete-time system of 

equations. Where 𝑆(0) > 0, 𝐷(0) > 0, 𝐶 (0) > 0, and 
ℎ = 0.01. The parameters 𝛼, 𝛽, 𝛾, 𝛿, 𝜆, 𝜇, 𝜌 > 0 and 0 ≤
𝜌 ≤ 1, respectively, are birth rate, interaction rate, 
recovery rate of complications, complication-related 
mortality rate, occurrence rate of complications, and rate 
of genetic disorder at birth [7-9]. 

In this study, we examined the mathematical model of 
the discrete-time equation system with sensitive diabetes 
complication (SDC). It has been applied to the SDC model 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0003-0756-4872
https://orcid.org/0000-0002-8509-3044
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using the necessary definitions given in Chapter 2. In 
Chapter 3, the formulation of the model is shown with its 
analysis and symbols. In Chapter 4, the stability of the 
model and its numerical analyzes are obtained using the 
jury criterion. In Chapter 5, the analysis and stability of the 
model in fuzzy environment are examined. 

 

Fuzzy Set and Fuzzy Difference Equations  
 
The subject of Fuzzy difference equations has been 

developing rapidly recently. Applying Fuzzy difference 
equations is a natural way to model dynamical systems 
under probability uncertainty [10]. Fuzzy is a tool used for 
problems with uncertainty. Fuzzy derivative was first 
introduced by Lotfi A. Zadeh in 1965. The following studies 
were given by Prade and Dubois [11], Ralescu and Puri [12] 
and  Voxman and Goetschel [13]. To solve the difference 
equation, there is an array that meets the equation, and 
this sequence is called a solution series of the equation. 
The Fuzzy difference equation is a difference equation in 
which the parameters and initial values are fuzzy 
numbers, and their solution is a sequence of fuzzy 
numbers. Fuzzy difference equations are developing 
rapidly.  

Fuzzy difference equations were first introduced by 
Kandel and Byatt [14-15]. It was also rigorously studied by 
Kaleva for the initial value problem of these equations 
[16]. Zhang, Yang and Liao [17] investigated the positive 
solution and limitation of the fuzzy difference equation. 
These equations are suitable for financial problems and 
Chrysafis, Papadopoulos, Papaschinopoulos [18] have 
done studies on this subject. The Fuzzy difference 
equation is expressed as all derivative Hukuhara or 
generalized derivatives. Since the Hukahara difference is 
not always present, Bede et al. defined the generalized 
Hukuhara difference by generalizing the H-difference [19]. 
In recent years, there has been a great interest in research 
with fuzzy difference equations and stability of fuzzy 
difference equations. [20-32]. 

 

Definitions and Theorems 

Definition 1 (Atanasov 1986). The intuitionistic fuzzy 
set defined on a non- empty set 𝑋 as objects having the 
form 𝐴 = {〈𝑥, 𝛼𝐴(𝑥), 𝛽𝐴(𝑥)〉: 𝑥 ∈ 𝑋}, where the functions 
𝛼𝐴(𝑥): 𝑋 → [0, 1] and 𝛽𝐴(𝑥): 𝑋 → [0, 1], denote the 
degree of membership and the degree of non-
membership of each element 𝑥 ∈ 𝑋 to the set 𝐴 
respectively, and 0 ≤ 𝛼𝐴(𝑥) + 𝛽𝐴(𝑥) ≤ 1 for all 𝑥 ∈ 𝑋. 
Clearly, when 𝛽𝐴(𝑥) = 1 − 𝛼𝐴(𝑥) for every 𝑥 ∈ 𝑋, the set 
𝐴 becomes a fuzzy set [33]. 

Definition 2. Let the set 𝐴 ∈ 𝐹(ℝ) be given. In this 
case 
The set A (0) is limited. 
It is a 𝐴 grade convex set. 
The 𝐵 grade set is normal. So, for ∃𝑥0 ∈ ℝ, µ𝐴 (𝑥0) = 1. 

The µ𝐴(𝑥) membership function is top-half 
continuous. So, the set {𝑥 ∈ ℝ: 𝜇𝐴(𝑥) > 𝛼} is closed for 
∀𝛼 ∈ [0,1]. 

The set 𝐴 that provides the conditions is called a 
graded number. Here the family of graded numbers on ℝ 
is denoted by ℱ𝑁(ℝ)[34]. 

Theorem 1 (Parametric form of the fuzzy number). Any 
fuzzy number can be stated by a couple functions such as 
[𝑞𝑖(𝛼), 𝑞𝑙(𝛼)], 0 ≤ 𝛼 ≤ 1 that satisfy the circumstance 
given as follows [35]: 

𝑞𝑖(𝛼), is a bounded, non-decreasing, left-continuous 
function when 𝛼 ∈ (0,1] and right-continuous function 
when 𝛼 = 0. 

𝑞𝑖(𝛼) is a bounded, non-increasing, left-continuous 
function when 𝛼 ∈ (0,1] and right-continuous function 
when 𝛼 = 0. 

 
𝑞𝑖(𝛼) ≤ 𝑞𝑙(𝛼) for any 𝛼 ∈ (0,1]. 
 
Definition 3. The membership function of the number 

of degrees 𝐴 ∈ ℱ𝑁(ℝ) is 𝐴1 ≤ 𝐴2 ≤ 𝐴3 so that the real 
numbers are, 

 

𝜇𝐴(𝑥) =

{
  
 

  
 
0                ,     𝑥 < 𝐴1
𝑥 − 𝐴1
𝐴2 − 𝐴1

   ,    𝐴1 ≤ 𝑥 ≤ 𝐴2 

𝐴3 − 𝑥

𝐴3 − 𝐴2
    ,   𝐴2 ≤ 𝑥 ≤ 𝐴3

0                 ,   𝐴3 < 𝑥

 

 
In this form, the number 𝐴 is called the triangular 

grade number and is indicated by 𝐴 = (𝐴1, 𝐴2, 𝐴3)[19]. 
Definition 4 (𝛼-cut of the fuzzy set). Let α-cut be given 

by 𝐴 = (𝐴1, 𝐴2, 𝐴3). 
 

𝐴𝛼 = [𝐴1 + 𝛼(𝐴2 − 𝐴1), 𝐴3 − 𝛼(𝐴3 −𝐴2)], ∀𝛼 ∈ [0,1]. 
 
Definition 5 (Hukuhara difference). Let 𝑠, 𝑡 ∈ ℱ𝑁(ℝ). 

If ∃𝑣 ∈ ℱ𝑁(ℝ
𝑛) is present with 𝑠 = 𝑡 + 𝑣; Cluster 𝑣 is 

called the Hukuhara difference (H-difference) of 𝑠 and 𝑡 
clusters, denoted by 𝑠 ⊖𝐻 𝑡. This is expressed as 

𝑠 ⊖𝐻 𝑡 = 𝑣 ⇔ 𝑠 = 𝑡 + 𝑣 
 
Theorem 2. Let 𝑠 and 𝑡 ∈ ℱ𝑁(ℝ). Single if 𝑠 ⊖𝐻 𝑡 

difference exists. 
Theorem 3. Let 𝑠 and 𝑡 ∈ ℱ𝑁(ℝ) and let 𝑠(𝛼) =

[𝑠1(𝛼), 𝑠2(𝛼)] and 𝑡 = [𝑡1(𝛼), 𝑡2(𝛼)] be the 𝛼-cut of the 
graded numbers 𝑠 and 𝑡 respectively. 𝛼-cut of difference 
𝑠 ⊖𝐻 𝑡 is 

 
(𝑠 ⊖𝐻 𝑡)(𝛼) = [𝑠1(𝛼) − 𝑡1(𝛼), 𝑠2(𝛼) − 𝑡2(𝛼)] 

 
Definition 6 (Hukuhara differentiable).  
Let 𝑓: (𝑎, 𝑏) → ℱ𝑁(ℝ) and 𝑥 ∈ (𝑎, 𝑏).  

If 𝑓(𝑥 + ℎ) ⊖𝐻 𝑓(𝑥),𝑓(𝑥) ⊖𝐻 𝑓(𝑥 − ℎ) is present for 
∀ℎ > 0, 

 

lim
ℎ→0+

𝑓(𝑥 + ℎ) ⊖𝐻 𝑓(𝑥)

ℎ
= lim

ℎ→0+

𝑓(𝑥) ⊖𝐻 𝑓(𝑥 − ℎ)

ℎ
= 𝑓𝐻

′(𝑥) 
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if 𝑓𝐻
′ (𝑥) ∈ ℱ𝑁(ℝ) then 𝑓 is called Hukuhara 

differentiable at 𝑥. This limit value is called the Hukuhara 
derivative of 𝑓 in 𝑥. 

Definition 7 (Generalized Hukuhara difference). Let 𝑠 
and 𝑠 ∈ ℱ𝑁(ℝ). If, 

 

𝑠 ⊖𝑔𝐻 𝑡 = 𝑣 = {
(𝑖)         𝑠 = 𝑡 + 𝑣
(𝑖𝑖)       𝑡 = 𝑠 + (−1)𝑣

 

 
the number of ∃𝑣 ∈ ℱ𝑁(ℝ

𝑛) grades is available, the 
number 𝑣 is called the generalized Hukuhara difference 
(𝑔𝐻-difference) of 𝑠, 𝑡 grades and is indicated by 𝑠 ⊖𝑔𝐻 𝑡. 

Theorem 4. If 𝑠, 𝑡 ∈ ℱ𝑁(ℝ) and 𝛼-cut sets 
 𝑠 (𝛼)  =  [𝑠1 (𝛼), 𝑠2 (𝛼)] and 𝑡 = [𝑡1(𝛼), 𝑡2(𝛼)] 

𝑠 ⊖𝑔𝐻 𝑡 are available, the 𝛼-cut set of the 𝑔𝐻-difference 

is defined as [36] 
 

[𝑠 ⊖𝑔𝐻 𝑡](𝛼) = [min{𝑠1(𝛼) − 𝑡1(𝛼), 𝑠2(𝛼)

− 𝑡2(𝛼)} , max{𝑠1(𝛼) − 𝑡1(𝛼), 𝑠2(𝛼)
− 𝑡2(𝛼)}] 

 
Definition 8 (Generalized Hukuhara differentiable). Let 

𝑓: (𝑎, 𝑏) → ℱ𝑁(ℝ) and 𝑥 ∈ (𝑎, 𝑏). If 𝑓(𝑥 +
ℎ)⊖𝐻 𝑓(𝑥),𝑓(𝑥) ⊖𝐻 𝑓(𝑥 − ℎ) is present for ∀ℎ > 0, 

 

lim
ℎ→0+

𝑓(𝑥 + ℎ)⊖𝑔𝐻 𝑓(𝑥)

ℎ
= lim

ℎ→0+

𝑓(𝑥) ⊖𝑔𝐻 𝑓(𝑥 − ℎ)

ℎ
= 𝑓𝑔𝐻

′ (𝑥) 

 
if 𝑓𝑔𝐻

′ (𝑥) ∈ ℱ𝑁(ℝ) then 𝑓 is called Generalized 

Hukuhara differentiable at 𝑥. This limit value is called the 
Generalized Hukuhara differentiable of 𝑓 in 𝑥 [36]. 

Theorem 5. Let the 𝛼-cut section of the function 
𝑓: (𝑎, 𝑏) → 𝐹𝑁  (ℝ) ) be 𝑓 (𝑥, 𝛼)  =  [𝑓1 (𝑥, 𝛼), 𝑓2(𝑥, 𝛼)] 
for each 𝛼 ∈  [0,1]. In this case, 

If 𝑓 is differentiable in the sense of (𝑖), the functions 
𝑓1  (𝑥, 𝛼) and 𝑓2(𝑥, 𝛼) are differentiable and [𝑓′(𝑥)](𝛼) =
[𝑓1

′(𝑥, 𝛼), 𝑓2
′(𝑥, 𝛼)]. 

If 𝑓 is differentiable in the sense of (𝑖𝑖), the functions 
𝑓1  (𝑥, 𝛼) and 𝑓2(𝑥, 𝛼) are differentiable and [𝑓′(𝑥)](𝛼) =
[𝑓1

′(𝑥, 𝛼), 𝑓2
′(𝑥, 𝛼)]. 

 
Theorem 6 (Jury Theorem). For this criterion for |𝜃|  < 1 
values 

𝜃3 + 𝑎3𝜃
2 + 𝑎2𝜃 + 𝑎1 = 0 

 
the roots of the cubic equation can be shown by the 
following conditions. 
 
1 + 𝑎3 + 𝑎2 + 𝑎1 > 0,
3 + 𝑎3 − 𝑎2 − 3𝑎1 > 0,

                                

1 − 𝑎3 + 𝑎2 − 𝑎1 > 0,

1 + 𝑎3𝑎1 − 𝑎2 − 𝑎1
2 > 0,

  [37].  

 

Mathematical Model of the Susceptİble Diabetes 
Complİcatİon mModel (SDC) 

 
The model is given below with the symbols to analyze 

and develop. 

 Notations 
𝑺(𝒏): Number of susceptible individuals 
𝑫(𝒏): Diabetes without complications (D) 
𝑪(𝒏): Complications of diabetes (C) 
𝜸: Recovery rate of complications 
𝝑: Birth rate 
𝜹: Complication-related mortality 
𝝀: Rate of occurrence of complications 
𝝁: Death rate 
𝝆: Genetic disorder in childbirth 
𝜷: Interaction rate 

Formula of the model 
 

The bio mathematical model examines the behavior of the system. This mathematical model for diabetes is used by 
Hill et al.[7]. It had been obtained before and is expressed in the following way by converting this model into the 
difference equation using the initial conditions previously accepted.       

  

𝑆(𝑛 + 1) = 𝑆(𝑛) + 𝜗𝑆(𝑛) + 𝜗(1 − 𝜌)(𝐷(𝑛) + 𝐶(𝑛)) −
𝛽𝑆(𝑛)𝐷(𝑛)

𝑁
− 𝜇𝑆(𝑛)

𝐷(𝑛 + 1) = 𝐷(𝑛) +
𝛽𝑆(𝑛)𝐷(𝑛)

𝑁
+ 𝜗𝜌(𝐷(𝑛) + 𝐶(𝑛)) − (𝜆 + 𝜇)𝐷(𝑛) + 𝛾𝐶(𝑛)

𝐶(𝑛 + 1) = 𝐶(𝑛) + 𝜆𝐷(𝑛) − (𝛾 + 𝛿 + 𝜇)𝐶(𝑛)

                                              (1) 

 
The equilibrium points are 𝑆(𝑛 = 0) = 𝑆0, 𝐷(𝑛 = 0) = 𝐷0, 𝐶(𝑛 = 0) = 𝐶0. 

 

Analysis of the Model 
 
This section uses the information given about the SDC model to find stability and analysis. 
 

Stability Analysis of the Model 
 The nonlinear difference system given above can be inscribed as follows [8]: 
 

𝑆(𝑛 + 1) = 𝑆(𝑛) + 𝜗𝑆(𝑛) + 𝜗(1 − 𝜌)(𝐷(𝑛) + 𝐶(𝑛)) −
𝛽𝑆(𝑛)𝐷(𝑛)

𝑁
− 𝜇𝑆(𝑛)

𝐷(𝑛 + 1) = 𝐷(𝑛) +
𝛽𝑆(𝑛)𝐷(𝑛)

𝑁
+ 𝜗𝜌(𝐷(𝑛) + 𝐶(𝑛)) − (𝜆 + 𝜇)𝐷(𝑛) + 𝛾𝐶(𝑛)

𝐶(𝑛 + 1) = 𝐶(𝑛) + 𝜆𝐷(𝑛) − (𝛾 + 𝛿 + 𝜇)𝐶(𝑛) + 0𝑆(𝑛)
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Model (1) Linearized matrix in 𝐸 = (0,0,0) equilibrium points, 
 

𝐴 = (
1 + 𝜗 − 𝜇 𝜗(1 − 𝜌) 𝜗(1 − 𝜌)

0 1 + 𝜗𝜌 − 𝜆 − 𝜇 𝜗𝜌 + 𝛾
0 𝜆 1 − 𝛾 − 𝛿 − 𝜇

) 

 
Let us make the equation simpler here and say 𝑋 = 𝜗 − 𝜇, 𝑌 = 𝜗(1 − 𝜌), 𝑍 = 𝜗𝜌 − 𝜆 − 𝜇, 𝑇 = 𝜗𝜌 + 𝛾,𝑊 = 𝛾 + 𝛿 + 𝜇. 

Characteristic equation 
|𝐴 − 𝜃𝐼| = 0 

and the cubic equation 
𝜃3 + 𝑎3𝜃

2 + 𝑎2𝜃 + 𝑎1 = 0 
 

is obtained where the first patient given in Table 1, the parameters ϑ, 𝛽, 𝛾, 𝛿, 𝜆, 𝜇, 𝜌 > 0 and 0 ≤ 𝜌 ≤ 1 written 
 

𝑎3 = 𝑋 − 𝑍 +𝑊 − 3 < 0,
𝑎2 = 3+ 2Z − 2W− 2X − XZ + XW− ZW− λT > 0
𝑎1 = −1+𝑊 −𝑍 + 𝑍𝑊 + 𝜆𝑇 + 𝑋 − 𝑋𝑊 +𝑋𝑍 − 𝑋𝑍𝑊 −𝑋𝑇𝜆 > 0

 

 
Therefore, according to theorem 6, 

 
𝑞1 =  1 + 𝑎3 + 𝑎2 + 𝑎1 > 0,  
 𝑞2 = 3+ 𝑎3 − 𝑎2 − 3𝑎1 > 0,  
 𝑞3 = 1− 𝑎3 + 𝑎2 − 𝑎1 > 0,  
 𝑞4 = 1+ 𝑎3𝑎1 − 𝑎2 − 𝑎1

2 > 0  the system is stable.

 
Numerical Analysis on the Model 

 
For the equation (1), the table (see Table 1) shown below shows the analysis of stability on three patients for 

different parameter values [24]. 
Table 1. Stability analysis of the SDC model 

Parameters First Patient Second Patient Third Patient 

𝜸 0.37141 0 0 
𝝑 0.01623 0.017 0.01642 
𝜹 0.0068 0.0078 0.0588 
𝝀 0.67758 0.77758 0.67765 
𝝁 0.00764 1.91774 1.91864 
𝝆 0.077 0.077 0.077 
𝜷 0.16263 0.16263 0.16263 

Value Of Variable 
𝑎1 = 2.9905 × 10

−5 > 0
𝑎2 = 0.0535 > 0
𝑎3 = 3.6788 > 0
𝑎4 = 0.0285 > 0

 

𝑎1 = 10.0107 > 0
𝑎2 = −1.8086 < 0
𝑎3 = −0.0042 < 0
𝑎4 = 0.0500 > 0

 

𝑎1 = 9.9082 > 0
𝑎2 = −1.7880 < 0
𝑎3 = −0.0016 < 0
𝑎4 = 0.0285 > 0

 

 
Stability Status Stable Unstable Unstable 

 
It was observed that the jury criterion was stable or unstable when evaluating parameter values taken for different 

patients. 

 

Analysis of the Model in Fuzzy Environment 
 

Let us assume that the initial conditions of the model �̃�0, �̃�0, �̃�0 are Fuzzy numbers. The model defined in the third 
section becomes 

 

  

�̃�(𝑛 + 1) = �̃�(𝑛) + 𝜗�̃�(𝑛) + 𝜗(1 − 𝜌)(�̃�(𝑛) + �̃�(𝑛)) −
𝛽𝑆(𝑛)�̃�(𝑛)

𝑁
− 𝜇�̃�(𝑛)

�̃�(𝑛 + 1) = �̃�(𝑛) +
𝛽𝑆(𝑛)�̃�(𝑛)

𝑁
+ 𝜗𝜌 (�̃�(𝑛) + �̃�(𝑛)) − (𝜆 + 𝜇)�̃�(𝑛) + 𝛾�̃�(𝑛)

�̃�(𝑛 + 1) = �̃�(𝑛) + 𝜆�̃�(𝑛) − (𝛾 + 𝛿 + 𝜇)�̃�(𝑛)

                             (2) 

with �̃�(𝑛 = 0) = �̃�0, �̃�(𝑛 = 0) = �̃�0, �̃�(𝑛 = 0) = �̃�0. 



Şişman, Merdan / Cumhuriyet Sci. J., 43(4) (2022) 656-664 

660 

Models are being converted to the fuzzy difference equation due to the presence of the fuzzy variable. Here we can use 

the fuzzy difference equation concept for the solution of the model and stability analysis. 

Six different situations arise: 

i. �̃�(𝑛), �̃�(𝑛) and �̃�(𝑛) , (𝑖) − 𝑔𝐻 differentiable 

ii. �̃�(𝑛) , (𝑖) − 𝑔𝐻, �̃�(𝑛), (𝑖) − 𝑔𝐻 and �̃�(𝑛),(𝑖𝑖) − 𝑔𝐻  differentiable 

iii. �̃�(𝑛) , (𝑖) − 𝑔𝐻, �̃�(𝑛), (𝑖𝑖) − 𝑔𝐻 and �̃�(𝑛),(𝑖) − 𝑔𝐻  differentiable 

iv. �̃�(𝑛) , (𝑖𝑖) − 𝑔𝐻, �̃�(𝑛), (𝑖) − 𝑔𝐻 and �̃�(𝑛),(𝑖𝑖) − 𝑔𝐻  differentiable 

v. �̃�(𝑛) , (𝑖𝑖) − 𝑔𝐻, �̃�(𝑛), (𝑖𝑖) − 𝑔𝐻 and �̃�(𝑛),(𝑖) − 𝑔𝐻  differentiable 

vi. �̃�(𝑛), �̃�(𝑛) and �̃�(𝑛) (𝑖𝑖) − 𝑔𝐻  differentiable 

It is not substantial to find all situations if we can understand the method for any of the situations, then we can find the 

result of other states. 

In this study, we will consider the initial situation, i.e., �̃�(𝑛), �̃�(𝑛) and �̃�(𝑛), (𝑖) − 𝑔𝐻 may be differentiable.  The above 

difference equation �̃�(𝑛), �̃�(𝑛)and �̃�(𝑛), (𝑖) − 𝑔𝐻 are differentiable 

�̃�1(𝑛 + 1, 𝛼) = �̃�2(𝑛, 𝛼) + 𝜗�̃�2(𝑛, 𝛼) + 𝜗(1 − 𝜌) (�̃�1(𝑛, 𝛼) + �̃�1(𝑛, 𝛼)) −
𝛽𝑆2(𝑛,𝛼)�̃�1(𝑛,𝛼)

𝑁
− 𝜇�̃�2(𝑛, 𝛼)

�̃�2(𝑛 + 1, 𝛼) = �̃�1
̃ (𝑛, 𝛼) + 𝜗�̃�1(𝑛, 𝛼) + 𝜗(1 − 𝜌) (�̃�2(𝑛, 𝛼) + �̃�2(𝑛, 𝛼)) −

𝛽𝑆1(𝑛,𝛼)�̃�2(𝑛,𝛼)

𝑁
− 𝜇�̃�1(𝑛, 𝛼)

�̃�1(𝑛 + 1, 𝛼) = �̃�2(𝑛, 𝛼) +
𝛽𝑆1(𝑛,𝛼)�̃�2(𝑛,𝛼)

𝑁
+ 𝜗𝜌(�̃�2(𝑛, 𝛼) + �̃�1(𝑛, 𝛼)) − (𝜆 + 𝜇)�̃�2(𝑛, 𝛼) + 𝛾�̃�1(𝑛, 𝛼)

�̃�2(𝑛 + 1, 𝛼) = �̃�1(𝑛, 𝛼) +
𝛽𝑆2(𝑛,𝛼)�̃�1(𝑛,𝛼)

𝑁
+ 𝜗𝜌(�̃�1(𝑛, 𝛼) + �̃�2(𝑛, 𝛼)) − (𝜆 + 𝜇)�̃�1(𝑛, 𝛼) + 𝛾�̃�2(𝑛, 𝛼)

�̃�1(𝑛 + 1, 𝛼) = �̃�2(𝑛, 𝛼) + 𝜆�̃�1(𝑛, 𝛼) − (𝛾 + 𝛿 + 𝜇)�̃�2(𝑛, 𝛼)

�̃�2(𝑛 + 1, 𝛼) = �̃�1(𝑛, 𝛼) + 𝜆�̃�2(𝑛, 𝛼) − (𝛾 + 𝛿 + 𝜇)�̃�1(𝑛, 𝛼)

                                              

                    (3) 

The above difference equations are crisp difference equations [24]. 

 Stability analysis 
The fuzzy SDC model indicated by (3), in matrix form, is as follows: 

 

[
 
 
 
 
 
 
�̃�1(𝑛 + 1, 𝛼)

�̃�2(𝑛 + 1, 𝛼)

�̃�1(𝑛 + 1, 𝛼)

�̃�2(𝑛 + 1, 𝛼)

�̃�1(𝑛 + 1, 𝛼)

�̃�2(𝑛 + 1, 𝛼)]
 
 
 
 
 
 

= 

[
 
 
 
 
 
 
 
 
 
 0 1 + 𝜗 −

𝛽�̃�1(𝑛, 𝛼)

𝑁
− 𝜇 𝜗(1 − 𝜌) −

𝛽𝑆2(𝑛, 𝛼)

𝑁
0 𝜗(1 − 𝜌) 0

1 + 𝜗 −
𝛽�̃�2(𝑛, 𝛼)

𝑁
− 𝜇 0 0 𝜗(1 − 𝜌) −

𝛽𝑆1(𝑛, 𝛼)

𝑁
0 𝜗(1 − 𝜌)

𝛽�̃�2(𝑛, 𝛼)

𝑁
0 0 1 +

𝛽𝑆1(𝑛, 𝛼)

𝑁
+ 𝜗𝜌 − (𝜆 + 𝜇) 𝜗𝜌 + 𝛾 0

0
𝛽�̃�1(𝑛, 𝛼)

𝑁
1 +

𝛽𝑆2(𝑛, 𝛼)

𝑁
+ 𝜗𝜌 − (𝜆 + 𝜇) 0 0 𝜗𝜌 + 𝛾

0 0 𝜆 0 0 1 − (𝛾 + 𝛿 + 𝜇)

0 0 0 𝜆 1 − (𝛾 + 𝛿 + 𝜇) 0 ]
 
 
 
 
 
 
 
 
 
 

 

[
 
 
 
 
 
 
�̃�1(𝑛, 𝛼)

�̃�2(𝑛, 𝛼)

�̃�1(𝑛, 𝛼)

�̃�2(𝑛, 𝛼)

�̃�1(𝑛, 𝛼)

�̃�2(𝑛, 𝛼)]
 
 
 
 
 
 

 

 

The stability of the solution is shown with the help of numerical simulations. 
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Numerical Solutions 
 
Let us take into account the  model, which includes the following fuzzy values. At 𝑛 =  0, the number of susceptible 

individuals is �̃�0 = (280,290,300), �̃�0 = (7,9,11) for non-complicated diabetic, and �̃�0 = (9,11,13). The values of 
other parameters are 𝛾 =  0.37141, 𝜗 =  0.01623, 𝛿 =  0.0068, 𝜆 =  0.67758, 𝜇 =  0.00764, 𝜌 =  0.077, 𝛽 =
 0.16263. 
Numerical simulation: 𝛼-cut of initial conditions 

�̃�1(0, 𝛼) = 280 + 10𝛼

�̃�2(0, 𝛼) = 300 − 10𝛼

�̃�1(0, 𝛼) = 7 + 2𝛼

�̃�2(0, 𝛼) = 11 − 2𝛼

�̃�1(0, 𝛼) = 9 + 2𝛼

�̃�2(0, 𝛼) = 13 − 2𝛼

 

Now the solutions for a patient for the fuzzy initial conditions constant n are given as follows tables (see table 2, see 

table 3, see table 4) and figures (Figure 1, Figure 2, Figure 3): 

Table 2. S1(n, α), S2(n, α) n = 10 value 

𝜶 𝑺𝟏(𝒏, 𝜶) 𝑺𝟐(𝒏, 𝜶) 
0 312.0297 294.1509 
0.1 311.1297 295.0382 
0.2 310.2303 295.9263 
0.3 309.3315 296.8151 
0.4 308.4333 297.7047 
0.5 307.5357 298.5950 
0.6 306.6387 299.4860 
0.7 305.7423 300.3778 
0.8 304.8466 301.2702 
0.9 303.9515 302.1633 
1 303.0571 303.0571 

                                                                            
Table 3. D1(n, α), D2(n, α) n = 10 value 

𝜶 𝑫𝟏(𝒏, 𝜶) 𝑫𝟐(𝒏, 𝜶) 
0  14.3227 9.6775 
0.1  14.0931 9.9128 
0.2 13.8634 10.1477 
0.3 13.6333  10.3823 
0.4 13.4030  10.6165 
0.5  13.1724  10.8504 
0.6 12.9415 11.0840 
0.7 12.7104 11.3173 
0.8 12.4789 11.5502 
0.9 12.2472 11.7828 
1  12.0152  12.0152 

 
Table 4. C1(n, α), C2(n, α) n = 10 value 

𝜶 𝑪𝟏(𝒏,𝜶) 𝑪𝟐(𝒏,𝜶) 
0  22.4534 15.1063 
0.1  22.0892  15.4772 
0.2 21.7248 15.8477 
0.3 21.3601 16.2178 
0.4  20.9950  16.5874 
0.5 20.6296   16.9567 
0.6  20.2639  17.3257 
0.7 19.8978  17.6942 
0.8  19.5314   18.0624 
0.9 19.1647  18.4302 
1 18.7976 18.7976 
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Figure 1. Graph of S1 (n, α), S2 (n, α) n =  10 

 

 

Figure 2. Graph of D1(n, α), D2(n, α) n = 10 

 

 

Figure 3. Graph of C1(n, α), C2(n, α) n = 10 
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Explanation: From the Table 2, Figure 1 we see that  
𝑆1 (𝑛, 𝛼) are decreasing and 𝑆2 (𝑛, 𝛼) are increasing, 
Table 3, Figure 2 we see that 𝐷1 (𝑛, 𝛼) are decreasing and 
𝐷2 (𝑛, 𝛼) are increasing and Table 4, Figure 3, we see that 
𝐶1 (𝑛, 𝛼) are decreasing, 𝐶2 (𝑛, 𝛼) are increasing . For 𝛼 ∈

 [0,1] for 𝑛 =  10. �̃�(𝑛), �̃�(𝑛) and �̃�(𝑛) provide a strong 
solution. Therefore, the system is stable in these 
situations. 

 

Conclusions 
 
In this study, we examined the mathematical model of 

the sensitive diabetes complication (SDC) system to 
determine the number of likely interactions that cause the 
interaction between unhealthy individuals and healthy 
individuals in the fuzzy and crisp environment Approaches 
to the generalized Hukuhara derivative notion have been 
applied to explain fuzzy solutions of the given model  In 
addition, demonstration of the sensitive diabetes 
complication system in the fuzzy environment was used to 
better analyze the decision-making situation by ensuring 
that uncertain parameters were met. The 𝑔𝐻-derivative 
approach method, which has a substantial place in fuzzy 
analysis, makes it likely to obtain the fuzzy solution of the 
model. Stability analysis was obtained for the model in 
Fuzzy environment.  
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Introduction 

Complex numbers, Hyperbolic numbers and Dual 
numbers arise in many areas such as coordinate 
transformation, matrix modeling, displacement analysis, 
rigid body dynamics, velocity analysis, static analysis, 
dynamic analysis, transformation, mechanics, kinematics, 
physics, mathematics, and geometry. Horadam [1] 
introduced the concept, the complex Fibonacci numbers, 
called the Gaussian Fibonacci numbers 𝐺𝐹𝑛 = 𝐹𝑛 + 𝑖𝐹𝑛−1 
where 𝐹𝑛 ∈ ℝ, 𝑖2 = −1 and  𝐹𝑛 , 𝑛𝑡ℎ  Fibonacci numbers. 
Fjelstad and Gal [2] defined the hyperbolic numbers 𝐻 =
ℎ + 𝑗ℎ∗ where ℎ, ℎ∗ ∈ ℝ, 𝑗2 = 1 and 𝑗 ≠ ±1. Clifford [3] 
described the dual numbers 𝐷 = 𝑑 + 𝜀𝑑∗ where 𝑑, 𝑑∗ ∈
ℝ, 𝜀2 = 0 and 𝜀 ≠ 0. Messelmi [4] expressed the dual-
complex numbers 𝑍 = 𝑧 + 𝜀𝑧∗ where 𝑧, 𝑧∗ ∈ ℂ, 𝜀2 = 0 
and 𝜀 ≠ 0. There are several studies in the literature that 
are concerned with these numbers [5-8].  

Fjelstad and Gal [2] inspected the extensions of the 
hyperbolic complex numbers to n-dimensions and they 
gave n-dimensional dual complex numbers in algebra and 
analysis. Matsuda [9] et al. inspected the two-dimensional 
rigid transformation which is more concise and efficient 
than the standard matrix presentation, by modifying the 
ordinary dual number construction for the complex 
numbers. Akar et al. [10] introduced arithmetical 
operations on dual-hyperbolic numbers. They 
investigated dual hyperbolic number and hyperbolic 
complex number valued functions. Majernik [11] gave 
three types of the four-component number systems which 
are formed by using the complex, binary and dual two-
component numbers. Aydın [12] formulated, if 𝑧1 = 𝑥1 +
𝑖𝑥2 and 𝑧2 = 𝑦1 + 𝑖𝑦2 any dual-complex number by 𝑤 =
𝑥1 + 𝑖𝑥2 + 𝜀𝑦1 + 𝑖𝜀𝑦2.  

Moreover, addition, subtraction, multiplication and 
division of dual-complex numbers and was defined by  

 

𝑤1 ± 𝑤2 = (𝑧1 + 𝜀𝑧2) ± (𝑧3 + 𝜀𝑧4) = (𝑧1 ± 𝑧3) + 𝜀(𝑧2 ± 𝑧4)  

 
𝑤1 × 𝑤2 = (𝑧1 + 𝜀𝑧2) × (𝑧3 + 𝜀𝑧4) = (𝑧1𝑧3) + 𝜀(𝑧1𝑧4 + 𝑧2𝑧3)  

 
and 
 

𝑤1

𝑤2

=
𝑧1 + 𝜀𝑧2

𝑧3 + 𝜀𝑧4

=
(𝑧1 + 𝜀𝑧2)(𝑧3 − 𝜀𝑧4)

(𝑧3 + 𝜀𝑧4)(𝑧3 − 𝜀𝑧4)

=
𝑧1

𝑧3

+ 𝜀
𝑧2𝑧3 − 𝑧1𝑧4

𝑧3
2

. 

 

Table 1. Multiplication scheme of dual-complex numbers 
 
 
 
 
 
 
 
 

The conjugations can operate on dual-complex 
numbers as follows: 

 
𝑤 = 𝑥1 + 𝑖𝑥2 + 𝜀𝑦1 + 𝑖𝜀𝑦2 

 
𝑤∗1 = (𝑥1 − 𝑖𝑥2) + (𝜀𝑦1 − 𝑖𝜀𝑦2), 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛  
 
𝑤∗2 = (𝑥1 + 𝑖𝑥2) − (𝜀𝑦1 + 𝑖𝜀𝑦2), 𝑑𝑢𝑎𝑙 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛 

 
𝑤∗3 = (𝑥1 − 𝑖𝑥2) − (𝜀𝑦1 − 𝑖𝜀𝑦2), 𝑐𝑜𝑢𝑝𝑙𝑒𝑑 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛 

 

𝑤∗4 = (𝑥1 − 𝑖𝑥2) (1 − 𝜀
𝑦1+𝑖𝑦2

𝑥1+𝑖𝑥2
) , 𝑑𝑢𝑎𝑙 − 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛  

 
𝑤∗5 = (𝑦1 + 𝑖𝑦2) − (𝜀𝑥1 + 𝑖𝜀𝑥2), 𝑎𝑛𝑡𝑖 − 𝑑𝑢𝑎𝑙 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛  

× 𝟏 𝒊 𝜺 𝒊𝜺 

1 1 𝑖 𝜀 𝑖𝜀 

𝑖 𝑖 −1 𝑖𝜀 −𝜀 

𝜀 𝜀 𝑖𝜀 0 0 

𝑖𝜀 𝑖𝜀 −𝜀 0 0 

http://xxx.cumhuriyet.edu.tr/
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Therefore, the norm of dual-complex numbers is 
defined as 

 

𝑁𝑤
∗1 = ‖𝑤 × 𝑤∗1‖ = √|𝑧1|2 + 2𝜀𝑅𝑒(𝑧1𝑧2

∗) 

𝑁𝑤
∗2 = ‖𝑤 × 𝑤∗2‖ = √|𝑧1|2 

𝑁𝑤
∗3 = ‖𝑤 × 𝑤∗3‖ = √|𝑧1|2 − 2𝑖𝜀𝐼𝑚(𝑧1𝑧2

∗) 

𝑁𝑤
∗4 = ‖𝑤 × 𝑤∗4‖ = √|𝑧1|2 

𝑁𝑤
∗5 = ‖𝑤 × 𝑤∗5‖ = √𝑧1𝑧2 + 𝜀(𝑧2

2 − 𝑧1
2) 

Beneficial point is the number sequences that have 
been studied over many years. For 𝑛 ∈  ℕ0, Pell and Pell-
Lucas numbers are defined by the recurrence relations, 
respectively. 𝑃𝑛+2 = 2𝑃𝑛+1 + 𝑃𝑛, 𝑃0 = 0, 𝑃1 = 1 and 
𝑄𝑛+2 = 2𝑄𝑛+1 + 𝑄𝑛, 𝑄0 = 2, 𝑄1 = 2. Besides the 𝑛𝑡ℎ 

Pell and Pell-Lucas number are formulized as 𝑃𝑛 =
𝛼𝑛−𝛽𝑛

𝛼−𝛽
 

and 𝑄𝑛 = 𝛼𝑛 + 𝛽𝑛 , where 𝛼 = 1 + √2, 𝛽 = 1 − √2. 
These formulas are called as Binet’s formula [13, 14].  

Many researchers studied several areas of this number 
sequence. Halıcı and Çürük [15] examined the dual 
numbers and investigated the characteristic properties of 
them. They also gave equations about conjugates and 
some important features of these newly defined numbers. 
Azak and Güngör [16] defined the dual complex Fibonacci 
and Lucas numbers and gave the well-known properties 
for these numbers. Aydın [17] defined dual-complex k-Pell 
numbers, dual-complex k-Pell quaternions and also gave 
some algebraic properties of them.  

In the following sections, the dual-Gaussian Pell and 
the dual-Gaussian Pell-Lucas numbers will be defined. In 
this work, a variety of algebraic properties of dual-
Gaussian Pell and dual-Gaussian Pell-Lucas numbers are 
presented in a unified manner. Some identities will be 
given for dual-Gaussian Pell and dual-Gaussian Pell-Lucas 
numbers such as Binet’s formula, generating function, 
d’Ocagne’s identity, Catalan’s identity, Cassini’s identity, 
and some sum formulas. The dual-Gaussian Pell and the 
dual-Gaussian Pell-Lucas numbers’ properties will also be 
obtained using matrix representation.  

 

Dual-Gaussian Pell and Pell-Lucas numbers  
 

Definition 2.1: For 𝑛 ∈ ℕ0, the dual-Gaussian Pell and the dual-Gaussian Pell-Lucas numbers are defined by  
 

𝐷𝐺𝑃𝑛+3 = 𝑃𝑛+3 + 𝑖𝑃𝑛+2 + 𝜀𝑃𝑛+1 + 𝑖𝜀𝑃𝑛 

𝐷𝐺𝑄𝑛+3 = 𝑄𝑛+3 + 𝑖𝑄𝑛+2 + 𝜀𝑄𝑛+1 + 𝑖𝜀𝑄𝑛 

 
where 𝑃𝑛 and 𝑄𝑛, are the nth Pell and Pell-Lucas numbers. 𝜀, denotes the pure dual unit (𝜀2 = 0, 𝜀 ≠ 0), 𝑖 denotes the 
imaginary unit (𝑖2 = −1) and 𝑖𝜀 denotes the imaginary dual unit. 

 
𝐷𝐺𝑃0 = 𝑖 − 2𝜀 + 5𝑖𝜀, 𝐷𝐺𝑃1 = 1 + 𝜀 − 2𝑖𝜀 and 

𝐷𝐺𝑃2 = 2 + 𝑖 + 𝑖𝜀, …  

𝐷𝐺𝑄0 = 2 − 2𝑖 + 6𝜀 − 14𝑖𝜀, 𝐷𝐺𝑄1 = 2 + 2𝑖 − 2𝜀 + 6𝑖𝜀 and 𝐷𝐺𝑄2 = 6 + 2𝑖 + 2𝜀 − 2𝑖𝜀, … 

 
Let 𝐷𝐺𝑄𝑛+3 and 𝐷𝐺𝑄𝑚+3 be two dual-Gaussian Pell-Lucas numbers. The addition, substraction and multiplication 

of the dual-Gaussian Pell-Lucas numbers are given by 
 

𝐷𝐺𝑄𝑛+3 ± 𝐷𝐺𝑄𝑚+3 = (𝑄𝑛+3 ± 𝑄𝑚+3) + 𝑖(𝑄𝑛+2 ± 𝑄𝑚+2) + 𝜀(𝑄𝑛+1 ± 𝑄𝑚+1) + 𝑖𝜀(𝑄𝑛 ± 𝑄𝑚) 
 

𝐷𝐺𝑄𝑛+3 × 𝐷𝐺𝑄𝑚+3 = (𝑄𝑛+3𝑄𝑚+3 − 𝑄𝑛+2𝑄𝑚+2) + 𝑖(𝑄𝑛+3𝑄𝑚+2 + 𝑄𝑛+2𝑄𝑚+3) + 𝜀(𝑄𝑛+3𝑄𝑚+1 − 𝑄𝑛+2𝑄𝑚 +
                                             𝑄𝑛+1𝑄𝑚+3 − 𝑄𝑛𝑄𝑚+2) + 𝑖𝜀(𝑄𝑛+3𝑄𝑚 + 𝑄𝑛+2𝑄𝑚+1 + 𝑄𝑛+1𝑄𝑚+2 + 𝑄𝑛𝑄𝑚+3).  

 
There exist five different conjugations. Dual-Gaussian Pell-Lucas numbers can operate as follows: 
 

𝐷𝐺𝑄𝑛+3 = 𝑄𝑛+3 + 𝑖𝑄𝑛+2 + 𝜀𝑄𝑛+1 + 𝑖𝜀𝑄𝑛 
 

𝐷𝐺𝑄𝑛+3
∗1 = (𝑄𝑛+3 − 𝑖𝑄𝑛+2) + (𝜀𝑄𝑛+1 − 𝑖𝜀𝑄𝑛), 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛 

 
𝐷𝐺𝑄𝑛+3

∗2 = (𝑄𝑛+3 + 𝑖𝑄𝑛+2) − (𝜀𝑄𝑛+1 + 𝑖𝜀𝑄𝑛), 𝑑𝑢𝑎𝑙 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛 

𝐷𝐺𝑄𝑛+3
∗3 = (𝑄𝑛+3 − 𝑖𝑄𝑛+2) − (𝜀𝑄𝑛+1 − 𝑖𝜀𝑄𝑛), 𝑐𝑜𝑢𝑝𝑙𝑒𝑑 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛 

𝐷𝐺𝑄𝑛+3
∗4 = (𝑄𝑛+3 − 𝑖𝑄𝑛+2) (1 − 𝜀

𝑄𝑛+1 + 𝑖𝑄𝑛

𝑄𝑛+3 + 𝑖𝑄𝑛+2

) , 𝑑𝑢𝑎𝑙 − 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛 

𝐷𝐺𝑄𝑛+3
∗5 = (𝑄𝑛+1 + 𝑖𝑄𝑛) − (𝜀𝑄𝑛+3 + 𝑖𝜀𝑄𝑛+2), 𝑎𝑛𝑡𝑖 − 𝑑𝑢𝑎𝑙 𝑐𝑜𝑛𝑗𝑢𝑔𝑎𝑡𝑖𝑜𝑛 
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Similarly, the properties for dual-Gaussian Pell numbers are obtained.  
Lemma 2.2: Let 𝑃𝑛 and 𝑄𝑛 be the Pell and the Pell-Lucas numbers, respectively. The following relations are satisfied 

 
𝑄𝑛+1

2 + 𝑄𝑛
2 = 8𝑃2𝑛+1 

𝑄𝑛+1
2 − 𝑄𝑛

2 = 8𝑃2𝑛+1 − 4(−1)𝑛 

𝑄2𝑛+2 + 𝑄2𝑛 = 8𝑃2𝑛+1 

𝑄2𝑛+2 − 𝑄2𝑛 = 2𝑄2𝑛+1 

𝑄𝑛+𝑟𝑄𝑛 = 𝑄2𝑛+𝑟 + 𝑄𝑟(−1)𝑛 

𝑄𝑚𝑄𝑛+𝑟 + 𝑄𝑚+𝑟𝑄𝑛 = 2𝑄𝑚+𝑛+𝑟 + (−1)𝑛𝑄𝑚−𝑛𝑄𝑟 

𝑄𝑚𝑄𝑛+𝑟 − 𝑄𝑚+𝑟𝑄𝑛 = (−8)(−1)𝑛𝑃𝑚−𝑛𝑃𝑟 

 
Proof: The proofs are carried out with the help of the Binet’s formula.  
Proposition 2.3: 𝐷𝐺𝑄𝑛 be a dual-Gaussian Pell-Lucas number. The following properties hold.  
 
𝐷𝐺𝑄𝑛+3 + 𝐷𝐺𝑄𝑛+3

∗1 = 2𝑄𝑛+3 + 2𝜀𝑄𝑛+1 

𝐷𝐺𝑄𝑛+3 × 𝐷𝐺𝑄𝑛+3
∗1 = 8𝑃2𝑛+5 + 16𝜀𝑃2𝑛+3 

𝐷𝐺𝑄𝑛+3 + 𝐷𝐺𝑄𝑛+3
∗2 = 2𝑄𝑛+3 + 2𝑖𝑄𝑛+2 

𝐷𝐺𝑄𝑛+3 × 𝐷𝐺𝑄𝑛+3
∗2 = [8𝑃2𝑛+5 − 4(−1)𝑛] + 2𝑖[𝑄2𝑛+5 + 2(−1)𝑛] 

𝐷𝐺𝑄𝑛+3 + 𝐷𝐺𝑄𝑛+3
∗3 = 2𝑄𝑛+3 + 2𝑖𝜀𝑄𝑛 

𝐷𝐺𝑄𝑛+3 × 𝐷𝐺𝑄𝑛+3
∗3 = 8𝑃2𝑛+5 + 32𝑖𝜀(−1)𝑛 

Similarly, the proposition for dual-Gaussian Pell numbers is obtained. 
Definition 2.4: For 𝑛 ∈ ℕ0, 𝐷𝐶𝑃𝑛 and 𝐷𝐶𝑄𝑛 the dual-complex Pell and the dual-complex Pell-Lucas numbers, the 
negadual-Gaussian Pell and the negadual-Gaussian Pell-Lucas numbers are defined by  
 
𝐷𝐺𝑃−𝑛 = (−1)𝑛+1𝐷𝐺𝑃𝑛

∗1 

𝐷𝐺𝑄−𝑛 = (−1)𝑛𝐷𝐺𝑄𝑛
∗1 

where 𝑃𝑛 and 𝑄𝑛, are the nth Pell and Pell-Lucas numbers. Also, 𝐷𝐶𝑃𝑛 and 𝐷𝐶𝑄𝑛, are the dual-complex Pell and 
dual-complex Pell-Lucas numbers. 𝜀, denotes the pure dual unit (𝜀2 = 0, 𝜀 ≠ 0), 𝑖 denotes the imaginary unit (𝑖2 = −1) 
and 𝑖𝜀 denotes the imaginary dual unit. 

 
𝐷𝐺𝑄−𝑛 = 𝑄−𝑛 + 𝑖𝑄−𝑛−1 + 𝜀𝑄−𝑛−2 + 𝑖𝜀𝑄−𝑛−3 

 
When the equality is established, 

 
𝐷𝐺𝑄−𝑛 = (−1)𝑛𝑄𝑛 + 𝑖(−1)𝑛+1𝑄𝑛+1 + 𝜀(−1)𝑛+2𝑄𝑛+2 + 𝑖𝜀(−1)𝑛+3𝑄𝑛+3 

𝐷𝐺𝑄−𝑛 = (−1)𝑛[𝑄𝑛 − 𝑖𝑄𝑛+1 + 𝜀𝑄𝑛+2 − 𝑖𝜀𝑄𝑛+3] 

𝐷𝐺𝑄−𝑛 = (−1)𝑛𝐷𝐶𝑄𝑛
∗1 

 
Similarly, 𝐷𝐺𝑃−𝑛 is found.  
Theorem 2.5: Let 𝐷𝐺𝑃𝑛 and 𝐷𝐺𝑄𝑛 be the dual-Gaussian Pell and the dual-Gaussian Pell-Lucas numbers, respectively. 
The following relations are satisfied 
 
2(𝐷𝐺𝑃𝑛+1 + 𝐷𝐺𝑃𝑛) = 𝐷𝐺𝑄𝑛+1 

2(𝐷𝐺𝑃𝑛+1 − 𝐷𝐺𝑃𝑛) = 𝐷𝐺𝑄𝑛 

𝐷𝐺𝑃𝑛+1 + 𝐷𝐺𝑃𝑛−1 = 𝐷𝐺𝑄𝑛 

𝐷𝐺𝑃𝑛+1 − 𝐷𝐺𝑃𝑛−1 = 2𝐷𝐺𝑃𝑛 

𝐷𝐺𝑃𝑛+2 + 𝐷𝐺𝑃𝑛−2 = 6𝐷𝐺𝑃𝑛 

𝐷𝐺𝑃𝑛+2 − 𝐷𝐺𝑃𝑛−2 = 2𝐷𝐺𝑄𝑛 
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𝐷𝐺𝑄𝑛+1 + 𝐷𝐺𝑄𝑛 = 4𝐷𝐺𝑃𝑛+1 

𝐷𝐺𝑄𝑛+1 − 𝐷𝐺𝑄𝑛 = 4𝐷𝐺𝑃𝑛 

𝐷𝐺𝑄𝑛+1 + 𝐷𝐺𝑄𝑛−1 = 8𝐷𝐺𝑃𝑛 

𝐷𝐺𝑄𝑛+1 − 𝐷𝐺𝑄𝑛−1 = 2𝐷𝐺𝑄𝑛 

𝐷𝐺𝑄𝑛+2 + 𝐷𝐺𝑄𝑛−2 = 6 𝐷𝐺𝑄𝑛 

𝐷𝐺𝑄𝑛+2 − 𝐷𝐺𝑄𝑛−2 = 16 𝐷𝐺𝑃𝑛 

Proof:  
2(𝐷𝐺𝑃𝑛+1 + 𝐷𝐺𝑃𝑛) = 2(𝑃𝑛+1 + 𝑖𝑃𝑛 + 𝜀𝑃𝑛−1 + 𝑖𝜀𝑃𝑛−2 + 𝑃𝑛 + 𝑖𝑃𝑛−1 + 𝜀𝑃𝑛−2 + 𝑖𝜀𝑃𝑛−3) 

                                    = 2(𝑃𝑛+1 + 𝑃𝑛) + 2𝑖(𝑃𝑛 + 𝑃𝑛−1) + 2𝜀(𝑃𝑛−1 + 𝑃𝑛−2) + 2𝑖𝜀(𝑃𝑛−2 + 𝑃𝑛−3)  

                                    = 𝑄𝑛+1 + 𝑖𝑄𝑛 + 𝜀𝑄𝑛−1 + 𝑖𝜀𝑄𝑛−2 = 𝐷𝐺𝑄𝑛+1  

The other steps of the theorem can be proved by a similar method. 
Theorem 2.6: (Generating Function Formula) Let 𝐷𝐺𝑃𝑛 and 𝐷𝐺𝑄𝑛 be the dual-Gaussian Pell and Pell-Lucas numbers. 
Generating function formula for this numbers is as follows 

 

𝑚(𝑡) =
(𝑖 − 2𝜀 + 5𝑖𝜀) + 𝑡(1 − 2𝑖 + 5𝜀 − 12𝑖𝜀)

1 − 2𝑡 − 𝑡2
 

ℎ(𝑡) =
(2 − 2𝑖 + 6𝜀 − 14𝑖𝜀) + 𝑡(−2 + 6𝑖 − 14𝜀 + 34𝑖𝜀)

1 − 2𝑡 − 𝑡2
. 

Proof: Let ℎ(𝑡) be the generating function for dual-Gaussian Pell-Lucas numbers as 
 
ℎ(𝑡) = ∑ 𝐷𝐺𝑄𝑛𝑡𝑛∞

𝑛=0 . Using ℎ(𝑡), 2𝑡ℎ(𝑡)  and 𝑡2ℎ(𝑡), we get the following equations, 

𝑡ℎ(𝑡) = ∑ 𝐷𝐺𝑄𝑛𝑡𝑛+1∞
𝑛=0 , 𝑡2ℎ(𝑡) = ∑ 𝐷𝐺𝑄𝑛𝑡𝑛+2∞

𝑛=0 . After the needed calculations, the generating function for dual- 

 
Gaussian Pell-Lucas numbers is obtained as 
 

ℎ(𝑡) =
𝐷𝐺𝑄0 + 𝐷𝐺𝑄1𝑡 − 2𝐷𝐺𝑄0𝑡

1 − 2𝑡 − 𝑡2
 

ℎ(𝑡) =
(2 − 2𝑖 + 6𝜀 − 14𝑖𝜀) + 𝑡(−2 + 6𝑖 − 14𝜀 + 34𝑖𝜀)

1 − 2𝑡 − 𝑡2
. 

Similarly, generating function formula for dual-Gaussian Pell numbers is obtained. 
Theorem 2.7: (Binet’s Formula) Let 𝐷𝐺𝑃𝑛 and 𝐷𝐺𝑄𝑛 be the dual-Gaussian Pell and Pell-Lucas numbers. Binet’s formula 
for this number is as follows 
 

𝐷𝐺𝑃𝑛 =
�̂�𝛼𝑛−3 − �̂�𝛽𝑛−3

𝛼 − 𝛽
 

𝐷𝐺𝑄𝑛 = �̂�𝛼𝑛−3 + �̂�𝛽𝑛−3 

where �̂� = 𝛼3 + 𝑖𝛼2 + 𝜀𝛼1 + 𝑖𝜀, 𝛼 = 1 + √2 and �̂� = 𝛽3 + 𝑖𝛽2 + 𝜀𝛽1 + 𝑖𝜀, 𝛽 = 1 − √2. 
 
Proof:  
𝐷𝐺𝑄𝑛 = 𝑄𝑛 + 𝑖𝑄𝑛−1 + 𝜀𝑄𝑛−2 + 𝑖𝜀𝑄𝑛−3 

      = (𝛼𝑛 + 𝛽𝑛) + 𝑖(𝛼𝑛−1 + 𝛽𝑛−1) + 𝜀(𝛼𝑛−2 + 𝛽𝑛−2) + 𝑖𝜀(𝛼𝑛−3 + 𝛽𝑛−3) 

      = 𝛼𝑛−3(𝛼3 + 𝑖𝛼2 + 𝜀𝛼1 + 𝑖𝜀) + 𝛽𝑛−3(𝛽3 + 𝑖𝛽2 + 𝜀𝛽1 + 𝑖𝜀) 

𝐷𝐺𝑄𝑛 = �̂�𝛼𝑛−3 + �̂�𝛽𝑛−3. 

 
Similarly, Binet’s formula for dual-Gaussian Pell numbers is obtained. 
Theorem 2.8: (d’Ocagne’s Identity) Let 𝐷𝐺𝑃𝑛 and 𝐷𝐺𝑄𝑛 be the dual-Gaussian Pell and Pell-Lucas numbers. d’Ocagne’s 
identity for this number is as follows 

 
𝐷𝐺𝑃𝑚 𝐷𝐺𝑃𝑛+1 − 𝐷𝐺𝑃𝑚+1 𝐷𝐺𝑃𝑛 = 8(−1)𝑛+1𝑃𝑚−𝑛 − 2𝑖(−1)𝑛𝑃𝑚−𝑛 − 𝜀[6(−1)𝑛(𝑃𝑚−𝑛) + (−1)𝑛(𝑃𝑚−𝑛−2 +
                                                                       𝑃𝑚−𝑛+2)] − 12𝑖𝜀(−1)𝑛𝑃𝑚−𝑛  
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𝐷𝐺𝑄𝑚 𝐷𝐺𝑄𝑛+1 − 𝐷𝐺𝑄𝑚+1 𝐷𝐺𝑄𝑛 = 8[(−1)𝑛𝑃𝑚−𝑛+1 + (−1)𝑚𝑃𝑛−𝑚] + 16𝑖(−1)𝑛𝑃𝑚−𝑛  
                                                             +8𝜀[(−1)𝑚(𝑃𝑛−𝑚−2 + 𝑃𝑛−𝑚+2) − (−1)𝑛(𝑃𝑚−𝑛−2 + 𝑃𝑚−𝑛+2)] 

Proof:  
 

𝐷𝐺𝑄𝑚 𝐷𝐺𝑄𝑛+1 − 𝐷𝐺𝑄𝑚+1 𝐷𝐺𝑄𝑛 = (𝑄𝑚 + 𝑖𝑄𝑚−1 + 𝜀𝑄𝑚−2 + 𝑖𝜀𝑄𝑚−3)(𝑄𝑛+1 + 𝑖𝑄𝑛 + 𝜀𝑄𝑛−1 + 𝑖𝜀𝑄𝑛−2) −

(𝑄𝑚+1 + 𝑖𝑄𝑚 + 𝜀𝑄𝑚−1 + 𝑖𝜀𝑄𝑚−2)(𝑄𝑛 + 𝑖𝑄𝑛−1 + 𝜀𝑄𝑛−2 + 𝑖𝜀𝑄𝑛−3) = 8[(−1)𝑛𝑃𝑚−𝑛+1 + (−1)𝑚𝑃𝑛−𝑚] +

16𝑖(−1)𝑛𝑃𝑚−𝑛 + 8𝜀[(−1)𝑚(𝑃𝑛−𝑚−2 + 𝑃𝑛−𝑚+2) − (−1)𝑛(𝑃𝑚−𝑛−2 + 𝑃𝑚−𝑛+2)]  

 
Similarly, d’Ocagne’s identity for dual-Gaussian Pell numbers is obtained. 
Theorem 2.9: (Catalan’s Identity) Let 𝐷𝐺𝑃𝑛 and 𝐷𝐺𝑄𝑛 be the dual-Gaussian Pell and Pell-Lucas numbers. Catalan’s 
identity for this number is as follows 
 
𝐷𝐺𝑃𝑛

2 − 𝐷𝐺𝑃𝑛+𝑟 𝐷𝐺𝑃𝑛−𝑟 = 𝑃𝑟
2[(−1)𝑛−𝑟 + (−1)𝑛+𝑟] + 𝑖𝑃𝑟(−1)𝑛−𝑟[𝑃𝑟−1 − 𝑃𝑟+1] 

                                          +𝜀𝑃𝑟[(−1)𝑛−1(𝑃−𝑟−2 + 𝑃−𝑟+2) + (−1)𝑛−𝑟(𝑃𝑟+2 + 𝑃−𝑟+2)] 

                                          +𝑖𝜀𝑃𝑟[(−1)𝑛−𝑟−1(𝑃𝑟+3 + 𝑃𝑟−1) + (−1)𝑛−𝑟(𝑃𝑟−3 + 𝑃𝑟+1)] 

 
𝐷𝐺𝑄𝑛

2 − 𝐷𝐺𝑄𝑛+𝑟 𝐷𝐺𝑄𝑛−𝑟 = 4(−1)𝑛[2𝑃𝑟
2 − 𝑃𝑟] + 16𝑖(−1)𝑛−𝑟[𝑃𝑟

2] 

                                            −8𝜀𝑃𝑟[(−1)𝑛−𝑟(𝑃𝑟+2 + 𝑃𝑟−2) + (−1)𝑛−1(𝑃−𝑟+2 + 𝑃−𝑟−2)] 

                                            +8𝑖𝜀(−1)𝑛−𝑟𝑃𝑟[(𝑃𝑟+3 + 𝑃𝑟−1) − (𝑃𝑟−3 + 𝑃𝑟+1)] 

Proof:  
𝐷𝐺𝑄𝑛

2 − 𝐷𝐺𝑄𝑛+𝑟 𝐷𝐺𝑄𝑛−𝑟

= (𝑄𝑛 + 𝑖𝑄𝑛−1 + 𝜀𝑄𝑛−2 + 𝑖𝜀𝑄𝑛−3)(𝑄𝑛 + 𝑖𝑄𝑛−1 + 𝜀𝑄𝑛−2 + 𝑖𝜀𝑄𝑛−3)

− (𝑄𝑛+𝑟 + 𝑖𝑄𝑛+𝑟−1 + 𝜀𝑄𝑛+𝑟−2 + 𝑖𝜀𝑄𝑛+𝑟−3)(𝑄𝑛−𝑟 + 𝑖𝑄𝑛−𝑟−1 + 𝜀𝑄𝑛−𝑟−2 + 𝑖𝜀𝑄𝑛−𝑟−3)

= 4(−1)𝑛[2𝑃𝑟
2 − 𝑃𝑟] + 16𝑖(−1)𝑛−𝑟[𝑃𝑟

2]

− 8𝜀𝑃𝑟[(−1)𝑛−𝑟(𝑃𝑟+2 + 𝑃𝑟−2) + (−1)𝑛−1(𝑃−𝑟+2 + 𝑃−𝑟−2)]

+ 8𝑖𝜀(−1)𝑛−𝑟𝑃𝑟[(𝑃𝑟+3 + 𝑃𝑟−1) − (𝑃𝑟−3 + 𝑃𝑟+1)] 

 
Similarly, Catalan’s identity for dual-Gaussian Pell numbers is obtained. 
Theorem 2.10: (Cassini’s Identity) Let 𝐷𝐺𝑃𝑛 and 𝐷𝐺𝑄𝑛 be the dual-Gaussian Pell and Pell-Lucas numbers. Cassini’s 
identity for this number is as follows 
 
𝐷𝐺𝑃𝑛

2 − 𝐷𝐺𝑃𝑛+1 𝐷𝐺𝑃𝑛−1 = −2(−1)𝑛 + 2𝑖(−1)𝑛 − 12𝜀(−1)𝑛 + 12𝑖𝜀(−1)𝑛 

𝐷𝐺𝑄𝑛
2 − 𝐷𝐺𝑄𝑛+1 𝐷𝐺𝑄𝑛−1 = 4(−1)𝑛 − 16𝑖(−1)𝑛 + 96(−1)𝑛𝜀 − 96𝑖𝜀(−1)𝑛 

 
Proof: If 𝑟 = 1 is taken in the Catalan’s identity, Cassini’s identity is obtained. Similarly, Cassini’s identity for dual-
Gaussian Pell numbers is obtained. 
Theorem 2.11: Let 𝐷𝐺𝑃𝑛 and 𝐷𝐺𝑄𝑛 be the dual-Gaussian Pell and Pell-Lucas numbers. In this case 
 

∑ 𝐷𝐺𝑃𝑘 = (
𝑄𝑛+1−1

2
)𝑛

𝑘=1 + 𝑖 (
𝑄𝑛−1

2
) + 𝜀 (

𝑄𝑛−1+1

2
) + 𝑖𝜀 (

𝑄𝑛−2−3

2
)  

∑ 𝐷𝐺𝑃2𝑘−1 = (
𝑃2𝑛

2
)𝑛

𝑘=1 + 𝑖 (
𝑃2𝑛−1−1

2
) + 𝜀 (

𝑃2𝑛−2+2

2
) + 𝑖𝜀 (

𝑃2𝑛−3−5

2
)  

∑ 𝐷𝐺𝑃2𝑘 = (
𝑃2𝑛+1−1

2
)𝑛

𝑘=1 + 𝑖 (
𝑃2𝑛

2
) + 𝜀 (

𝑃2𝑛−1−1

2
) + 𝑖𝜀 (

𝑃2𝑛−2+2

2
)  

∑ 𝐷𝐺𝑄𝑘 = (2𝑃𝑛+1 − 2)𝑛
𝑘=1 + 𝑖(2𝑃𝑛) + 𝜀(2𝑃𝑛−1 − 2) + 𝑖𝜀(2𝑃𝑛−2 + 4)  

∑ 𝐷𝐺𝑄2𝑘−1 = (
𝑄2𝑛−1

2
)𝑛

𝑘=1 + 𝑖 (
𝑄2𝑛−1+3

2
) + 𝜀 (

𝑄2𝑛−2−5

2
) + 𝑖𝜀 (

𝑄2𝑛−3+15

2
)  

∑ 𝐷𝐺𝑄2𝑘 = (
𝑄2𝑛+1−1

2
)𝑛

𝑘=1 + 𝑖 (
𝑄2𝑛−1

2
) + 𝜀 (

𝑄2𝑛−1+3

2
) + 𝑖𝜀 (

𝑄2𝑛−2−5

2
)  

Proof:  
 ∑ 𝐷𝐺𝑄𝑘 = ∑ (𝑄𝑘 + 𝑖𝑄𝑘−1 + 𝜀𝑄𝑘−2 + 𝑖𝜀𝑄𝑘−3)𝑛

𝑘=1
𝑛
𝑘=1  
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                 = ∑ 𝑄𝑘
𝑛
𝑘=1 + 𝑖 ∑ 𝑄𝑘

𝑛−1
𝑘=0 + 𝜀 ∑ 𝑄𝑘

𝑛−2
𝑘=−1 + 𝑖𝜀 ∑ 𝑄𝑘

𝑛−3
𝑘=−2  

                 = (2𝑃𝑛+1 − 2) + 𝑖(2𝑃𝑛) + 𝜀(2𝑃𝑛−1 − 2) + 𝑖𝜀(2𝑃𝑛−2 + 4) 
 
Other sums are proven through the same method. Similarly, Sums are proven for dual-Gaussian Pell numbers is 
obtained. 
Theorem 2.12: Let 𝐷𝐺𝑃𝑛 and 𝐷𝐺𝑄𝑛 be the dual-Gaussian Pell-Lucas numbers. For 𝑛 ≥ 1be integer. Then, the matrix 
representations of these sequences with both negative and positive indices are as follows 

 [
2 1
1 0

]
𝑛

[
𝐷𝐺𝑃2 𝐷𝐺𝑃1

𝐷𝐺𝑃1 𝐷𝐺𝑃0
] = [

𝐷𝐺𝑃𝑛+2 𝐷𝐺𝑃𝑛+1

𝐷𝐺𝑃𝑛+1 𝐷𝐺𝑃𝑛
] 

 [
0 1
1 2

]
𝑛

[
𝐷𝐺𝑃0

𝐷𝐺𝑃1
] = [

𝐷𝐺𝑃𝑛

𝐷𝐺𝑃𝑛+1
] 

 [
2 1
1 0

]
𝑛

[
𝐷𝐺𝑄2 𝐷𝐺𝑄1

𝐷𝐺𝑄1 𝐷𝐺𝑄0
] = [

𝐷𝐺𝑄𝑛+2 𝐷𝐺𝑄𝑛+1

𝐷𝐺𝑄𝑛+1 𝐷𝐺𝑄𝑛
] 

 [
0 1
1 2

]
𝑛

[
𝐷𝐺𝑄0

𝐷𝐺𝑄1
] = [

𝐷𝐺𝑄𝑛

𝐷𝐺𝑄𝑛+1
] 

 [
0 1
1 −2

]
𝑛

[
𝐷𝐺𝑃2 𝐷𝐺𝑃1

𝐷𝐺𝑃1 𝐷𝐺𝑃0
] = [

𝐷𝐺𝑃−𝑛+2 𝐷𝐺𝑃−𝑛+1

𝐷𝐺𝑃−𝑛+1 𝐷𝐺𝑃−𝑛
] 

 [
0 1
1 −2

]
𝑛

[
𝐷𝐺𝑃0

𝐷𝐺𝑃1
] = [

𝐷𝐺𝑃−𝑛

𝐷𝐺𝑃−𝑛−1
] 

 [
0 1
1 −2

]
𝑛

[
𝐷𝐺𝑄2 𝐷𝐺𝑄1

𝐷𝐺𝑄1 𝐷𝐺𝑄0
] = [

𝐷𝐺𝑄−𝑛+2 𝐷𝐺𝑄−𝑛+1

𝐷𝐺𝑄−𝑛+1 𝐷𝐺𝑄−𝑛
] 

 [
0 1
1 −2

]
𝑛

[
𝐷𝐺𝑄0

𝐷𝐺𝑄1
] = [

𝐷𝐺𝑄−𝑛

𝐷𝐺𝑄−𝑛−1
] 

Proof:  
 For the prove, we utilize induction principle on n. The equality holds for n = 1. Now assume that the equality is true 

for n >1. Then, we can verify for 𝑛 + 1 as follows 
 

[2 1
1 0

]
𝑛+1

[
𝐷𝐺𝑃2 𝐷𝐺𝑃1

𝐷𝐺𝑃1 𝐷𝐺𝑃0
] = [2 1

1 0
] [2 1

1 0
]

𝑛

[
𝐷𝐺𝑃2 𝐷𝐺𝑃1

𝐷𝐺𝑃1 𝐷𝐺𝑃0
] 

= [
2 1
1 0

] [
𝐷𝐺𝑃𝑛+2 𝐷𝐺𝑃𝑛+1

𝐷𝐺𝑃𝑛+1 𝐷𝐺𝑃𝑛
] = [

𝐷𝐺𝑃𝑛+3 𝐷𝐺𝑃𝑛+2

𝐷𝐺𝑃𝑛+2 𝐷𝐺𝑃𝑛+1
] 

 
Thus, the first step of the theorem can be proved easily. Similarly, the other steps of the proof are seen by induction on 
n.  
 

Conclusions 

This study presents the dual-Gaussian Pell-Lucas and 
Pell numbers. We obtained these new numbers not 
defined in the literature before. These number sequences 
have great importance as they are used in quantum 
physics, applied mathematics, kinematic, differential 
equations and cryptology. Since this study includes some 
new results, it contributes to literature by providing 
essential information concerning these new numbers. 
Therefore, we hope that this new number system and 
properties that we have found will offer a new perspective 
to the researchers.  
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Introduction 

The first publications on algebraic hyperstructures, as 
a natural generalization of classical algebra, are first 
encountered in 1934.  The group concept, the 
fundamental definition of algebraic structures, was first 
generalized to hypergroup theory by Marty [1].  After 
Marty's definition, many concepts of algebra, especially 
hypergroups, were generalized to hyperstructures. 
Subsequently, applications of hyperstructures theory to 
other branches of science are studied by many 
researchers. A detailed examination of this theory can be 
found at [2-4]. The concept of hyperring has been studied 
in different ways. The definition of hyperring, given by 
taking " + " hyperoperation and multiplication, was made 
by Krasner and is known by his name. A class of hyperrings 
is multiplicative hyperring which satisfies the axioms 
similar a ring, but product replaced by hyperproduct. The 
multiplicative hyperring defined by Rota in 1982 and its 
properties have been studied by many mathematicians [5-
9].  

In this paper, we consider the notions of n-ideal and δ-
n-ideal in commutative rings and extend these notions n-
hyperideals and δ-n-hyperideals to commutative 
multiplicative hyperrings. Furthermore, we characterize 
for the δ-n hyperideals of commutative multiplicative 
hyperring.  

First of all, let us to introduce some notions and results 
of algebraic hyperstructures theory, which we will need to 
development our paper. Let 𝐻 be a nonempty set and we 
mean the set of all nonempty subsets of 𝐻 𝑏𝑦  𝑃∗(𝐻) .  A 
map ∘∶ 𝐻 × 𝐻 → 𝑃∗(𝐻) is called a hyperoperation on H. 
Naturally, we can extend the hyperoperation ∘ to subsets 
of 𝐻, as follows:  

𝑋 ∘ 𝑌 = ⋃ 𝑥 ∘ 𝑦,           𝑋 ∘ ℎ =⋃𝑥 ∘ ℎ

𝑥∈𝑋𝑥∈𝑋,𝑦∈𝑌

,       ℎ ∘ Y

=⋃ℎ ∘ y

𝑦∈𝑌

 

where   ∅ ≠ 𝑋, 𝑌 ⊆ 𝐻 𝑎𝑛𝑑  ℎ ∈ 𝐻. 
R is called a multiplicative hyperring with operation + 

and hyperoperation  ∘    if 
(𝑅, + )   is an abelian group,  
(𝑅,∘) is a semihypergroup, i.e, (𝑥 ∘ 𝑦) ∘ 𝑧 = 𝑥 ∘ (𝑦 ∘

𝑧), for all 𝑥, 𝑦, 𝑧 ∈ 𝑅, 
For all 𝑥, 𝑦, 𝑧 ∈ 𝑅,   we have 𝑥 ∘ (𝑦 + 𝑧) ⊆ (𝑥 ∘ 𝑦) +

(𝑥 ∘ 𝑧) and (𝑦 + 𝑧) ∘ 𝑥 ⊆ (𝑦 ∘ 𝑥) + (𝑧 ∘ 𝑥), 
For all 𝑥, 𝑦 ∈ 𝑅,  𝑥 ∘ (−𝑦) = (−𝑥) ∘ 𝑦 = −(𝑥 ∘ 𝑦). 
If in (iii) the equality holds, then R has a strongly 

distributive property. Also R is called commutative  if 𝑥 ∘
𝑦 = 𝑦 ∘ 𝑥 for all 𝑥, 𝑦 ∈ 𝑅 and an element 𝑒 ∈ 𝑅 is said to 
be a left  (resp. right) scalar identity if  𝑒 ∘ 𝑥 =
 𝑥 , (𝑟𝑒𝑠𝑝.   𝑥 ∘ 𝑒 = 𝑥), 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ∈ 𝑅 .   An element e is 
called scalar identity element if it is both left and right 
scalar identity element [10].  If 0 ∈ 𝑥 ∘ 𝑦 𝑎𝑛𝑑   𝑥 ≠ 0 , 
where  ∀ 𝑥, 𝑦 ∈ 𝑅, then 𝑦 = 0, then a commutative 
multiplicative hyperring R is called a strong hyperdomain 
[11].  

A nonempty subset I of a multiplicative hyperring R is 
a hyperideal if 

𝐼 − 𝐼 ⊆ 𝐼 
𝑥 ∘  𝑟 ∪ 𝑟 ∘ 𝑥   ⊆ 𝐼   for all 𝑥 ∈ 𝐼, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑟 ∈ 𝑅   
The set of all hyperideals of R is denoted by 𝐼(𝑅).  A 

hyperideal 𝐼(≠ 𝑅) of a multiplicative hyperring R is called 
prime hyperideal if for all 𝑎, 𝑏 ∈ 𝑅,  𝑎 ∘ 𝑏 ⊆
𝐼   implies that 𝑎  ∈  𝐼   𝑜𝑟   𝑏 ∈ 𝐼  [12].  An element a is 
called nilpotent element of R if there exists a positive 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0003-1389-259X
https://orcid.org/0000-0001-5762-9684
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integer n such that 0 ∈ 𝑎𝑛   where for any positive integer 
𝑛 > 1, 𝑎𝑛 = 𝑎 ∘ 𝑎 ∘ …∘ 𝑎⏟        

𝑛−𝑡𝑖𝑚𝑒𝑠

   and  𝑎1 = {𝑎}  and we denoted 

the set of all nilpotent elements of R by nil(R) (for more 
details see[8]).  

Let  (𝑅, +,∘) and (𝑆, +′, ∗) be two commutative 
multiplicative hyperrings and 𝑔: 𝑅 → 𝑆 be a map. Then g 
is called a homomorphism (resp. good homomorphism) if 
g satisfies the following conditions for all 𝑎, 𝑏 ∈ 𝑅, 
𝑔(𝑎 + 𝑏) = 𝑔(𝑎)+′𝑔(𝑏), 
𝑔(𝑎 ∘ 𝑏) ⊆ 𝑔(𝑎) ∗ 𝑔(𝑏)  (resp. 𝑔(𝑎 ∘ 𝑏) = 𝑔(𝑎) ∗

𝑔(𝑏)) 
In [10], an expansion function over the set of all 

hyperideals of a multiplicative hyperring is defined as 
following:  

A function 𝛿: 𝐼(𝑅) → 𝐼(𝑅) that satisfies the following 
two conditions is called an expansion function of I(R) 
(1)  𝐼 ⊆ 𝛿(𝐼),  
(2) 𝐼𝑓 𝐼 ⊆ 𝐽, 𝑡ℎ𝑒𝑛  𝛿(𝐼) ⊆ 𝛿(𝐽),   𝑓𝑜𝑟 𝑎𝑙𝑙 𝐼, 𝐽 ∈ 𝐼(𝑅)  
In [13], G. Ulucak defined  δ-primary hyperideal  as 

follows;   A proper hyperideal I of R is called  δ-primary 
hyperideal of a multiplicative hyperring (𝑅,+,∘)   if for all 
𝑎, 𝑏 ∈ 𝑅 , 𝑎 ∘ 𝑏 ⊆ 𝐼 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 𝑡ℎ𝑎𝑡  𝑒𝑖𝑡ℎ𝑒𝑟 𝑎 ∈ 𝐼   𝑜𝑟  𝑏 ∈
𝛿(𝐼), where δ is an expansion function of  I(R). 

 

n-Hyperideals of the Multiplicative Hyperring 
 
In this section, the definitions of n-ideal and δ-n-ideal 

given in [14] and [13], respectively, will be generalized to 
a commutative multiplicative hyperrings. Now we give a 
definition of n- hyperideal and some properties of this 
concept which is in [15]. For the safe of completeness, we 
will give the proofs of Theorem 2.1. and Theorem 2.2. 
Throughout this paper, unless otherwise stated, (𝑅,+,∗)  
will be taken as a commutative multiplicative hyperring. 

Definition 2.1. Let I be a hyperideal of (𝑅,+,∗) and 𝐼 ≠
𝑅. For all 𝑎, 𝑏 ∈ 𝑅,  if  𝑎 ∗ 𝑏 ⊆ 𝐼 and  𝑎 is non-nilpotent 
element implies that 𝑏 ∈ 𝐼   then I is called a n-hyperideal 
of R. 

Example 2.1. Let (ℤ4, +, .) be a ring and 𝐼 = {0̅, 2}̅ be 
an ideal of ℤ4. We define hyperoperation ∘ in ℤ4. For all 
�̅�, �̅� ∈ ℤ4,    �̅� ∘ �̅� = 𝑚𝑛̅̅ ̅̅ + 𝐼 

  
Then (ℤ4, +,∘) is a multiplicative hyperring and  𝐻 =

{0̅, 2̅} is a hyperideal of  ℤ4.  Since �̅�  ∘ �̅� ⊆ 𝐻 and �̅� is 
non-nilpotent implies that �̅� ∈ 𝐻, for all   �̅̅̅�, �̅� ∈ ℤ4. Then 
H is a n-hyperideal of ℤ4. 

Example 2.2.  Let  (ℤ,+,∗  ) be a multiplicative 
hyperring with respect to hyperopretion ∗   defined by   

   𝑎 ∗ 𝑏 = {𝑎. 𝑏, 2𝑎. 𝑏, 3𝑎. 𝑏, ….}, for all 𝑎, 𝑏 ∈ ℤ in [4].  
2ℤ is a hyperideal of ℤ but it is not n-hyperideal. Because 
4 ∗ 3 ⊆ 2ℤ and 4 is a non-nilpotent but 3 ∉ 2ℤ. 

Theorem 2.1.  Let  𝐾 = {𝐼𝑘 ∶ 𝑘 ∈ Ω }  be a nonempty 
family of n-hyperideals of a multiplicative hyperring (R, +, 
∗).  Then ⋂ 𝐼𝑘𝑘∈Ω  is a n-hyperideal of R and if K is a chain, 
then ⋃ 𝐼𝑘𝑘∈Ω  is a n-hyperideal of R. 

Proof.   ⋂ 𝐼𝑘𝑘∈Ω  is a n-hyperideal, it is clear from 
Definition 2.3. We will show that ⋃ 𝐼𝑘𝑘∈Ω  is a n-
hyperideal.  Let K be a chain. Since 𝐼𝑘 ⊆ 𝑅 and 𝐼𝑘 ≠ ∅  for 
𝑘 ∈ Ω.   ⋃ 𝐼𝑘𝑘∈Ω ⊆ 𝑅 and ⋃ 𝐼𝑘𝑘∈Ω ≠ ∅.  For all 𝑥, 𝑦 ∈
⋃ 𝐼𝑘𝑘∈Ω   and 𝑟 ∈ 𝑅, then there exist 𝑖, 𝑗 ∈ Ω such that  𝑥 ∈
𝐼𝑖 ,   𝑦 ∈ 𝐼𝑗. Suppose 𝐼𝑖 ⊆ 𝐼𝑗  then 𝑥 ∈ 𝐼𝑗 since 𝐼𝑗  is a 

hyperideal, 𝑥 − 𝑦 ∈ 𝐼𝑗    and   𝑥 ∗ 𝑟 ⋃𝑟 ∗ 𝑥 ⊆ 𝐼𝑗.   Hence  

𝑥 − 𝑦 ∈ ⋃ 𝐼𝑘𝑘∈Ω    𝑎𝑛𝑑 𝑥 ∗ 𝑟⋃𝑟 ∗ 𝑥 ⊆ ⋃ 𝐼𝑘𝑘∈Ω . Let    𝑥 ∗
𝑦 ⊆ ⋃ 𝐼𝑘𝑘∈Ω  and 𝑥 is non-nilpotent element for 𝑥, 𝑦 ∈ 𝑅. 
𝑥 ∗ 𝑦 ⊆ ⋃ 𝐼𝑘𝑘∈Ω ⇒ ∃𝑖 ∈ Ω, 𝑥 ∗ 𝑦 ⊆ 𝐼𝑖. Since 𝐼𝑖 is a n-
hyperideal and x is non-nilpotent, 𝑦 ∈ 𝐼𝑖.  Hence 𝑦 ∈
⋃ 𝐼𝑘𝑘∈Ω  and ⋃ 𝐼𝑘𝑘∈Ω  is a n-hyperideal of R. 

Theorem 2.2.  Let  𝑓: (R, +, o)→(S, +', ∗)   be a good 
homomorphism. Then  

If  𝐽 is a n-hyperideal of S, then 𝑓−1(𝐽) is a n-hyperideal 
of R. 

If   𝑓 is an isomorphism and 𝐼 is a n-hyperideal of R, 
then 𝑓(𝐼) is a n-hyperideal of S. 

Proof. i. Since 𝐽 is a hyperideal and 𝑓 homomorphism, 
𝑓−1(𝐽) = {𝑟 ∈ 𝑅: 𝑓(𝑟) ∈ 𝐽}  ≠ ∅  is a hyperideal of R. Let 
us show that 𝑓−1(𝐽)  is a n-hyperideal. Let 𝑟1𝑜𝑟2 ⊆ 𝑓

−1(𝐽) 
and 𝑟1  is a non-nilpotent element. Then for all n ∈ ℕ, 0 ∉
(r1)

n   so  0S = f(0) ∉ f(r1)
n,  thus 𝑓(𝑟1) is a non-nilpotent 

element in S. Since  𝑟1  𝑜 𝑟2 ⊆ 𝑓
−1(𝐽) and 𝑓 is a 

homomorphism, f(r1 o  r2) =  f(r1 ) ∗ f(r2 ) ⊆

 f(f−1(J)) ⊆ J. Therefore 𝑓(𝑟2) ∈ 𝐽  because 𝐽 is a n-

hyperideal and 𝑓(𝑟1) is a non-nilpotent element. Hence 
𝑟2 ∈ 𝑓

−1(𝐽) and so  𝑓−1(𝐽) is a n-hyperideal of R.  
ii. It is clear that  𝑓(𝐼) = {𝑓(𝑟): 𝑟 ∈ 𝐼} ⊆ 𝑆  is a 

hyperideal of S. Now, we will show that 𝑓(𝐼) is a n-
hyperideal. For all 𝑠1, 𝑠2 ∈ 𝑆 , 𝑠1 ∗ 𝑠2 ⊆ 𝑓(𝐼)  and 𝑠1 is non-
nilpotent. Since  𝑓 is an isomorphism,  𝑓(𝑟1) =
𝑠1  𝑎𝑛𝑑  𝑓(𝑟2) = 𝑠2,  for some   𝑟1, 𝑟2 ∈ 𝑅. Since 𝑠1 is non-
nilpotent, for all n ∈ ℕ, 0 ∉ f(r1)

n = f((r1)
n) and 0 ∉

(𝑟1)
𝑛, i.e, 𝑟1  is non-nilpotent. f(r1 o r2) ⊆  f(I) ⇒

r1 o r2 ⊆  I.  From the definition of n-hyperideal,  𝑟2 ∈ 𝐼.  
Hence 𝑠2 = 𝑓(𝑟2) ∈ 𝑆, thus 𝑓(𝐼) is a n-hyperideal of S. 

The set  𝑎𝑛𝑛(𝑥) = {𝑟 ∈ 𝑅: 0 ∈ 𝑟 ∗ 𝑥} is called the 
annihilator of 𝑥 in (R, +, ∗)  and 𝑥 is said to be a zerodivisor 
element of R if 𝑎𝑛𝑛(𝑥) ≠ 0.  The set of all zerodivisor 
elements of R denoted by 𝑧𝑑(𝑅). 

Definition 2.2. Let I be a proper hyperideal of (R, +, ∗). 
We say that I is a 𝑧𝑑-hyperideal, precisely when, 
whenever 𝑎, 𝑏 ∈ 𝑅 with  𝑎 ∗ 𝑏 ⊆ 𝐼 implies that 𝑎𝑛𝑛(𝑎) ≠
{0} 𝑜𝑟 𝑏 ∈ 𝐼.  

Example 2.3.  Let (ℤ6, +, . ) be a ring. We define the 

following hyperoperation ∗ on ℤ6: For all  𝑎, 𝑏 ∈ ℤ6,  

a ∗ b = { a.b, 2a. b, 3a. b, 4. a. b, 5a. b }. Then (ℤ6, +,∗) 

is a commutative multiplicative hyperring.   H = {0, 2, 4 }   
is a 𝑧𝑑-hyperideal of  ℤ6. 

Example 2.4.  Let (ℤ,+,∗  ) be a multiplicative 
hyperring w.r.t hyperoperation in Example 2.2.  Then 4ℤ 
is a hyperideal of ℤbut it is not 𝑧𝑑-hyperideal. Because 
4∗3⊆4ℤ but 𝑎𝑛𝑛(4) = 0 and 3∉4ℤ. 

o 0̅ 1̅ 2̅ 3̅ 

0̅ 𝐼 𝐼 𝐼 𝐼 

1̅ 𝐼 1̅ + 𝐼 𝐼 1̅ + 𝐼 

2̅ 𝐼 𝐼 𝐼 𝐼 

3̅ 𝐼 1̅ + 𝐼 𝐼 1̅ + 𝐼 
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Theorem 2.3.    Every n-hyperideal of R is a 𝑧𝑑-
hyperideal. 

Proof.   Let I be n-hyperideal of R. Assume that  𝑟 ∗ 𝑠 ⊆
𝐼 and 𝑎𝑛𝑛(𝑟) = 0  for 𝑟, 𝑠 ∈ 𝑅. Then 0 ∉ 𝑟𝑛  for all 𝑛 ∈ ℕ. 
Since I is a n-hyperideal of R and 𝑟 is non-nilpotent 
element in R, 𝑠 ∈ 𝐼.  Hence, I is a 𝑧𝑑-hyperideal of R. 

Example 2.5 shows that the converse of the Theorem 
2.3 is not true. 

Example 2.5. Consider the commutative multiplicative 

hyperring ℤ6 in Example 2.3. 𝐻 = {0} is a 𝑧𝑑-hyperideal of 

ℤ6 but H is not n-hyperideal. 
Proposition 2.1.  If R is a strong hyperdomain, then {0} 

is a n-hyperideal of R. 
Proof.  Let 𝑎 ∗ 𝑏 ⊆ 0 and 𝑎 is a non nilpotent element 

for 𝑎, 𝑏 ∈ 𝑅. Then 𝑎 ∗ 𝑏 ⊆ 0 and 0 ∉ 𝑎𝑛 for all 𝑛 ∈ ℕ and 
so 𝑎 ≠ 0. Since R is a strong hyperdomain and  0 ∈ 𝑎 ∗
𝑏,    𝑏 = 0. Therefore 𝑏 ∈ 0 and so {0} is a n-hyperideal. 

 In [12], Dasgupta defined the radical of the arbitrary 
hyperideal I as the intersection of all prime hyperideals 

containing I and denoted by 𝑅𝑎𝑑(𝐼) = √𝐼.  He also 
showed that 𝐷 ⊆ 𝑅ad(𝐼) by defining a set 𝐷 = {𝑟 ∈
𝑅 :  𝑟𝑛   ⊆ 𝐼 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑛  ∈ ℕ } for an arbitrary hyperideal 
I. We will denote this set D by 𝐷(𝐼) for any hyperideal I. 

In [16], Anbarloei showed that for a ∈  R, (I: a) =
{r ∈ R: r ∗ a ⊆  I}  is a hyperideal of R. The following 
proposition prove that n-hyperideal can be 
characterization with (𝐼: 𝑎). 

Proposition 2.2. Let I be a proper hyperideal of R.  I is a 
n-hyperideal of R if and only if 𝐼 = (𝐼: 𝑎) for every 𝑎 ∉
𝐷(0). 

Proof.  Suppose I is a n-hyperideal of R. Then 𝑥 ∗
𝑎 ⊆ 𝐼, for all 𝑥 ∈ 𝐼.  Therefore 𝑥 ∈ (𝐼: 𝑎) and so 𝐼 ⊆ (𝐼: 𝑎). 
Let 𝑢 ∈ (𝐼: 𝑎) and 𝑎 ∉ 𝐷(0). Then    𝑎 ∗ 𝑢 ⊆ 𝐼.  By 
Definition 2.1, 𝑢 ∈ 𝐼. Thus (𝐼: 𝑎) ⊆ 𝐼 and so 𝐼 = (𝐼: 𝑎). 
Conversely, let 𝐼 = (𝐼: 𝑎), for every 𝑎 ∉ 𝐷(0). Suppose 
𝑎 ∗ 𝑢 ⊆ 𝐼 for all  𝑎, 𝑢 ∈ 𝑅, 𝑎 is a non-nilpotent. Then 𝑢 ∈
(𝐼: 𝑎) = 𝐼 and so I is a n-hyperideal. 

Proposition 2.3.  Let N be a proper hyperideal of (R, +,∗
) with identity 1. Then N is a n-hyperideal if and only if 

for 𝑈, 𝑉 ∈ 𝐼(𝑅),   𝑈 ∗ 𝑉 ⊆ 𝑁, with  𝑈 ∩ (R − 𝐷(0)) ≠

∅  implies 𝑉 ⊆  N. 

Proof.  Suppose that  𝑈 ∗ 𝑉 ⊆ 𝑁 with   𝑈 ∩ (R −

𝐷(0)) ≠ ∅ for hyperideals 𝑈 and 𝑉 of R. Since 𝑈 ∩

 (R − 𝐷(0)) ≠ ∅, there exists 𝑥 ∈ 𝑈 such that 𝑥 ∉ 𝐷(0). 

Then 𝑥 ∗ 𝑉 ⊆ 𝑁 and so  𝑉 ⊆ (𝑁: 𝑥). Therefore, 𝑉 ⊆ 𝑁  by 
Proposition 2.2. Conversely, 𝑢 ∗ 𝑣 ⊆ 𝑁 and 𝑢 is non-
nilpotent element for all 𝑢, 𝑣 ∈ 𝑅. Then 𝑢 ∉ 𝐷(0).  Let 
𝑈 =< 𝑢 >  and 𝑉 =< 𝑣 >. Then U ∗  V =< u >∗ < v >

⊆ < u ∗ v > ⊆  N  and U ∩ (R− D(0)) ≠ ∅. Therefore 

𝑉 ⊆ 𝑁 and so 𝑏 ∈ 𝑁. Thus, N is a n-hyperideal of R. 
Theorem 2.4. Let K be a hyperideal of (R, +,∗)  with K ∩

 (R − D(0)) ≠ ∅. The following statements are hold: 

If 𝐽1, 𝐽2 are n-hyperideals of R with    J1 ∗  K =  J2 ∗  K, 
then 𝐽1 = 𝐽2. 

If 𝐽 ∗ 𝐾   is a n-hyperideal of R, then 𝐽 ∗ 𝐾 = 𝐽. 
Proof. i. Since 𝐽1 is a hyperideal, 𝐽1 ∗ 𝐾 = 𝐽2 ∗ 𝐾 ⊆ 𝐽1. 

Then 𝐽2 ⊆ 𝐽1, by Proposition 2.3. Because 𝐽1 is a n-

hyperideal,  𝐽2 ∗ 𝐾 ⊆ 𝐽1 and K ∩ (R − D(0)) ≠ ∅.  

Similarly,  𝐽1 ⊆ 𝐽2. Thus, 𝐽1 = 𝐽2.  
ii.  Let 𝐽 ∗ 𝐾 be a n-hyperideal of R. Then 𝐽 ∗ 𝐾 is a 

hyperideal and so 𝐽 ∗ (𝐽 ∗ 𝐾) ⊆ 𝐽 ∗ 𝐾. Since 𝐽 ∗ 𝐾 is a n-

hyperideal and K ∩ (R − 𝐷(0)) ≠ ∅,    𝐽 ⊆ 𝐽 ∗ 𝐾. 

Therefore   𝐽 = 𝐽 ∗ 𝐾. 
 
In Theorem 2.5, another characterization will be given 

for prime hyperideals to be n-hyperideal. 
Theorem 2.5.  Let (R, +, ∗) be a commutative 

multiplicative hyperring with scalar identity (1) and 𝑄 be a 
prime hyperideal of R with  𝑄   ∩ 𝐷(0) ≠ ∅   Then  𝑄 is an 
n-hyperideal if and only if 𝑄 = 𝐷(0). 

Proof. 𝐷(0) ⊆ 𝑄  is trivial. Now, we assume that 𝑄 ⊈
𝐷(0).  Then there exist 𝑎 ∈ 𝑄  such that 0 ∉ 𝑎𝑛 ,   for all 
𝑛 ∈ ℕ  and so 𝑎 is non-nilpotent. Since Q is a n-hyperideal 
and a = a ∗ 1 ⊆  Q , 1 ∈  Q  and   a ∗  1 ⊆  Q ,  for all 𝑎 ∈
𝑅.  Hence, 𝑎 ∈ 𝑄  and R= Q, which is a contradiction. Thus, 
Q = 𝐷(0). 

Conversely, suppose that  𝑄 = 𝐷(0). Let for  𝑥, 𝑦 ∈
𝑅, 𝑥 ∗ 𝑦 ⊆ 𝑄  and 𝑥 is a non-nilpotent. Then 𝑥 ∉ 𝑄 =
𝐷(0) and 𝑦 ∈ 𝑄 because Q is a prime hyperideal. Hence, 
Q is a n-hyperideal of R. 

Example 2.6. Let (ℤ, +,∗  ) be a multiplicative hyperring 
in Example2.2.  2ℤ is a prime hyperideal of ℤ but it is not 
n-hyperideal of ℤ. 

Example 2.7. Consider the multiplicative hyperring (ℤ, 
+,∗) in Example2.2, H= 2ℤ is a prime hyperideal of  ℤ and 
𝑆 = {2,4,6} ⊆ ℤ. Then   (𝐻: 𝑆) = {𝑥 ∈ 𝑍: 𝑥 ∗ 𝑆 ⊆ 𝐻} =
ℤ  is a n-hyperideal but H is not n-hyperideal, because 4 ∗
3 ⊆ 𝐻 and 4 is a non-nilpotent element but  3 ∉ 𝐻. 

 

δ – n- Hyperideal of Multiplicative Hyperring 
 
In this section, we will introduce the definition of δ-n-

hyperideal over the multiplicative hyperring with scaler 
identity and we will give a characterization of δ-n-
hyperideal. Throughout this section, all hyperideals will be 
taken as 𝒞-hyperideal. 𝒞- hyperideals of a multiplicative 
hyperring defined by Das Gupta in [12] as follows, let 
(𝑅, +,∗) be a multiplicative hyperring and J ∈  𝐼(𝑅).  J is 
said to be 𝒞- ideal  if for any A ∈ 𝒞,𝐴 ∩  𝐽 ≠ ∅ ⇒  𝐴 ⊆
 𝐽 , where  𝒞 = {𝑟1 ∗ 𝑟2 ∗ 𝑟3 ∗ …∗ 𝑟𝑛 ∶   𝑟𝑖   ∈ 𝑅,  n∈ ℕ}.  

In the following definition, we are using definition of 
radical I, to state once again if I is 𝒞- ideal, then Rad(I)=D(I) 
in [12]. 

Definition 3.1. Let J∈  𝐼(𝑅),  𝐽 ≠ 𝑅  and 
𝛿: 𝐼(𝑅) → 𝐼(𝑅)  be an expansion function. We say that J is 
a δ-n-hyperideal of R if for all  𝑥, 𝑦 ∈ 𝑅,  𝑥 ∗ 𝑦 ⊆ 𝐽 then 

either 𝑥 ∈ √0 or 𝑦 ∈ 𝛿(𝐽).  
Example 3.1.   Let (ℤ8, +, . ) be a ring and 𝐼 =

{0, 4} be an ideal of ℤ8.  We define hyperoperation in ℤ8: 

For all 𝑎, 𝑏 ∈ ℤ8 ,  𝑎 ∗ 𝑏 = 𝑎. 𝑏 + 𝐼. Then ( ℤ8, +,∗) is a 
multiplicative hyperring. Let 𝛿: 𝐼(ℤ8) → 𝐼(ℤ8) be a 
function such that 𝛿(𝐻) = 𝐻, for all H hyperideal of ℤ8.  

Therefore, δ is an expansion function. 𝐻 = {0, 2, 4, 6}  is a 

δ-n-hyperideal. 
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Example 3.2. Consider the multiplicative hyperring (ℤ, 
+, *) in Example2.2.  Let δ: I(ℤ)→I(ℤ) be a function such 
that 𝛿(𝐻) = 𝐻 for all H hyperideal. Then δ is an expansion 
function. H= 2ℤ is hyperideal of multiplicative hyperring ℤ 

but H is not δ-n-hyperideal. Indeed, 4 ∗ 3 ⊆ 𝐻 but 4 ∉ √0 
and 3 ∉ 𝛿(𝐻). 

Proposition 3.1. Let R be multiplicative hyperring with 
scaler identity and δ be an expansion of hyperideals of R 
and J a proper hyperideal of R with 𝛿(𝐽) ≠ 𝑅. If J is a δ-n-

hyperideal of R, then 𝐽 ⊆ √0. 

Proof. Suppose that 𝐽 ⊈ √0. Then there exists element 

𝑎 ∈ (𝐽-√0). Since 𝑎 ∈ 1 ∗ 𝑎 ⊆Jand 𝑎 ∉ √0, 1 ∈ δ(𝐽). 

Then for all 𝑟 ∈ 𝑅,   𝑟 ∈ 1 ∗ 𝑟 ⊆ δ(𝐽) and so 𝛿(𝐽) ≠ 𝑅, a 

contradiction. Thus 𝐽 ⊆ √0. 
Theorem 3.1.  Let J be a hyperideal of (𝑅,+,∗).  If 𝐽 =

√0, then J is a δ-n-hyperideal if and only if J is a δ-primary 
hyperideal. 

Proof.  Suppose that J is a δ-n-hyperideal and 𝑥, 𝑦 ∈
𝑅, 𝑥 ∗ 𝑦 ⊆ 𝐽 and 𝑥 ∉  𝐽. Then 𝑥 is not nilpotent and so 𝑦 ∈
𝛿(𝐽) because J is a δ-n-hyperideal. Hence, J is a δ-primary 
hyperideal. Conversely, J is a δ-primary hyperideal,  𝑥, 𝑦 ∈

𝑅, 𝑥 ∗ 𝑦 ⊆ 𝐽 and 𝑥 ∉ √0. Then 𝑥 ∉ 𝐽 and  𝑦 ∈ 𝛿(𝐽) since J 
is a δ- primary hyperideal. Hence, J is a δ-n-hyperideal of 
R. 

Proposition 3.2.   Let δ be an expansion of hyperideals 
of R. Then the following are hold 

i.  Let J be a δ-primary hyperideal of R with δ(𝐽) ≠ 𝑅. 

Then J is a δ-n-hyperideal of R if and only if  𝐽 ⊆ √0. 
ii. Let J be a prime hyperideal of R with δ(𝐽) ≠ 𝑅. Then 

J is a δ-n-hyperideal of R if and only if J= √0. 
Proof.   i. It is clear by Proposition 3.1. and Theorem 

3.1.   

ii.Since J is prime hyperideal, √0 ⊆ J. From Proposition 

3.1,  𝐽 ⊆ √0 and so 𝐽 = √0. Conversely, since J is a prime 
hyperideal, J is a δ- primary hyperideal by [13]. From 
Theorem 3.1, J is a δ-n-hyperideal of R. 

 
Theorem 3.2.  For a proper hyperideal I of R and an 

expansion of fuction δ, the following statements are 
equivalent: 

I is a δ-n-hyperideal of R. 

(𝐼: 𝑎) ⊆ √0  for all a ∈ R − δ(I). 
If 𝑎 ∘ 𝐽 ⊆ 𝐼 for some a ∈ R and an hyperideal J of R, 

then 𝑎 ∈ √0 or J ⊆ δ(I). 
If 𝐽 ∘ 𝐾 ⊆ 𝐼  for some hyperideals J and K of R implies 

J  ∩ (R −  √0)  = ∅ or K ⊆ δ(I). 

Proof. (𝑖) ⇒ (𝑖𝑖) Assume that any 𝑥 ∈ (𝐼: 𝑎), then 𝑥 ∘

𝑎 ⊆ 𝐼. Since I is a δ-n-ideal of R and 𝑎 ∉ δ(𝐼), 𝑥 ∈ √0. 

Thus, (𝐼: 𝑎) ⊆ √0. 
(𝑖𝑖)  ⇒ (𝑖𝑖𝑖) Suppose that if 𝑎 ∘ 𝐽 ⊆ 𝐼 and 𝐽 ⊈ δ(𝐼). 

For any 𝑗 ∈ 𝐽, 𝑎 ∘ 𝑗 ⊆ 𝐼 and so 𝐽 ⊆ (𝑎: 𝐼) ⊆ √0. Since 𝐽 ⊈

δ(𝐼), there exist 𝑗 ∈ 𝐽 but 𝑗 ∉ δ(𝐼) and so 𝑎 ∈ √0 by (ii). 
(𝑖𝑖𝑖)  ⇒ (𝑖𝑣) Let 𝐽 ∘ 𝐾 ⊆ 𝐼 and suppose J  ∩ (R −

 √0)  ≠ ∅. Then there is an element 𝑗 ∈ 𝐽 − √0. For any 

𝑘 ∈ 𝐾, 𝐽 ∘ 𝑘 ⊆ 𝐼. Then for 𝑗 ∈ 𝐽 − √0, 𝑗 ∘ 𝑘 ⊆ 𝐼. From 
(iii), 𝑘 ∈ δ(𝐼) and so K ⊆ δ(I). 

(𝑖𝑣) ⇒ (𝑖) Let 𝑥 ∘ 𝑦 ⊆ 𝐼 for some 𝑥, 𝑦 ∈ 𝑅 𝑎𝑛𝑑  𝐽 =

(𝑥), 𝐾 = (𝑦). Then 𝐽 ∘ 𝐾 ⊆ 𝐼 . If J  ∩ (R −  √0)  ≠ ∅, 

then 𝑥 ∈ √0. If 𝐾 ⊈ δ(𝐼), then 𝑦 ∉ δ(𝐼) and so 𝐾 ⊈ 𝐼, a 

contraction. Then, 𝑥 ∈ √0 by our assumption. Thus, I is a 
δ-n-hyperideal of R. 

Example 3.3. Consider the commutative multiplicative 

hyperring ( ℤ6,+,*) in Example 2.3.   𝐻 = {0, 2, 4}, 𝐾 =

{0, 3}, 0 and  ℤ6 are hyperideals of multiplicative 

hyperring  ℤ6.  𝛿: 𝐼( ℤ6) → 𝐼( ℤ6) be a function such that 

𝛿(𝑋) = {
 ℤ6 ,  𝑋 = 𝐻,ℤ6
𝐾   , 𝑋 = 𝐾, {0}

 

Therefore, δ is an expansion function. {0} is a δ-n-
hyperideal but it is not δ-primary hyperideal o𝑓  ℤ6.   
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Introduction and Preliminaries 

In 1922, S. Banach first established the Banach 
contraction principle (BCP) and proved fixed point results 
in complete metric spaces. Since then lots of fixed point 
results have been proved in many contractive conditions 
on various spaces. In 2011, Mujahid Abbas, Talat Nazir and 
Stojan Radenovic [1] established some common fixed 
point results for four maps in partially ordered metric 
spaces. Also in 2018, Seonghoon Cho [2] obtained some 
fixed point theorems for generalized weakly contractive 
mappings in metric spaces.  

In this paper we have established a unique common  
fixed point theorem on generalized (ψ,φ)- weak 
contractions for a sequence of mappings in 2-Banach 
spaces, which  is a generalization of the results of 
Seonghoon Cho [2]. 

The concept of 2- Banach space has been initiated by 
S. Gahler [3] and then many authors established fixed 
point results on this space under different contractive 
conditions as in other spaces. In 2013, Liu and Chai [4] 
established fixed point theorem for weakly contractive 
mappings in generalized metric spaces. Later in 2021, 
Zhiqun and Guiwen Lv [5]  also developed  some  fixed 
point  results for generalized (ψ,ϕ)-weak contraction in 
Branciari- type generalized metric spaces. 

 We recall some basic definitions, properties and 
conclusions   which are as follows: 
Definition 1  [2]  Let 𝑋 be a real linear space and ||. , . || be 
a non-negative real valued function defined on  𝑋 × 𝑋 
satisfying the following conditions: 

 

‖𝑣, 𝑤‖ = 0, if and only if 𝑣 and 𝑤 are linearly 
dependent in 𝑋 ; 

‖𝑣, 𝑤‖ = ‖𝑤, 𝑣‖, for all 𝑣, 𝑤 ∈ 𝑋; 
‖𝑣, 𝑘𝑤‖ = |𝑘|‖𝑣, 𝑤‖ , 𝑣, 𝑤 ∈ 𝑋; 𝑘 ∈ 𝑅; 
‖𝑣, 𝑤 + 𝑧‖ ≤ ‖𝑣, 𝑤‖ + ‖𝑤, 𝑧‖, for all 𝑣, 𝑤, 𝑧 ∈ 𝑋. 
 
Then ||. , . || is called a 2-norm on 𝑋 and the pair 

(𝑋, ||. , . ||) is called a linear 2-normed space. 
 

Note: 2-Norm are non-negative and ‖𝑣, 𝑤 + 𝑘𝑣‖ =
‖𝑣, 𝑤‖, for all 𝑣, 𝑤 ∈ 𝑋; 𝑘 ∈ 𝑅. 

 
Definition 2 [6,7]  A sequence {𝑣𝑛} in a linear 2-normed 
space (𝑋, ||. , . ||)  is called Cauchy sequence if 

 
lim

𝑚,𝑛→∞
‖𝑣𝑚 − 𝑣𝑛 , 𝑎‖ = 0, for all 𝑎 ∈ 𝑋. 

 
Definition 3 [6]   A sequence {𝑣𝑛} in a linear 2-normed 
space (𝑋, ||. , . ||) is said to be convergent in 𝑋,  if there  is 
a point 𝑣 in 𝑋 × 𝑋  such that lim

𝑛→∞
‖𝑣𝑛 − 𝑣, 𝑎‖ = 0, for all 

𝑎 ∈ 𝑋. 
 

Definition 4 [6]   A linear 2-normed space 𝑋 is said to be 
complete with respect to the 2-norm ||. , . || if every 
Cauchy sequence is convergent to an element of 𝑋. Then 
we call  (𝑋, ||. , . ||) to be a 2- Banach space. 

   
Definition 5 [6]  Let 𝑋 be a 2-Banach space and 𝑇 be a self-
mapping on 𝑋. 𝑇 is said to be continuous at𝑥 ∈ 𝑋 if for 
every sequence {𝑣𝑛} in 𝑋 , 𝑣𝑛 → 𝑣 as 𝑛 → ∞ implies  
𝑇(𝑥𝑛) → 𝑇(𝑥) as 𝑛 → ∞. 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0001-5429-281X
https://orcid.org/0000-0001-6890-8427
https://orcid.org/0000-0002-5773-2021
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Definition 6 [6]    Let 𝐹 and 𝐺 be self maps on a set 𝑋 (i.e, 
𝐹, 𝐺: 𝑋 → 𝑋). If 𝑢 = 𝐹𝑤 = 𝐺𝑤 for some  ∈ 𝑋 ,  then  𝑤 is 
called a coincidence point of 𝐹 and 𝐺; and 𝑢  is called a 
point of coincidence of 𝐹 and 𝐺. 

 
Example 1  Let 𝑋 = 𝑅3.  Define 2-norm on 𝑋 as  

 
||𝑣, 𝑤|| = 0,    if and if  𝑣, 𝑤  are linearly dependent; 

 = |(𝑣1 𝑣2 𝑣3) (

𝑤1

𝑤2

𝑤3

)|,  where, 𝑣 = (𝑣1, 𝑣2, 𝑣3),       

𝑤 = (𝑤1, 𝑤2 , 𝑤3)  ∈ 𝑅3, 
 
Then (X, ∥., .∥) is called a 2-Normed on X. 
 

Example 2 [8].   Let 𝑄𝑛   denote the set of all real 
polynomials of degree ≤ 𝑛 on the interval [0,1]. For usual 
addition and scalar multiplication, 𝑄𝑛is a linear vector 
space over the real numbers. Let 𝑣1, 𝑣2, 𝑣3, …  be distinct 

fixed points in [0,1]  and define the following 2-norm on  
𝑄𝑛   as 

          ||𝐹, 𝐺|| = ∑ |𝐹(𝑣𝑘)|𝐺(𝑣𝑘)2𝑛
𝑘=0 ,  whenever 𝐹 and 

𝐺  are linearly independent; 
                        = 0  if and only if  𝐹 and 𝐺  are linearly 

dependent. 
Then (𝑄𝑛 , ||. , . ||)  is  a 2-Banach space. 
 
In 2013, Liu and Chai [4] established some fixed point 

theorems in generalized metric spaces and 2018, 
Seonghoon Cho[2]  obtained some fixed point results  in a 
metric space using  a generalised weakly contractive 
mapping.  

 Inspiring the results of Liu and Chai [4] and Seonghoon 
Cho[2]  (c.f. Theorem 2.2) we have established the 
following results. 

 

 
Main Results 
 

To establish our main results we introduce two classes of functions   𝛹 and  𝛷  which are given below: 
Ψ = {ψ ∶  [0, ∞)  →  [0, ∞)  satisfying  the following conditions: 
 (i) ψ  is monotonic non-decreasing; 
 (ii)  lim

𝑡→𝑟
𝜓(𝑡) > 0 𝑓𝑜𝑟  𝑟 > 0  𝑎𝑛𝑑  lim

𝑡→0+
𝜓(𝑡) = 0 ; 

(iii) 𝜓(𝑡) = 0  𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑡 = 0. }  
Φ = {𝜑: [0, ∞)  →  [0, ∞)   satisfying  the  following conditions: 
(i) lim

𝑡→𝑟
𝑖𝑛𝑓𝜑(𝑡) > 0 𝑓𝑜𝑟  𝑟 > 0 ;  

(ii)  𝜑(𝑡𝑛) →  0   implies  𝑡𝑛  →  0; 
(iii) 𝜑(𝑡) = 0 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑡 = 0.  
 
Theorem 1  Let  (𝑋, ||. , . ||)  be a 2-Banach space  and   {𝑇𝑖   }𝑖=1

∞   be  a  sequence of self maps  on  𝑋 satisfying the 
following conditions:    
 
𝜓{‖𝑇𝑖x − 𝑇𝑗y , a‖ + 𝜙(𝑇𝑖𝑥) + 𝜙(𝑇𝑗 y )} ≤ 𝜓{𝑍(1)  (𝑥, 𝑦, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} − 𝜑{𝑍(2)  (𝑥, 𝑦, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} , ∀ 𝑥, 𝑦 ∈ 𝑋, 𝜓 ∈ Ψ, 𝜑 ∈ Φ;    (1) 

where, 
 

𝑍(1)  (𝑥, 𝑦, 𝑇𝑖 , 𝑇𝑗  , 𝜙) = max {‖𝑥 − 𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑦), ‖𝑥 − 𝑇𝑖𝑥, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑇𝑖𝑥),    ‖𝑦 − 𝑇𝑗  𝑦, 𝑎‖ + 𝜙(𝑦) +

𝜙(𝑇𝑗  𝑦),   
 1

 2
{‖𝑥 − 𝑇𝑗𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑇𝑗𝑦) +   ‖𝑦 − 𝑇𝑖𝑥, 𝑎‖ + 𝜙(𝑦) + 𝜙(𝑇𝑖𝑥)}                     (2) 

 
𝑍(2)  (𝑥, 𝑦, 𝑇𝑖 , 𝑇𝑗 , 𝜙) = max{‖𝑥 − 𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑦), ‖𝑥 − 𝑇𝑖𝑥, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑇𝑖𝑥),    ‖𝑦 − 𝑇𝑗 𝑦, 𝑎‖ + 𝜙(𝑦) + 𝜙(𝑇𝑗 𝑦)  }   (3) 

 
And 𝜙: 𝑋 → [0, ∞)  𝑖𝑠 𝑎 𝑙𝑜𝑤𝑒𝑟 𝑠𝑒𝑚𝑖 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛. 
Then there exists a unique 𝑧 ∈ 𝑋 such that 𝑧 = 𝑇𝑖  z, ∀ i = 1,2,3, …   and  𝜙(𝑧) = 0.    
Proof: Let 𝑥0 ∈ 𝑋  be a point and we define a sequence {𝑥𝑛}𝑛=1

∞ ⊂ 𝑋  by 
𝑥𝑛+1 = 𝑇𝑖𝑥𝑛  ∀  𝑖 = 1,2,3, … 

Consider two cases: 
Case-I: Let { 𝑥𝑛}   be periodic.  
subcase-I.I:  If for some 𝑛 ∈ 𝑁,    𝑥𝑛 = 𝑥𝑛+1,  then 𝑥𝑛 = 𝑇𝑖 𝑥𝑛   and hence  xn is a fixed point of    𝑇𝑖   ∀ 𝑖=  1,2,3,... 

subcase-I.II:  If for some 𝑛 ∈ 𝑁, 𝑥𝑛=𝑥𝑛+𝑝,  for p = 2,3, .., then   𝑇𝑖
𝑝−1

𝑥𝑛  is a fixed point of 𝑇𝑖 . 

For 𝑝 = 2,  𝑥𝑛= 𝑥𝑛+2,  then 𝑇𝑖𝑥𝑛 is  a  fixed point of  𝑇𝑖   i.e.,  𝑇𝑖 (𝑥𝑛) = 𝑇𝑖 (𝑇𝑖 (𝑥𝑛)),     i.e.,      xn+1 =xn+2 

If not then,        ||𝑥𝑛+1 − 𝑥𝑛+2, 𝑎|| > 0,       ∀  𝑎 𝜖 𝑋. 

From (2) we have, 
 
Z(1) (𝑥𝑛 , 𝑥𝑛+1, 𝑇𝑖 , 𝑇𝑗 , 𝜙) 
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= max{ || 𝑥𝑛 − 𝑥𝑛+1  ,a||+ 𝜙(𝑥𝑛) +𝜙(𝒙𝒏+𝟏), ||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1),    ||𝑥𝑛+1 − 𝑥𝑛+2, 𝑎|| + 𝜙(𝑥𝑛+1) +

𝜙(𝑥𝑛+2),
1

2
{||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1),   ||𝑥𝑛+1 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛+1) + 𝜙(𝑥𝑛+1)}} 

 
=  {‖𝑥𝑛 − 𝑥𝑛+1, 𝑎‖ + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1)},                                                   [  𝑎𝑠   𝑥𝑛 = 𝑥𝑛+2] 
and 

        𝑍(2)(𝑥𝑛, 𝑥𝑛+1, 𝑇𝑖 , 𝑇𝑗 , 𝜙)= max { || xn - xn+1  ,a|| + 𝜙(𝒙𝒏) + 𝜙(𝒙𝒏+𝟏), ||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1), 

                        ||𝑥𝑛+1 − 𝑥𝑛+2, 𝑎|| + 𝜙(𝑥𝑛+1) + 𝜙(𝑥𝑛+2),} 

 

        ={||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1)}                  [𝑎𝑠   𝑥𝑛 = 𝑥𝑛+2]  

 
Therefore,  by (1)  we obtain        
 
𝜓{‖𝑥𝑛+1 − 𝑥𝑛+2, 𝑎‖ + 𝜙(𝑥𝑛+1) + 𝜙(𝑥𝑛+2)} 
=ψ {||𝑇𝑖 𝑥𝑛 − 𝑇𝑗𝑥𝑛+1, 𝑎|| + 𝜙(𝑇𝑖x𝑥𝑛

) + 𝜙(𝑇𝑗𝑥𝑛+1)} 

≤ ψ{||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1)} - 𝜙{||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1)}, 

 

which gives   𝜓{||𝑥𝑛+1 − 𝑥𝑛, 𝑎|| + 𝜙(𝑥𝑛+1) + 𝜙(𝑥𝑛)} <  𝜓 {||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1)},  which is a 

contradiction. 
 
Hence,     𝑇𝑖(𝑇𝑖𝑥𝑛) = 𝑇𝑖𝑥𝑛       i.e.,    𝑇𝑖𝑥𝑛       is  a  fixed point of  𝑇𝑖,   ∀ 𝑖 =  1, 2, 3. . . . . . .. 
Therefore the statement is true for 𝑝 = 2. 
Assume that the statement is true for 𝑝 = 𝑚,   𝑚 ≥ 2,  i.e.,   𝑇𝑖

𝑚−1𝑥𝑛 is a fixed point of 𝑇𝑖 .                                               
 
𝑇ℎ𝑒𝑛         𝑇𝑖

𝑚𝑥𝑛 = 𝑇𝑖
𝑚−1𝑥𝑛              (4) 

 
Applying     𝑇𝑖    on both sides of    (4),     we get 
         
     𝑇𝑖(𝑇𝑖

𝑚𝑥𝑛) = 𝑇𝑖(𝑇𝑖
𝑚−1𝑥𝑛)    i.e.,     𝑇𝑖(𝑇𝑖

𝑚𝑥𝑛) =  𝑇𝑖
𝑚𝑥𝑛. 

 
Hence,     𝑇𝑖

𝑚𝑥𝑛    is a  fixed point of   𝑇𝑖  .   Therefore the statement is true for    𝑝 = 𝑚 + 1.  
Thus by the Principle of Mathematical Induction if    𝑥𝑛 =  𝑥𝑛+𝑝 ,    then  𝑥𝑛   is  a  fixed point of  𝑇𝑖, for    𝑝 = 1,2,3, … 

Case-II:  Assume  𝑥𝑛 ≠  𝑥𝑛+1 ,    for all  𝑛 ∈ 𝑁. Now from   (2)   we have  
 
Z(1)  𝑥𝑛−1, 𝑥𝑛 , 𝑇𝑖 , 𝑇𝑗 , 𝜙) 

= max{||𝑥𝑛−1 − 𝑥𝑛 , a||  + 𝜙 (𝑥𝑛−1) + 𝜙(𝑥𝑛), ||𝑥𝑛−1 − 𝑥𝑛 , a|| + 𝜙(𝑥𝑛−1)+ 𝜙(𝑥𝑛), ‖𝑥𝑛 − 𝑥𝑛+1, 𝑎‖ + 𝜙(𝑥𝑛)+ 𝜙(𝑥𝑛+1),  
 
1

2
||𝑥𝑛−1 − 𝑥𝑛 , a||+𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛) + ||𝑥𝑛 − 𝑥𝑛 , a||+𝜙(𝑥𝑛)+𝜙(𝑥𝑛)} 

=max {||𝑥𝑛−1 − 𝑥𝑛 , a|| + 𝜙 (𝑥𝑛−1) + ϕ(𝑥𝑛), ||𝑥𝑛 − 𝑥𝑛+1, a|| + 𝜙(𝑥𝑛) +  
 
𝜙(𝑥𝑛+1)}             (5) 
 
And from (3)   we   
 
Z(2) ( 𝑥𝑛−1, 𝑥𝑛 , 𝑇𝑖 , 𝑇𝑗 , 𝜙)=max {||𝑥𝑛−1 − 𝑥𝑛 , a||  + 𝜙 (𝑥𝑛−1) + 𝜙(𝑥𝑛), ||𝑥𝑛−1 − 𝑥𝑛 , a|| + 𝜙(𝑥𝑛−1)+ 

𝜙(𝑥𝑛), ||𝑥𝑛 − 𝑥𝑛+1, a|| + 𝜙(𝑥𝑛)+ 𝜙(𝑥𝑛+1)}                                                                                                          
 
= max{||𝑥𝑛−1 − 𝑥𝑛 , a|| + 𝜙 (𝑥𝑛−1) + 𝜙(𝑥𝑛), ||𝑥𝑛 − 𝑥𝑛+1, a|| + 𝜙(𝑥𝑛)+ 𝜙(𝑥𝑛+1)} 
 
If    ||𝑥𝑛−1 − 𝑥𝑛 , a||  + 𝜙 (𝑥𝑛−1) + 𝜙(𝑥𝑛) ≤ ||𝑥𝑛 − 𝑥𝑛+1, a|| + 𝜙(𝑥𝑛)+ 𝜙(𝑥𝑛+1), 
  
Then from  (1)    we get 
 
𝜓{‖xn − xn+1 , 𝑎‖ + 𝜙(xn) + 𝜙(xn+1)} ≤ 𝜓{‖𝑥𝑛 − 𝑥𝑛+1 , 𝑎‖ + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1)} −  𝜑{||xn − xn+1, 𝑎|| + 𝜙(xn) + 𝜙(xn+1)}, 

 
Which gives    𝜑{‖𝑥𝑛 − 𝑥𝑛+1, 𝑎‖ + ϕ(𝑥𝑛) + ϕ( 𝑥𝑛+1)} = 0. 
By definition of    𝜑  function we have  
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||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙( 𝑥𝑛) + 𝜙( 𝑥𝑛+1) = 0. 

 
Hence  𝑥𝑛+1 =  𝑥𝑛 and  𝜙( 𝑥𝑛+1) =  𝜙( 𝑥𝑛) = 0 , which is a contradiction. 
Therefore, 
 
   ‖xn − xn+1, 𝑎‖ + 𝜙(xn) + 𝜙(xn+1) < ||𝑥𝑛−1 − 𝑥𝑛 , a||  + 𝜙 (𝑥𝑛−1) + 𝜙(𝑥𝑛), ∀  𝑛 =  1,2,3, …                 (7) 

 
and  
 

   𝑍(1)(𝑥𝑛−1, 𝑥𝑛 , 𝑇𝑖 , 𝑇𝑗 , 𝜙) = ||𝑥𝑛−1 − 𝑥𝑛 , a|| + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)       (8) 

 
and 
  

 𝑍(2)(𝑥𝑛, 𝑥𝑛+1, 𝑇𝑖 , 𝑇𝑗 , 𝜙) =  ||𝑥𝑛−1 − 𝑥𝑛 , a|| + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)         (9) 

 
From   (1)  we have   
 

𝜓||𝑥𝑛 − 𝑥𝑛+1, 𝑎|| + 𝜙(𝑥𝑛) + 𝜙(𝑥𝑛+1) ≤ 𝜓{||𝑥𝑛−1 − 𝑥𝑛 , 𝑎|| + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)}    (10) 

 −𝜑{||𝑥𝑛−1 − 𝑥𝑛 , 𝑎|| + 𝜙(𝑥𝑛−1) +   𝜙(𝑥𝑛)} 

 

From  (7)   the sequence    {||𝑥𝑛−1 − 𝑥𝑛 , 𝑎|| + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)}     is  monotonic decreasing and bounded below and 

hence convergent.  
Let 
 

𝑙𝑖𝑚
𝑛→∞

{||𝑥𝑛−1 − 𝑥𝑛 , 𝑎|| + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)}= 𝑟 

 

and    lim
𝑟→∞

𝜓{||𝑥𝑛−1 − 𝑥𝑛 , 𝑎|| + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)} = 𝑟∗,      where ,      r, r*≥ 0. 

 
Claim:  r=0. 
If 𝑟 > 0,   then taking lower limit as 𝑛 → ∞ on both sides of (10),  we have 

𝑙𝑖𝑚
𝑛→∞

 𝜓{∥∥𝑥𝑛 − 𝑥𝑛+1, 𝑎∥∥ + 𝜙(𝑥𝑛) + 𝜙𝑥𝑛+1}

≤ 𝑙𝑖𝑚
𝑛→∞

 𝜓{∥∥𝑥𝑛−1 − 𝑥𝑛 , 𝑎∥∥ + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)} −

𝑙𝑖𝑚
𝑛→∞

  inf 𝜑{∥∥𝑥𝑛−1 − 𝑥𝑛 , 𝑎∥∥ + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)}

 

 or, 𝑙𝑖𝑚
𝑛→∞

 inf 𝜑{∥∥𝑥𝑛−1 − 𝑥𝑛 , 𝑎∥∥ + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)} ≤ 0,    which is a contradiction as 

𝑙𝑖𝑚
𝑛→∞

 {∥∥𝑥𝑛−1 − 𝑥𝑛, 𝑎∥∥ + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)} = 𝑟 > 0 ⇒ 𝑙𝑖𝑚
𝑛→∞

  inf 𝜑{∥∥𝑥𝑛−1 − 𝑥𝑛 , 𝑎∥∥ + 𝜙(𝑥𝑛−1) +

𝜙(𝑥𝑛)} ≤ 0.

 Therefore 𝑙𝑖𝑚
𝑛→∞

 {∥∥𝑥𝑛−1 − 𝑥𝑛 , 𝑎∥∥ + 𝜙(𝑥𝑛−1) + 𝜙(𝑥𝑛)} = 0,    which gives 

 

∥∥𝑥𝑛−1 − 𝑥𝑛 , 𝑎∥∥ = 0,  and  𝑙𝑖𝑚
𝑛→∞

 𝜙(𝑥𝑛) = 0. 

 
Now we prove that the sequence {𝑥𝑛} is Cauchy in X. 
If {𝑥𝑛} is not Cauchy, then there exist 𝜖 > 0 and two subsequences {𝑥𝑚(𝑘)} and {𝑥𝑛(𝑘)} of {𝑥𝑛}  with  𝑚(𝑘)  is the 

smallest index such that 𝑚(𝑘) > 𝑛(𝑘) > 𝑘, implies 
 

∥∥𝑥𝑚(𝑘)−1 − 𝑥𝑛(𝑘), 𝑎∥∥ ≥ 𝜀, 

and 

∥∥𝑥𝑚(𝑘)−1 − 𝑥𝑛(𝑘), 𝑎∥∥ < 𝜀. 

Now, 

𝜀 ≤ ∥∥𝑥𝑚(𝑘) − 𝑥𝑛(𝑘),𝑎∥∥ + 𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑥𝑛(𝑘))

≤ ∥∥𝑥𝑚(𝑘) − 𝑥𝑚(𝑘)−1, 𝑎∥∥ + ∥∥𝑥𝑚(𝑘)−1 − 𝑥𝑛(𝑘),𝑎∥∥ + 𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑥𝑛(𝑘))

< ∥∥𝑥𝑚(𝑘) − 𝑥𝑚(𝑘)−1, 𝑎∥∥ + 𝑒 + 𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑥𝑛(𝑘))

 

 
Limiting as 𝑘 → ∞ we have  
 

𝑙𝑖𝑚
𝑘→∞

 {∥∥𝑥𝑚(𝑘) − 𝑥𝑛(𝑘), 𝑎∥∥ + 𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑥𝑛(𝑘))} = 𝜀. 



Paul et al. / Cumhuriyet Sci. J., 43(4) (2022) 676-683 

680 

 
From (2) we have,  

𝑍(1)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘), 𝑇𝑖 , 𝑇𝑗 , 𝜙)

= 𝑚𝑎𝑥{∥∥𝑥𝑛(𝑘) − 𝑥𝑚(𝑘), 𝑎∥∥ + 𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑥𝑚(𝑘)), ‖𝑥𝑛(𝑘) − 𝑇𝑖𝑥𝑛(𝑘), 𝑎‖

𝜙(𝑥𝑛(𝑘)) + 𝜑(𝑇𝑖𝑥𝑛(𝑘)), ∥∥𝑥𝑚(𝑘) − 𝑇𝑗𝑥𝑚(𝑘), 𝑎∥∥ + 𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑇𝑗𝑥𝑚(𝑘)),
1

2
{∥∥𝑥𝑛(𝑘) − 𝑇𝑗𝑥𝑚(𝑘), 𝑎∥∥ + 𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑇𝑗𝑥𝑚(𝑘)), ‖𝑥𝑚(𝑘) − 𝑇𝑖𝑥𝑛(𝑘), 𝑎‖ +

𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑇𝑖𝑥𝑛(𝑘))}

= 𝑚𝑎𝑥{∥∥𝑥𝑛(𝑘) − 𝑥𝑚(𝑘), 𝑎∥∥ + 𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑥𝑚(𝑘)), ∥∥𝑥𝑛(𝑘) − 𝑥𝑛(𝑘)+1, 𝑎∥∥ +

𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑥𝑛(𝑘)+1), ∥∥𝑥𝑚(𝑘) − 𝑥𝑚(𝑘)+1, 𝑎∥∥ + 𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑥𝑚(𝑘)+1),
1

2
{∥∥𝑥𝑛(𝑘) − 𝑥𝑚(𝑘)+1, 𝑎∥∥ + 𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑇𝑥𝑚(𝑘)+1), ∥∥𝑥𝑚(𝑘) − 𝑥𝑛(𝑘)+1, 𝑎∥∥ +

𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑥𝑛(𝑘)+1)}

  

 
Taking limit  as    𝑘 → ∞ on both sides of (15) and using (11) and (14) we have  
 

𝑙𝑖𝑚
𝑘→∞

 𝑍(1)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘) , 𝑇𝑖 , 𝑇𝑗 , 𝜙) = 𝜀. 

 
Also it follows from (3) that  
 

𝑍(2)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘), 𝑇𝑖 , 𝑇𝑗 , 𝜙)

= 𝑚𝑎𝑥{∥∥𝑥𝑛(𝑘) − 𝑥𝑚(𝑘), 𝑎∥∥ + 𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑥𝑚(𝑘)), ∥∥𝑥𝑛(𝑘) − 𝑇𝑖𝑥𝑛(𝑘), 𝑎∥∥ +

𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑇𝑖𝑥𝑛(𝑘)), ∥∥𝑥𝑚(𝑘) − 𝑇𝑗𝑥𝑚(𝑘), 𝑎∥∥ + 𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑇𝑗𝑥𝑚(𝑘))}

= 𝑚𝑎𝑥{∥∥𝑥𝑛(𝑘) − 𝑥𝑚(𝑘), 𝑎∥∥ + 𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑥𝑚(𝑘)), ∥∥𝑥𝑛(𝑘) − 𝑥𝑛(𝑘)+1, 𝑎∥∥ +

𝜙(𝑥𝑛(𝑘)) + 𝜙(𝑥𝑛(𝑘)+1), ∥∥𝑥𝑚(𝑘) − 𝑥𝑚(𝑘)+1, 𝑎∥∥ + 𝜙(𝑥𝑚(𝑘)) + 𝜙(𝑥𝑚(𝑘)+1)}

 

 
Taking  limit as   𝑘 → ∞ on both sides of (17) and using (11) and (14) we have  
 

𝑙𝑖𝑚
𝑘→∞

 𝑍(2)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘) , 𝑇𝑖 , 𝑇𝑗 , 𝜙) = 𝜀. 

 
Also from (1) we have, 

𝜓{∥∥𝑥𝑛(𝑘)+1 − 𝑥𝑚(𝑘)+1, 𝑎∥∥ + 𝜙(𝑥𝑛(𝑘)+1) + 𝜙(𝑥𝑚(𝑘)+1)}

≤ 𝜓{𝑍(1)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘), 𝑇𝑖 , 𝜙)} − 𝜑{𝑍(2)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘), 𝑇𝑖 , 𝜙)}
 

 
Taking lower limit as   𝑘 → ∞ on both sides of   (19)  we have 
 

lim 𝑛→∞ 𝜓 {∥∥𝑥𝑛(𝑘)+1 − 𝑥𝑚(𝑘)+1, 𝑎∥∥ + 𝜙(𝑥𝑛(𝑘)+1) + 𝜙(𝑥𝑚(𝑘)+1}}

≤ 𝑙𝑖𝑚
𝑛→∞

 𝜓{𝑍(1)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘), 𝑇𝑖 , 𝑇𝑗 , 𝜙)} − 𝑙𝑖𝑚
𝑛→∞

 𝑖𝑛𝑓𝜑{𝑍(2)(𝑥𝑛(𝑘) , 𝑥𝑚(𝑘), 𝑇𝑖 , 𝑇𝑗 , 𝜙)},
 

 
[using (14) and (16) ] 

Which gives  𝑙𝑖𝑚
𝑘→∞

 𝑍(2)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘), 𝑇𝑖 , 𝑇𝑗 , 𝜙) ≤ 0 which is a contradiction as  

 

𝑙𝑖𝑚
𝑘→∞

 𝑍(2)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘) , 𝑇𝑖 , 𝑇𝑗 , 𝜙) = 𝜀. 

 
Hence {𝑥𝑛} is a Cauchy in 𝑋. 
Since 𝑋 is complete, there exist 𝑧 ∈ 𝑋 such that 𝑙𝑖𝑚

𝑛→∞
 𝑥𝑛 = 𝑧. 

Since 𝜙 is lower semi-continuous, 𝜙(𝑧) ≤ 𝑙𝑖𝑚
𝑛→∞

 𝑖𝑛𝑓(𝑥𝑛) ≤ 𝑙𝑖𝑚
𝑛→∞

 𝜙(𝑥𝑛) = 0,   which gives 𝜙(𝑧) = 0. 

Claim:      𝑇𝑖(z) = z,     ∀  i = 1,2,3, …. 
Now from (2) we have  
 

𝑍(2)(𝑥𝑛(𝑘), 𝑥𝑚(𝑘), 𝑇𝑖 , 𝑇𝑗 , 𝜙) 
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= 𝑚𝑎𝑥{∥∥𝑥𝑛 − z, 𝑎∥∥ + 𝜙(𝑥𝑛) + 𝜙(z), ‖𝑥𝑛 − 𝑇𝑖𝑥𝑛 , 𝑎‖ + 𝜙(𝑥𝑛) +𝜙(𝑇𝑖𝑥𝑛), ‖𝑧 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(z) + 𝜙(𝑇𝑗𝑧),
1

2
{‖𝑥𝑛 −

𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑥𝑛) + 𝜙(𝑇𝑗𝑧)+, ‖𝑧 − 𝑇𝑗𝑥𝑛 , 𝑎‖ + 𝜙(z) + 𝜙(𝑇𝑖𝑥𝑛)}}       (20) 

 
 
 
Taking lower as n → ∞

 
 on both side of (20) we have  

 

𝑙𝑖𝑚
𝑛→∞

 𝑍(1)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙) = ‖𝑧 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑇𝑗𝑧)                                                 (21) 

 
Also from (3) 
 
𝑍(2)(𝑥𝑛 , 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙) = max{‖𝑥𝑛 − 𝑧, 𝑎‖ + 𝜙(𝑥𝑛) + 𝜙(𝑧), ‖𝑥𝑛 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑥𝑛) +   𝜙(𝑇𝑗𝑥𝑛), ‖𝑧 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑇𝑗𝑧) + 𝜙(𝑧) }  (22)                                                                    

 
Limiting as n → ∞ on the both side of (22) we have  
 

𝑙𝑖𝑚
𝑛→∞

 𝑍(2)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙) = ‖𝑧 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑇𝑗𝑧)                                                                        (23)  

 
Now from (1), we have 
 

         𝜓{‖𝑥𝑛+1 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑥𝑛+1) + 𝜙(𝑇𝑗𝑧)} 

                                    =𝜓{‖𝑇𝑖𝑥𝑛 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑇𝑖𝑥𝑛) + 𝜙(𝑇𝑗𝑧)}                                                   (24)    

≤  𝜓{𝑍(1)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} −  𝜑{𝑍(2)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} 

 
Taking lower limit as n → ∞ on both side of (24) we have  
 

                                       𝑙𝑖𝑚
𝑛→∞

 𝜓{‖𝑥𝑛+1 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑥𝑛+1) + 𝜙(𝑇𝑗𝑧)} 

                                    = lim 
𝑛→∞

𝜓{‖𝑇𝑖𝑥𝑛 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑇𝑖𝑥𝑛) + 𝜙(𝑇𝑗𝑧)}      

                                    ≤ lim 
𝑛→∞

𝜓{𝑍(1)(𝑥𝑛 , 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} − lim 
𝑛→∞

𝑖𝑛𝑓 𝜑{𝑍(2)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} 

 

Or, lim 
𝑛→∞

𝜓{‖𝑥𝑛+1 − 𝑇𝑗 𝑧, 𝑎‖ + 𝜙(𝑥𝑛+1) + 𝜙(𝑇𝑗𝑧)} ≤ 𝑙𝑖𝑚
𝑛→∞

𝜓{𝑍(1)(𝑥𝑛 , 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} −  lim 
𝑛→∞

𝑖𝑛𝑓 𝜑{𝑍(2)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)},  

 

[ As 𝑙𝑖𝑚
𝑛→∞

 𝑍(1)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙) = ‖𝑧 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑇𝑗𝑧)= 𝑙𝑖𝑚
𝑛→∞

 {‖𝑥𝑛+1 − 𝑇𝑗 𝑧, 𝑎‖ + 𝜙(𝑥𝑛+1) + 𝜙(𝑇𝑗𝑧)} ]  

 

which gives        lim 
𝑛→∞

𝑖𝑛𝑓 𝜓{𝑍(2)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} ≤ 0      , which is a contradiction. 

 

[As 𝑙𝑖𝑚
𝑛→∞

𝜓{𝑍(2)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} > 0  𝑖𝑚𝑝𝑙𝑖𝑒𝑠  lim 
𝑛→∞

𝑖𝑛𝑓 𝜑{𝑍(2)(𝑥𝑛, 𝑧, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} > 0. ]             

Hence      𝑇𝑖(𝑧) = 𝑧   ∀ 𝑖 = 1,2,3, . .. 
 
Uniqueness:  To prove the uniqueness , let us assume that  𝑢 𝑎𝑛𝑑 𝑧   be two fixed points of 𝑇𝑖     𝑖. 𝑒., 𝑇𝑖𝑧 = 𝑧 and 
 𝑇𝑖𝑢 = 𝑢 with 𝜙(𝑧) = 0,   𝜙(𝑢) = 0 such that   𝑧 ≠ 𝑢. 
Then from (2) we have  
     

      𝑍(1)(𝑧, 𝑢, 𝑇𝑖 , 𝑇𝑗 , 𝜙)=max {‖𝑧 − 𝑢, 𝑎‖ + 𝜙(𝑧) + 𝜙(𝑢), ‖𝑧 − 𝑇𝑗𝑢, 𝑎‖ + 𝜙(𝑢) +

                                                           𝜙(𝑇𝑗𝑢),
1

2
{‖𝑢 − 𝑇𝑗𝑢, 𝑎‖ + 𝜙(𝑇𝑗𝑧) + 𝜙(𝑢)}} 

                                          =‖𝑧 − 𝑢, 𝑎‖ + 𝜙(𝑧) + 𝜙(𝑢) 
                                           =‖𝑧 − 𝑢, 𝑎‖                                                                                           (25) 
 
And from (3) we have  
     

      𝑍(2)(𝑧, 𝑢, 𝑇𝑖 , 𝑇𝑗 , 𝜙)=max{‖𝑧 − 𝑢, 𝑎‖ + 𝜙(𝑧) + 𝜙(𝑢), ‖𝑧 − 𝑇𝑗𝑢, 𝑎‖ + 𝜙(𝑧) +

                                                        𝜙(𝑇𝑗𝑢), ‖𝑢 − 𝑇𝑗𝑧, 𝑎‖ + 𝜙(𝑇𝑗𝑧) + 𝜙(𝑢)} 

                                         =‖𝑧 − 𝑢, 𝑎‖ + 𝜙(𝑧) + 𝜙(𝑢) 
                                          =‖𝑧 − 𝑢, 𝑎‖                                                                                                       (26)   
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Also from (1)  we have     
  

        𝜓{‖𝑧 − 𝑢, 𝑎‖ + 𝜙(𝑧) + 𝜙(𝑢)} = 𝜓{‖𝑇𝑖𝑧 − 𝑇𝑗𝑢, 𝑎‖} + 𝜙(𝑇𝑖𝑧) + 𝜙(𝑇𝑗𝑢)} 

                                                    ≤ 𝜓{𝑍(1)(𝑧, 𝑢, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} − 𝜑{𝑍(2)(𝑧, 𝑢, 𝑇𝑖 , 𝑇𝑗 , 𝜙)} 

                                                                = 𝜓{‖𝑧 − 𝑢, 𝑎‖} − 𝜑{‖𝑧 − 𝑢, 𝑎‖}, 
 
which gives     𝜑{‖𝑧 − 𝑢, 𝑎‖} ≤ 0,   which is a contradiction as     𝜑{‖𝑧 − 𝑢, 𝑎‖} > 0. 
Hence     𝑧 = 𝑢 . 
This completes the proof. 
 
Corollary 1 Let  (𝑋, ||. , . ||)  be a 2-Banach space  and   {𝑇𝑖   }𝑖=1

∞   be  a  sequence of self maps  on  𝑋 satisfying the 
following conditions:    

                     𝜓{‖𝑇𝑖
𝑘x − 𝑇𝑗

𝑘y  , a‖ + 𝜙(𝑇𝑖
𝑘𝑥) + 𝜙( 𝑇𝑗

𝑘y )}

≤ 𝜓{𝑍(1)  (𝑥, 𝑦, 𝑇𝑖
𝑘 , 𝑇𝑗

𝑘 , 𝜙)} − 𝜑{𝑍(2)  (𝑥, 𝑦, 𝑇𝑖
𝑘 , 𝑇𝑗

𝑘 , 𝜙)} ,      ∀ 𝑥, 𝑦 ∈ 𝑋,

𝜓 ∈ Ψ, 𝜙 ∈ Φ;                                                                                                             
where, 
 

𝑍(1)  (𝑥, 𝑦, 𝑇𝑖
𝑘 , 𝑇𝑗

𝑘  , 𝜙)                                             

= max {‖𝑥 − 𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑦), ‖𝑥 − 𝑇𝑖
𝑘𝑥, 𝑎‖ + 𝜙(𝑥)   + 𝜙(𝑇𝑖

𝑘𝑥) ,    ‖𝑦 − 𝑇𝑗
𝑘  𝑦, 𝑎‖ + 𝜙(𝑦)

+ 𝜙(𝑇𝑗
𝑘𝑦),   

1

 2
{‖𝑥 − 𝑇𝑗

𝑘𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜑(𝑇𝑗
𝑘𝑦) +   ‖𝑦 − 𝑇𝑖

𝑘𝑥, 𝑎‖ + 𝜙(𝑦)

+ 𝜙(𝑇𝑖
𝑘𝑥)}                                                                               

𝑍(2)  (𝑥, 𝑦, 𝑇𝑖
𝑘 , 𝑇𝑗

𝑘  , 𝜙)                                               

= max{‖𝑥 − 𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑦), ‖𝑥 − 𝑇𝑖
𝑘𝑥, 𝑎‖ + 𝜙(𝑥)                                      

+ 𝜙(𝑇𝑖
𝑘𝑥),    ‖𝑦 − 𝑇𝑗

𝑘  𝑦, 𝑎‖ + 𝜙(𝑦) + 𝜙(𝑇𝑗
𝑘  𝑦)  } 

 
and        𝜙 ∶  𝑋 → [0, ∞)  is a lower semi continuous function. 
Then there exists a unique 𝑧 ∈ 𝑋 such that   𝑧 = 𝑇𝑖  z,    ∀ i = 1,2,3, …   and  𝜙(𝑧) = 0.    
 

Proof:  Let  𝑆𝑖 = 𝑇𝑖
𝑘 . Then by Theorem 2.1, the sequence  {𝑆𝑖}𝑖=1

∞  have a unique fixed point,  say 𝑧 ∈ 𝑋. 𝑇𝑖
𝑘𝑧 = 𝑆𝑖𝑧 =

𝑧.  Then  𝜙(𝑧) = 𝜙(𝑇𝑖
𝑘𝑧) = 𝜙(𝑆𝑖𝑧) = 0.  

Since   𝑇𝑖
𝑘+1𝑧 = 𝑇𝑖  z ,   then   𝑆𝑖(𝑇𝑖  z) = 𝑇𝑖

𝑘(𝑇𝑖  z),  so  𝑇𝑖  z  is a fixed point of 𝑆𝑖. 
By the uniqueness of the fixed point of 𝑆𝑖 ,   𝑇𝑖  z = z ,   ∀ i = 1, 2, 3, …  
 
Corollary 2 Let  (𝑋, ||. , . ||)  be a 2-Banach space  and   𝑇1 , 𝑇2  be two  self maps  on  𝑋 satisfying the following 
conditions:    

𝜓{‖𝑇1x − 𝑇2  y , a‖ + 𝜙(𝑇1x) + 𝜙(𝑇2  y  )} ≤ 𝜓{𝑍(1)  (𝑥, 𝑦, 𝑇1 , 𝑇2  , 𝜙)} − 𝜑{𝑍(2) (𝑥, 𝑦, 𝑇𝑖 , 𝑇2 , 𝜙)} ,      ∀ 𝑥, 𝑦 ∈ 𝑋, 𝜓 ∈

Ψ, 𝜙 ∈ Φ;               
 
where, 
 

𝑍(1)  (𝑥, 𝑦, 𝑇1, 𝑇2  , 𝜙) 

          = max {‖𝑥 − 𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑦), ‖𝑥 − 𝑇1𝑥, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑇1𝑥),    ‖𝑦 − 𝑇2 𝑦, 𝑎‖ + 𝜙(𝑦) +

𝜙(𝑇2  𝑦),   
 1

 2
{‖𝑥 − 𝑇2𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑇2𝑦) +   ‖𝑦 − 𝑇1𝑥, 𝑎‖ + 𝜙(𝑦) + 𝜙(𝑇1𝑥)}       

 
𝑍(2)  (𝑥, 𝑦, 𝑇1 , 𝑇2 , 𝜙) = max{‖𝑥 − 𝑦, 𝑎‖ + 𝜙(𝑥) + 𝜙(𝑦), ‖𝑥 − 𝑇1𝑥, 𝑎‖ + 𝜙(𝑥)  + 𝜙(𝑇1𝑥), ‖𝑦 − 𝑇2𝑦, 𝑎‖ + 𝜙(𝑦) + 𝜙(𝑇2 𝑦)  }   

 
And   𝜙 ∶  𝑋 → [0, ∞)  𝑖𝑠 𝑎 𝑙𝑜𝑤𝑒𝑟 𝑠𝑒𝑚𝑖 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛. 
Then there exists a unique 𝑧 ∈ 𝑋 such that   𝑇1z = 𝑇2𝑧 = 𝑧   with   𝜙(𝑧) = 0.  
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Introduction 

Gamma and beta functions are very useful special 
functions in many sciences such as mathematics, physics, 
chemistry, biology, medicine and engineering. These functions 
have been the focus of attention of researchers due to their 
popularity. When the literature is examined, it is seen that the 
generalized gamma and beta functions are mostly obtained by 
using appropriate kernel functions in the integral 
representations of the original functions. For instance, 
generalized gamma and beta functions are defined by using 
exponential, confluent hypergeometric and Mittag-Leffler 
functions etc. as kernel functions in their integral 
representations. Gamma and beta functions can also be 
written using the Pochhammer symbol. Series representations 
of hypergeometric functions are also associated with the 
Pochammer symbol. Many researchers have defined various 
generalizations for hypergeometric functions by making use of 
these relations. Historically, these generalizations began in 
1994 and 1997 when Chaudhry et al., [1,2] selected 
exponential functions as the kernel of integral representations 
of original gamma and beta functions. Many researchers 
defined new generalizations of these functions inspired by the 
work of Chaudhry et al., (see for example [1-24] and reference 
therein). 

All the studies mentioned above motivated us to describe 
a new generalization of gamma and beta functions. For this, 
we used the Wright function, which has a more general form 
than many special functions. We also defined the generalized 
Gauss and confluent hypergeometric functions with the help 
of generalized beta function. Then we presented some 
properties of these new functions. As examples, we obtained 
the solution of fractional differential equations involving the 

new generalized beta, Gauss hypergeometric and confluent 
hypergeometric functions. 

 

Preliminaries 
 
In this section, we gave some preliminary information that 

is needed throughout this paper. Then we mentioned the 
generalized gamma, beta, Gauss hypergeometric, and 
confluent hypergeometric functions defined by Chaudhry et 
al.. Firstly we gave the Mellin, inverse Mellin, Laplace, inverse 
Laplace integral transformations and the Caputo fractional 
derivative operator below.The Mellin and inverse Mellin 
transforms [25] for 𝑠 ∈ ℂ respectively are defined by 

 

𝔐{𝑓(𝑝)} = 𝐹(𝑠) = ∫
∞

0

𝑝𝑠−1𝑓(𝑝)𝑑𝑝, 

and  

𝔐−1{𝐹(𝑠)} =
1

2𝜋𝑖
∫

𝑐+𝑖∞

𝑐−𝑖∞

𝑝−𝑠𝐹(𝑠)𝑑𝑠,      (𝑐 > 0). 

 
The Laplace and inverse Laplace transforms [25] for 

𝑅𝑒(𝑠) > 0 respectively are given by 
 

𝔏{𝑓(𝑝)} = 𝐹(𝑠) = ∫
∞

0

𝑒𝑥𝑝(−𝑠𝑝)𝑓(𝑝)𝑑𝑝, 

and  

𝔏−1{𝐹(𝑠)} =
1

2𝜋𝑖
∫

𝑐+𝑖∞

𝑐−𝑖∞

𝑒𝑥𝑝 (𝑠𝑝)𝐹(𝑠)𝑑𝑠,      (𝑐 > 0). 

The Caputo fractional derivative operator [26] of order 
𝜀 ∈ ℂ for 𝑚 ∈ 𝑁, 𝑚 − 1 < 𝑅𝑒(𝜀) < 𝑚 is given by 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0001-6893-8693
https://orcid.org/0000-0003-2375-0202
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 𝑐𝐷𝑝
𝜀[𝑓(𝑝)] =

1

𝛤(𝑚−𝜀)
∫ (𝑝 − 𝑡)𝑚−𝜀−1𝑝

0
𝑓(𝑚)(𝑡)𝑑𝑡,     (𝑅𝑒(𝜀) > 0; 𝑝 > 0).  

 
Also, Laplace transform of Caputo fractional derivative for 𝑚 ∈ 𝑁, 𝑚 − 1 < 𝑅𝑒(𝜀) ≤ 𝑚 as follows [26]: 
 

𝔏{ 𝑐𝐷𝑝
𝜀[𝑓(𝑝)]} = 𝑠𝜀𝐹(𝑠) − ∑ 𝑠𝜀−𝑘−1𝑓(𝑘)(0)

𝑚−1

𝑘=0

. (1) 

 
We presented the generalized gamma, beta, Gauss hypergeometric, and confluent hypergeometric functions 

defined by Chaudhry et al. chronologically below. 
 
In 1994, Chaudhry and Zubair [1] gave the extended gamma function for 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑝) > 0 as follows: 
 

𝛤𝑝(𝑥) = ∫
∞

0

𝑡𝑥−1  𝑒𝑥𝑝 (−𝑡 −
𝑝

𝑡
) 𝑑𝑡. 

 
In 1997, Chaudhry et al. [2] gave the extended beta function for 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑦) > 0, 𝑅𝑒(𝑝) > 0 as follows: 
 

𝐵(𝑥, 𝑦; 𝑝) = ∫
1

0

𝑡𝑥−1(1 − 𝑡)𝑦−1𝑒𝑥𝑝 (−
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡. 

 
In 2004, Chaudhry et al. [3] gave the extended Gauss and confluent hypergeometric functions respectively as: 
 

𝐹𝑝(𝑎, 𝑏; 𝑐; 𝑧) = ∑

∞

𝑛=0

(𝑎)𝑛

𝐵(𝑏 + 𝑛, 𝑐 − 𝑏; 𝑝)

𝐵(𝑏, 𝑐 − 𝑏)

𝑧𝑛

𝑛!
, 

 
(𝑝 ≥ 0; |𝑧| < 1; 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0), 

and 

𝛷𝑝(𝑏; 𝑐; 𝑧) = ∑

∞

𝑛=0

𝐵(𝑏 + 𝑛, 𝑐 − 𝑏; 𝑝)

𝐵(𝑏, 𝑐 − 𝑏)

𝑧𝑛

𝑛!
, 

 
(𝑝 ≥ 0; 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0). 

 
Here, value expressed by (𝜆)𝑛 is the Pochhammer symbol [28] and is given as follows:  
 

(𝜆)0 ≡ 1  𝑎𝑛𝑑  (𝜆)𝑛 =
𝛤(𝜆 + 𝑛)

𝛤(𝜆)
,     (𝑅𝑒(𝜆) > −𝑛;  𝑛 ∈ 𝑁; 𝜆 ≠ 0, −1, −2, … ). 

 
The integral representations of the above series are as follows, respectively:  
 

𝐹𝑝(𝑎, 𝑏; 𝑐; 𝑧) =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1(1 − 𝑧𝑡)−𝑎   𝑒𝑥𝑝 (−
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡, 

 
(𝑝 > 0; 𝑝 = 0 𝑎𝑛𝑑 | 𝑎𝑟𝑔(1 − 𝑧)|< 𝜋; 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0), 

and 

𝛷𝑝(𝑏; 𝑐; 𝑧) =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1  𝑒𝑥𝑝 (𝑧𝑡 −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡, 

 
(𝑝 > 0; 𝑝 = 0 𝑎𝑛𝑑 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0). 

 
In this paper, we use Wright function to define new generalizations of gamma and beta functions, which defined in 

[28] as: 

 0𝛹1(𝛼, 𝛽; 𝑧) = ∑

∞

𝑛=0

1

𝛤(𝛼𝑛 + 𝛽)

𝑧𝑛

𝑛!
, 

where 𝛼, 𝛽 ∈ ℂ and 𝑅𝑒(𝛼) > −1. 
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New Generalized Gamma and Beta Functions 
 

In this section, we introduced new generalized gamma and beta functions and presented some of their properties.  
 
Definition 1. The new generalized gamma and beta functions for 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑦) > 0, 𝑅𝑒(𝛼) > −1, 𝑅𝑒(𝑝) > 0, 
respectively are defined by 

 𝛹𝛤𝑝
(𝛼,𝛽)

(𝑥) = ∫
∞

0

𝑡𝑥−1
0𝛹1 (𝛼, 𝛽; −𝑡 −

𝑝

𝑡
) 𝑑𝑡, (2) 

and 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦) = ∫
1

0

𝑡𝑥−1(1 − 𝑡)𝑦−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡. (3) 

 
We call the new generalizations of gamma and beta functions as Ψ-gamma and Ψ-beta functions, respectively. 
 
Theorem 1. Let 𝑅𝑒(𝑠) > 0, 𝑅𝑒(𝑥 + 𝑠) > 0, 𝑅𝑒(𝑦 + 𝑠) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

𝔐{ 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦)} = 𝐵(𝑥 + 𝑠, 𝑦 + 𝑠) 𝛹𝛤(𝛼,𝛽)(𝑠). 

 
Proof. Multiplying the equation (3) by 𝑝𝑠−1 and integrating from 𝑝 = 0 to 𝑝 = ∞, we have 
 

𝔐{ 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦)} = ∫
∞

0

𝑝𝑠−1 ∫
1

0

𝑡𝑥−1(1 − 𝑡)𝑦−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡𝑑𝑝. 

 
By interchanging the integrals, we get  

𝔐{ 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦)} = ∫
1

0

𝑡𝑥−1(1 − 𝑡)𝑦−1 ∫
∞

0

𝑝𝑠−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑝𝑑𝑡. 

By substituting 𝑣 =
𝑝

𝑡(1−𝑡)
, we obtain  

𝔐 { 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦)} = ∫
1

0

𝑡𝑥+𝑠−1(1 − 𝑡)𝑦+𝑠−1𝑑𝑡 ∫
∞

0

𝑣𝑠−1
0𝛹1(𝛼, 𝛽; −𝑣)𝑑𝑣 

                                                                             = 𝐵(𝑥 + 𝑠, 𝑦 + 𝑠) 𝛹𝛤(𝛼,𝛽)(𝑠). 

Corollary 1. The inverse Mellin transform of the above equation is obtained as: 
 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦) =
1

2𝜋𝑖
∫

𝑐+𝑖∞

𝑐−𝑖∞

𝐵(𝑥 + 𝑠, 𝑦 + 𝑠)𝛹𝛤(𝛼,𝛽)(𝑠)𝑝−𝑠𝑑𝑠,     (𝑐 > 0). 

 
Theorem 2. Let 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑦) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝑠) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

𝔏{ 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦)} =
1

𝑠
  𝛹𝐵1

𝑠
[
(1,1)1,1

(𝛽, 𝛼)1,1
|𝑥, 𝑦]. 

 
Proof. Applying the Laplace transform to the Ψ-beta function, we have  
 

𝔏{ 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦)} = ∫
∞

0

𝑒𝑥𝑝(−𝑠𝑝) 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦)𝑑𝑝 

 

                                  = ∫
1

0

𝑡𝑥−1(1 − 𝑡)𝑦−1 ∫
∞

0

𝑒𝑥𝑝(−𝑠𝑝) 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑝𝑑𝑡 

 

                                  = ∫
1

0

𝑡𝑥−1(1 − 𝑡)𝑦−1 ∫
∞

0

𝑒𝑥𝑝(−𝑠𝑝) ∑

∞

𝑛=0

1

𝛤(𝛼𝑛 + 𝛽)

(−
𝑝

𝑡(1 − 𝑡)
)

𝑛

𝑛!
𝑑𝑝𝑑𝑡 
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                                  =
1

𝑠
∫

1

0

𝑡𝑥−1(1 − 𝑡)𝑦−1 ∑

∞

𝑛=0

(−

1
𝑠

𝑡(1 − 𝑡)
)

𝑛

𝛤(𝛼𝑛 + 𝛽)
𝑑𝑡 

 

                                  =
1 

𝑠
 𝛹𝐵1

𝑠
[
(1,1)1,1

(𝛽, 𝛼)1,1
|𝑥, 𝑦]. 

 
Corollary 2. The inverse Laplace transform of the above equation is obtained as: 
 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦) =
1

2𝜋𝑖
∫

𝑐+𝑖∞

𝑐−𝑖∞

𝑒𝑥𝑝(𝑠𝑝)
1

𝑠
  𝛹𝐵1

𝑠
[
(1,1)1,1

(𝛽, 𝛼)1,1
|𝑥, 𝑦] 𝑑𝑠,     (𝑐 > 0). 

 

Remark 1. Note that,  𝛹𝐵1

𝑠

[
(1,1)1,1

(𝛽, 𝛼)1,1
|𝑥, 𝑦] is special case of the generalized beta  function defined by Ata and Kıymaz 

[4]. 
 
Theorem 3. Let 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑦) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦) = 2 ∫

𝜋
2

0

𝑐𝑜𝑠2𝑥−1(𝜃)𝑠𝑖𝑛2𝑦−1(𝜃) 0𝛹1(𝛼, 𝛽; −𝑝𝑠𝑒𝑐2(𝜃)𝑐𝑠𝑐2(𝜃))𝑑𝜃, 

 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦) = ∫
∞

0

𝑢𝑥−1

(1 + 𝑢)𝑥+𝑦
  0𝛹1 (𝛼, 𝛽; −2𝑝 − 𝑝 (𝑢 +

1

𝑢
)) 𝑑𝑢.                         

 

Proof. The desired results are obtained by putting 𝑡 = 𝑐𝑜𝑠2(𝜃) and 𝑡 =
𝑢

1+𝑢
 in equation (3), respectively. 

 
Theorem 4. Let 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑦) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝑠) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦 + 1)+ 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥 + 1, 𝑦) = 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦). 

 
Proof. By making the necessary calculations, we get  
 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦 + 1)+ 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥 + 1, 𝑦) 

              = ∫
1

0

𝑡𝑥−1(1 − 𝑡)𝑦 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡 + ∫

1

0

𝑡𝑥(1 − 𝑡)𝑦−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡 

                                 = ∫
1

0

(𝑡𝑥−1(1 − 𝑡)𝑦 + 𝑡𝑥(1 − 𝑡)𝑦−1) 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡 

 

                                 = ∫
1

0

𝑡𝑥−1(1 − 𝑡)𝑦−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡 

 

                                 = 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 𝑦). 

 
Theorem 5. Let 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑦) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

 𝛹𝛤𝑝
(𝛼,𝛽)

(𝑥)𝛹𝛤𝑝
(𝛼,𝛽)

(𝑦) = 4 ∫

𝜋
2

0

∫
∞

0

𝑟2(𝑥+𝑦)−1𝑐𝑜𝑠2𝑥−1(𝜃)𝑠𝑖𝑛2𝑦−1(𝜃) 

 

                                             ×   0𝛹1 (𝛼, 𝛽; −𝑟2𝑐𝑜𝑠2(𝜃) −
𝑝

𝑟2𝑐𝑜𝑠2(𝜃)
) 

 

                                                       ×   0𝛹1 (𝛼, 𝛽; −𝑟2𝑠𝑖𝑛2(𝜃) −
𝑝

𝑟2𝑠𝑖𝑛2(𝜃)
) 𝑑𝑟𝑑𝜃. 

Proof. By writing 𝑡 = 𝜂2 in (2), we have  
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 𝛹𝛤𝑝
(𝛼,𝛽)

(𝑥) = 2 ∫
∞

0

𝜂2𝑥−1 0𝛹1 (𝛼, 𝛽; −𝜂2 −
𝑝

𝜂2
) 𝑑𝜂. 

 
Therefore, 
 

 𝛹𝛤𝑝
(𝛼,𝛽)

(𝑥)𝛹𝛤𝑝
(𝛼,𝛽)

(𝑦) = 4 ∫
∞

0

∫
∞

0

𝜂2𝑥−1𝜉2𝑦−1 0𝛹1 (𝛼, 𝛽; −𝜂2 −
𝑝

𝜂2
)  0𝛹1 (𝛼, 𝛽; −𝜉2 −

𝑝

𝜉2
) 𝑑𝜂𝑑𝜉. 

 
Taking 𝜂 = 𝑟𝑐𝑜𝑠(𝜃) and 𝜉 = 𝑟𝑠𝑖𝑛(𝜃), the desired result is obtained. 
 
Theorem 6. Let 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑦) < 1, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 1 − 𝑦) = ∑

∞

𝑛=0

(𝑦)𝑛

𝑛!
 𝛹𝐵𝑝

(𝛼,𝛽)
(𝑥 + 𝑛, 1). 

 
Proof. Using equation (3), we have  
 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 1 − 𝑦) = ∫
1

0

𝑡𝑥−1(1 − 𝑡)−𝑦 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡. 

 
The binomial series is as follows:  

(1 − 𝑡)−𝑦 = ∑

∞

𝑛=0

(𝑦)𝑛

𝑡𝑛

𝑛!
    (|𝑡| < 1). 

 
Considering binomial series and interchanging summation and integration, we get  
 

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑥, 1 − 𝑦) = ∑

∞

𝑛=0

(𝑦)𝑛

𝑛!
∫

1

0

𝑡𝑥+𝑛−1
0𝛹1 (𝛼, 𝛽; −

𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡 

 

  = ∑

∞

𝑛=0

(𝑦)𝑛

𝑛!
 𝛹𝐵𝑝

(𝛼,𝛽)
(𝑥 + 𝑛, 1). 

 
 

New Generalized Gauss and Confluent Hypergeometric Functions 
 

In this section, we introduced new generalized Gauss and confluent hypergeometric functions and presented some 
of their properties.  
 
Definition 2. The new generalized Gauss and confluent hypergeometric functions for 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 
𝑅𝑒(𝛼) > −1, respectively are defined by 
 

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) = ∑

∞

𝑛=0

(𝑎)𝑛

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑏 + 𝑛, 𝑐 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)

𝑧𝑛

𝑛!
,     (|𝑧| < 1), 

 
and 
 

 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧) = ∑

∞

𝑛=0

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑏 + 𝑛, 𝑐 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)

𝑧𝑛

𝑛!
. 

 

We call  ΨFp
(α,β)

(a, b; c; z) as Ψ-Gauss hypergeometric function and  ΨΦp
(α,β)

(b; c; z) as Ψ-confluent hypergeometric 

function. 
 
Theorem 7. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then, 
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 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) (1 − 𝑧𝑡)−𝑎𝑑𝑡, (4) 

  

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

∞

0

𝑢𝑏−1(1 + 𝑢)𝑎−𝑐(1 + 𝑢(1 − 𝑧))−𝑎  0𝛹1 (𝛼, 𝛽; −2𝑝 − 𝑝 (𝑢 +
1

𝑢
)) 𝑑𝑢, (5) 

  

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) =
2

𝐵(𝑏, 𝑐 − 𝑏)
∫

𝜋
2

0

𝑠𝑖𝑛2𝑏−1(𝜃)𝑐𝑜𝑠2𝑐−2𝑏−1(𝜃)(1 − 𝑧𝑠𝑖𝑛2(𝜃))
−𝑎

 

 

                                       ×   0𝛹1 (𝛼, 𝛽; −
𝑝

𝑠𝑖𝑛2(𝜃)𝑐𝑜𝑠2(𝜃)
) 𝑑𝜃. 

(6) 

  
Proof. By making the necessary calculations for equation (4), we have 
 

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) = ∑

∞

𝑛=0

(𝑎)𝑛

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑏 + 𝑛, 𝑐 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)

𝑧𝑛

𝑛!
 

 

                                   =
1

𝐵(𝑏, 𝑐 − 𝑏)
∑

∞

𝑛=0

(𝑎)𝑛 ∫
1

0

𝑡𝑏+𝑛−1(1 − 𝑡)𝑐−𝑏−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
)

𝑧𝑛

𝑛!
𝑑𝑡 

 

                                   =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) ∑

∞

𝑛=0

(𝑎)𝑛

(𝑧𝑡)𝑛

𝑛!
𝑑𝑡 

 

                                   =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) (1 − 𝑧𝑡)−𝑎𝑑𝑡. 

 

By putting 𝑢 =
𝑡

1−𝑡
 and 𝑡 = 𝑠𝑖𝑛2(𝜃) in the last equation, equations (5) and (6) are obtained.  

 
Theorem 8. Let Re(c) > 𝑅𝑒(b) > 0, Re(p) > 0, Re(α) > −1. Then, 
 

 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧) =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1𝑒𝑥𝑝(𝑧𝑡) 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡, (7) 

  

 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧) =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑢𝑐−𝑏−1(1 − 𝑢)𝑏−1𝑒𝑥𝑝(𝑧(1 − 𝑢)) 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑢(1 − 𝑢)
) 𝑑𝑢. 

 
Proof. Similarly, using equation (3) desired results are achieved.  
 
Note 1. The beta function and the Pochammer symbol provide the following equations: 
 

𝐵(𝑏, 𝑐 − 𝑏) =
𝑐

𝑏
𝐵(𝑏 + 1, 𝑐 − 𝑏), 

 
and 
 

(𝑎)𝑛+1 = 𝑎(𝑎 + 1)𝑛 . 
 
These equations are used to calculate the theorems given below. 
 
Theorem 9. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 
 

𝑑𝑛

𝑑𝑧𝑛
{ 𝛹𝐹𝑝

(𝛼,𝛽)
(𝑎, 𝑏; 𝑐; 𝑧)} =

(𝑎)𝑛(𝑏)𝑛

(𝑐)𝑛

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎 + 𝑛, 𝑏 + 𝑛; 𝑐 + 𝑛; 𝑧). 
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Proof. Differentiating the  𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) function, we have  

 

𝑑

𝑑𝑧
{ 𝛹𝐹𝑝

(𝛼,𝛽)
(𝑎, 𝑏; 𝑐; 𝑧)} =

𝑑

𝑑𝑧
{∑

∞

𝑛=0

(𝑎)𝑛

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑏 + 𝑛, 𝑐 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)

𝑧𝑛

𝑛!
} 

 

                                               = ∑

∞

𝑛=1

(𝑎)𝑛

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑏 + 𝑛, 𝑐 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)

𝑧𝑛−1

(𝑛 − 1)!
. 

 
By writing 𝑛 → 𝑛 + 1, we get 
 

𝑑

𝑑𝑧
{ 𝛹𝐹𝑝

(𝛼,𝛽)
(𝑎, 𝑏; 𝑐; 𝑧)} =

(𝑎)(𝑏)

(𝑐)
∑

∞

𝑛=0

(𝑎 + 1)𝑛

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑏 + 𝑛 + 1, 𝑐 − 𝑏)

𝐵(𝑏 + 1, 𝑐 − 𝑏)

𝑧𝑛

𝑛!
 

 

                       =
(𝑎)(𝑏)

(𝑐)
 𝛹𝐹𝑝

(𝛼,𝛽)
(𝑎 + 1, 𝑏 + 1; 𝑐 + 1; 𝑧). 

 
By the inductive method, the more general form is obtained as: 
 

𝑑𝑛

𝑑𝑧𝑛
{ 𝛹𝐹𝑝

(𝛼,𝛽)
(𝑎, 𝑏; 𝑐; 𝑧)} =

(𝑎)𝑛(𝑏)𝑛

(𝑐)𝑛

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎 + 𝑛, 𝑏 + 𝑛; 𝑐 + 𝑛; 𝑧). 

 
Theorem 10. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then,  
 

𝑑𝑛

𝑑𝑧𝑛
{ 𝛹𝛷𝑝

(𝛼,𝛽)
(𝑏; 𝑐; 𝑧)} =

(𝑏)𝑛

(𝑐)𝑛

 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑏 + 𝑛; 𝑐 + 𝑛; 𝑧). 

 
Proof. The desired result is obtained by performing similar operations as in the proof of Theorem 9. 
 
Theorem 11. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝑠) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

𝔐{ 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧)} =
 𝛹𝛤(𝛼,𝛽)(𝑠)𝐵(𝑏 + 𝑠, 𝑐 + 𝑠 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)
 2𝐹1(𝑎, 𝑏 + 𝑠; 𝑐 + 2𝑠; 𝑧). 

 
Proof. Multiplying the equation (4) by 𝑝𝑠−1 and integrating from 𝑝 = 0 to 𝑝 = ∞, we have 

𝔐{𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧)} = ∫
∞

0

𝑝𝑠−1 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧)𝑑𝑝 

 

                                              = ∫
∞

0

𝑝𝑠−1 ∑

∞

𝑛=0

 𝛹𝐵𝑝
(𝛼,𝛽)

(𝑏 + 𝑛, 𝑐 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)
(𝑎)𝑛

𝑧𝑛

𝑛!
𝑑𝑝 

 

                                              =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1(1 − 𝑧𝑡)−𝑎 ∫
∞

0

𝑝𝑠−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑝𝑑𝑡. 

 

Putting 𝑢 =
𝑝

𝑡(1−𝑡)
 for the second integral to the right of the last equation, we get 

 

∫
∞

0

𝑝𝑠−1 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑝 = 𝑡𝑠(1 − 𝑡)𝑠   𝛹𝛤(𝛼,𝛽)(𝑠), 

 
and then using this equation in the above equation, we obtain 
 

𝔐{ 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧)} =
 𝛹𝛤(𝛼,𝛽)(𝑠)𝐵(𝑏 + 𝑠, 𝑐 + 𝑠 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)
  2𝐹1(𝑎, 𝑏 + 𝑠; 𝑐 + 2𝑠; 𝑧). 

 
Corollary 3. The inverse Mellin transform of the above equation is obtained as: 
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 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) =
1

2𝜋𝑖
∫

𝑐+𝑖∞

𝑐−𝑖∞

 𝛹𝛤(𝛼,𝛽)(𝑠)𝐵(𝑏 + 𝑠, 𝑐 + 𝑠 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)
 2𝐹1(𝑎, 𝑏 + 𝑠; 𝑐 + 2𝑠; 𝑧)𝑝−𝑠𝑑𝑠,     (𝑐 > 0). 

 
Theorem 12. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝑠) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

𝔐{ 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧)} =
 𝛹𝛤(𝛼,𝛽)(𝑠)𝐵(𝑏 + 𝑠, 𝑐 + 𝑠 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)
𝛷(𝑏 + 𝑠; 𝑐 + 2𝑠; 𝑧). 

 
Proof. The desired result is obtained by performing similar operations as in the proof of Theorem 11. 
 
Corollary 4. The inverse Mellin transform of the above equation is obtained as: 
 

 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧) =
1

2𝜋𝑖
∫

𝑐+𝑖∞

𝑐−𝑖∞

 𝛹𝛤(𝛼,𝛽)(𝑠)𝐵(𝑏 + 𝑠, 𝑐 + 𝑠 − 𝑏)

𝐵(𝑏, 𝑐 − 𝑏)
𝛷(𝑏 + 𝑠; 𝑐 + 2𝑠; 𝑧)𝑝−𝑠𝑑𝑠,     (𝑐 > 0). 

 
Theorem 13. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝑠) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

𝔏{ 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧)} =
1

𝑠
 𝛹𝐹1

𝑠
[
(1,1)1,1

(𝛽, 𝛼)1,1
| 𝑎, 𝑏; 𝑐; 𝑧]. 

 
Proof. Using Laplace transform and making necessary calculation, we have 
 

𝔏{𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧)} = ∫
∞

0

𝑒𝑥𝑝(−𝑠𝑝) 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧)𝑑𝑝 

 

                                            =
1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1(1 − 𝑧𝑡)−𝑎 ∫
∞

0

𝑒𝑥𝑝(−𝑠𝑝) 0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑝𝑑𝑡 

 

                                            =
1

𝑠

1

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1(1 − 𝑧𝑡)−𝑎 ∑

∞

𝑛=0

(−

1
𝑠

𝑡(1 − 𝑡)
)

𝑛

𝛤(𝛼𝑛 + 𝛽)
𝑑𝑡 

 

                                            =
1

𝑠
  𝛹𝐹1

𝑠
[
(1,1)1,1

(𝛽, 𝛼)1,1
| 𝑎, 𝑏; 𝑐; 𝑧]. 

 
Corollary 5. The inverse Laplace transform of the above equation is obtained as: 
 

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) =
1

2𝜋𝑖
∫

𝑐+𝑖∞

𝑐−𝑖∞

𝑒𝑥𝑝(𝑠𝑝)
1

𝑠
  𝛹𝐹1

𝑠
[
(1,1)1,1

(𝛽, 𝛼)1,1
| 𝑎, 𝑏; 𝑐; 𝑧] 𝑑𝑠,     (𝑐 > 0). 

 

Remark 2. Note that,  𝛹𝐹1

𝑠

[
(1,1)1,1

(𝛽, 𝛼)1,1
| 𝑎, 𝑏; 𝑐; 𝑧] is special case of the generalized Gauss hypergeometric function defined 

by Ata and Kıymaz [4]. 
 
Theorem 14. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝑠) > 0, 𝑅𝑒(𝛼) > −1. Then,  
 

𝔏{ 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧)} =
1

𝑠
  𝛹𝛷1

𝑠
[
(1,1)1,1

(𝛽, 𝛼)1,1
| 𝑏; 𝑐; 𝑧]. 

 
Proof. The desired result is obtained by performing similar operations as in the proof of Theorem 13. 
 
Corollary 6. The inverse Laplace transform of the above equation is obtained as: 
 

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) =
1

2𝜋𝑖
∫

𝑐+𝑖∞

𝑐−𝑖∞

𝑒𝑥𝑝(𝑠𝑝)
1

𝑠
  𝛹𝛷1

𝑠
[
(1,1)1,1

(𝛽, 𝛼)1,1
| 𝑏; 𝑐; 𝑧] 𝑑𝑠,     (𝑐 > 0). 
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Remark 3. Note that,  𝛹𝛷1

𝑠

[
(1,1)1,1

(𝛽, 𝛼)1,1
| 𝑏; 𝑐; 𝑧] is special case of the generalized confluent hypergeometric function 

defined by Ata and Kıymaz [4].  
 
Theorem 15. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) = (1 − 𝑧)−𝑎   𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑐 − 𝑏; 𝑐;
𝑧

𝑧 − 1
). 

 
Proof. Using equation 
 

(1 − 𝑧(1 − 𝑡))−𝑎 = (1 − 𝑧)−𝑎 (1 +
𝑧𝑡

1 − 𝑧
)

−𝑎

 

 
and by writing 𝑡 → 1 − 𝑡 in (4), we have  
 

 𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) =
(1 − 𝑧)−𝑎

𝐵(𝑏, 𝑐 − 𝑏)
∫

1

0

𝑡𝑐−𝑏−1(1 − 𝑡)𝑏−1 (1 −
𝑧𝑡

𝑧 − 1
)

−𝑎

  0𝛹1 (𝛼, 𝛽; −
𝑝

𝑡(1 − 𝑡)
) 𝑑𝑡 

 

                                                        = (1 − 𝑧)−𝑎   𝛹𝐹𝑝
(𝛼,𝛽)

(𝑎, 𝑐 − 𝑏; 𝑐;
𝑧

𝑧 − 1
). 

 
Theorem 16. Let 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Then, 
 

 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧) = 𝑒𝑥𝑝(𝑧) 𝛹𝛷𝑝
(𝛼,𝛽)

(𝑐 − 𝑏; 𝑐; −𝑧). 

 
Proof. By writing 𝑡 → 1 − 𝑡 in equation (7), the desired result is achieved. 
 

Applications to Fractional Differential Equations 
 

In this section, we obtained the solution of fractional differential equations involving the newly generalized beta, 
Gauss hypergeometric and confluent hypergeometric functions. 
 
Example 1. Let 1 < 𝑅𝑒(𝜀) ≤ 2, 𝑅𝑒(𝑥) > 0, 𝑅𝑒(𝑦) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Assume that the fractional differential 
equation 
 

 𝑐𝐷𝑝
𝜀[𝑓(𝑝)] = 𝑝𝛽−1 𝛹𝐵

𝜀𝑝𝛼
(𝛼,𝛽)

(𝑥, 𝑦) 

 
and initial conditions 
 

𝑓(0) = 𝑓′(0) = 0 
 
are given. Considering equation (1) and applying Laplace transform to the fractional differential equation, we have 
 

𝔏{ 𝑐𝐷𝑝
𝜀[𝑓(𝑝)]} = 𝔏{𝑝𝛽−1 𝛹𝐵

𝜀𝑝𝛼
(𝛼,𝛽)

(𝑥, 𝑦)} 

 
and then 
 

𝑠𝜀𝐹(𝑠) − 𝑠𝜀−1𝑓(0) − 𝑠𝜀−2𝑓′(0) = 𝑠−𝛽  𝐵 𝜀
𝑠𝛼

(𝑥, 𝑦). 

 
By using initial conditions, we get 
 

𝐹(𝑠) = 𝑠−𝜀−𝛽  𝐵 𝜀
𝑠𝛼

(𝑥, 𝑦). 

 
Applying inverse Laplace transform to both sides of the last equation, we obtain the solution function as: 
 

𝑓(𝑝) = 𝑝𝛽+𝜀−1 𝛹𝐵
𝜀𝑝𝛼
(𝛼,𝛽+𝜀)

(𝑥, 𝑦). 
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Example 2. Let 1 < 𝑅𝑒(𝜀) ≤ 2, 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Assume that the fractional differential 
equation 
 

 𝑐𝐷𝑝
𝜀[𝑓(𝑝)] = 𝑝𝛽−1 𝛹𝐹

𝜀𝑝𝛼
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧) 

 
and initial conditions 
 

𝑓(0) = 𝑓′(0) = 0 
 
are given. Considering equation (1) and applying Laplace transform to the fractional differential equation, we have 
 

𝔏{ 𝑐𝐷𝑝
𝜀[𝑓(𝑝)]} = 𝔏{𝑝𝛽−1 𝛹𝐹

𝜀𝑝𝛼
(𝛼,𝛽)

(𝑎, 𝑏; 𝑐; 𝑧)} 

 
and then 
 

𝑠𝜀𝐹(𝑠) − 𝑠𝜀−1𝑓(0) − 𝑠𝜀−2𝑓′(0) = 𝑠−𝛽  𝐹 𝜀
𝑠𝛼

(𝑎, 𝑏; 𝑐; 𝑧). 

 
By using initial conditions, we get 
 

𝐹(𝑠) = 𝑠−𝜀−𝛽  𝐹 𝜀
𝑠𝛼

(𝑎, 𝑏; 𝑐; 𝑧). 

 
Applying inverse Laplace transform to both sides of the last equation, we obtain the solution function as: 
 

𝑓(𝑝) = 𝑝𝛽+𝜀−1 𝛹𝐹
𝜀𝑝𝛼
(𝛼,𝛽+𝜀)

(𝑎, 𝑏; 𝑐; 𝑧). 

 
Example 3. Let 1 < 𝑅𝑒(𝜀) ≤ 2, 𝑅𝑒(𝑐) > 𝑅𝑒(𝑏) > 0, 𝑅𝑒(𝑝) > 0, 𝑅𝑒(𝛼) > −1. Assume that the fractional differential 
equation 
 

 𝑐𝐷𝑝
𝜀[𝑓(𝑝)] = 𝑝𝛽−1 𝛹𝛷

𝜀𝑝𝛼
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧) 

 
and initial conditions 

𝑓(0) = 𝑓′(0) = 0 
 
are given. Considering equation (1) and applying Laplace transform to the fractional differential equation, we have 
 

𝔏{ 𝑐𝐷𝑝
𝜀[𝑓(𝑝)]} = 𝔏{𝑝𝛽−1 𝛹𝛷

𝜀𝑝𝛼
(𝛼,𝛽)

(𝑏; 𝑐; 𝑧)} 

 
and then 
 

𝑠𝜀𝐹(𝑠) − 𝑠𝜀−1𝑓(0) − 𝑠𝜀−2𝑓′(0) = 𝑠−𝛽  𝛷 𝜀
𝑠𝛼

(𝑏; 𝑐; 𝑧). 

 
By using initial conditions, we get 
 

𝐹(𝑠) = 𝑠−𝜀−𝛽  𝛷 𝜀
𝑠𝛼

(𝑏; 𝑐; 𝑧). 

 
Applying inverse Laplace transform to both sides of the last equation, we obtain the solution function as: 
 

𝑓(𝑝) = 𝑝𝛽+𝜀−1 𝛹𝛷
𝜀𝑝𝛼
(𝛼,𝛽+𝜀)

(𝑏; 𝑐; 𝑧). 
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Conclusion 
 

In this paper, we defined Ψ-gamma and Ψ-beta 
functions involving Wright function in the kernels and 
then we defined Ψ-Gauss and Ψ-confluent 
hypergeometric functions with the help of Ψ-beta 
function. Furthermore, we gave some properties of these 
functions and we presented their applications to 
fractional differential equations. In fact, most of the 
generalized gamma, beta, and hypergeometric functions 
in the literature seem to be special cases of the new 
generalized functions introduced in this article, such that: 
Chaudhry et al. [1,2,3], 
 

 𝛹𝛤𝑝
(0,1)(𝑥) = 𝛤𝑝(𝑥), 

 

 𝛹𝐵𝑝
(0,1)

(𝑥, 𝑦) = 𝐵(𝑥, 𝑦; 𝑝), 

 

 𝛹𝐹𝑝
(0,1)(𝑎, 𝑏; 𝑐; 𝑧) = 𝐹𝑝(𝑎, 𝑏; 𝑐; 𝑧), 

 

 𝛹𝛷𝑝
(0,1)

(𝑏; 𝑐; 𝑧) = 𝛷𝑝(𝑏; 𝑐; 𝑧). 

 
Özergin et al. [5], 

 

 𝛹𝛤𝑝
(0,1)(𝑥) = 𝛤𝑝

(𝛼,𝛼)(𝑥), 

 

 𝛹𝐵𝑝
(0,1)(𝑥, 𝑦) = 𝐵𝑝

(𝛼,𝛼)(𝑥, 𝑦), 

 

 𝛹𝐹𝑝
(0,1)(𝑎, 𝑏; 𝑐; 𝑧) = 𝐹𝑝

(𝛼,𝛼)(𝑎, 𝑏; 𝑐; 𝑧), 

 

 𝛹𝛷𝑝
(0,1)(𝑏; 𝑐; 𝑧) = 𝛷𝑝

(𝛼,𝛼)(𝑏; 𝑐; 𝑧). 

 
Lee et al. [6], 

 

 𝛹𝐵𝑝
(0,1)(𝑥, 𝑦) = 𝐵(𝑥, 𝑦; 𝑝; 1), 

 

 𝛹𝐹𝑝
(0,1)

(𝑎, 𝑏; 𝑐; 𝑧) = 𝐹𝑝(𝑎, 𝑏; 𝑐; 𝑧; 1), 

 

 𝛹𝛷𝑝
(0,1)

(𝑏; 𝑐; 𝑧) = 𝛷𝑝(𝑏; 𝑐; 𝑧; 1). 

 
Parmar [7], 

 

 𝛹𝛤𝑝
(0,1)(𝑥) = 𝛤𝑝

(𝛼,𝛼;1)(𝑥), 

 

 𝛹𝐵𝑝
(0,1)

(𝑥, 𝑦) = 𝐵𝑝
(𝛼,𝛼;1)

(𝑥, 𝑦), 

 

 𝛹𝐹𝑝
(0,1)(𝑎, 𝑏; 𝑐; 𝑧) = 𝐹𝑝

(𝛼,𝛼;1)(𝑎, 𝑏; 𝑐; 𝑧), 

 

 𝛹𝛷𝑝
(0,1)(𝑏; 𝑐; 𝑧) = 𝛷𝑝

(𝛼,𝛼;1)(𝑏; 𝑐; 𝑧). 

 
Srivastava et al. [8], 
 

 𝛹𝐵𝑝
(0,1)

(𝑥, 𝑦) = 𝐵𝑝
(𝛼,𝛼;1,1)

(𝑥, 𝑦), 

 

 𝛹𝐹𝑝
(0,1)

(𝑎, 𝑏; 𝑐; 𝑧) = 𝐹𝑝
(𝛼,𝛼;1,1)

(𝑎, 𝑏; 𝑐; 𝑧). 

 
Shadab et al. [9], 

 

 𝛹𝐵𝑝
(0,1)(𝑥, 𝑦) = 𝐵1

𝑝(𝑥, 𝑦), 

 

 𝛹𝐹𝑝
(0,1)

(𝑎, 𝑏; 𝑐; 𝑧) = 𝐹𝑝,1(𝑎, 𝑏; 𝑐; 𝑧), 

 

 𝛹𝛷𝑝
(0,1)(𝑏; 𝑐; 𝑧) = 𝛷𝑝,1(𝑏; 𝑐; 𝑧). 

 
 
 
Rahman et al. [10], 
 

 𝛹𝐵𝑝
(0,1)

(𝑥, 𝑦) = 𝐵𝑝
1;1(𝑥, 𝑦), 

 

 𝛹𝐹𝑝
(0,1)(𝑎, 𝑏; 𝑐; 𝑧) = 𝐹𝑝

1;1(𝑎, 𝑏; 𝑐; 𝑧), 

 

 𝛹𝛷𝑝
(0,1)(𝑏; 𝑐; 𝑧) = 𝛷𝑝

1;1(𝑏; 𝑐; 𝑧). 

 
Classic functions [27], 
 

 𝛹𝛤0
(0,1)(𝑥) = 𝛤(𝑥), 

 

 𝛹𝐵0
(0,1)(𝑥, 𝑦) = 𝐵(𝑥, 𝑦), 

 

 𝛹𝐹0
(0,1)(𝑎, 𝑏; 𝑐; 𝑧) =   2𝐹1(𝑎, 𝑏; 𝑐; 𝑧), 

 

 𝛹𝛷0
(0,1)(𝑏; 𝑐; 𝑧) = 𝛷(𝑏; 𝑐; 𝑧). 
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Introduction 

In [1], for any 𝛼 ∈ ℝ+ and 𝑛 ∈ ℕ, the generalized 
harmonic numbers 𝐻𝑛(𝛼) are defined by 

 

𝐻0(𝛼) = 0 and 𝐻𝑛(𝛼) = ∑
1

𝑖𝛼𝑖

𝑛

𝑖=1

   for 𝑛 ≥ 1.             (1) 

 
For 𝛼 =  1, the usual harmonic numbers are 𝐻𝑛(1) =

𝐻𝑛 and the generating function of 𝐻𝑛(𝛼) is 
 

∑ 𝐻𝑛(𝛼)𝑡𝑛

∞

𝑛=1

= −
ln (1 −

𝑡
𝛼

)

1 − 𝑡
.                                         (2) 

 
The works of Cauchy numbers of order r 𝐶𝑛

𝑟, Daehee 
numbers of order 𝑟 𝐷𝑛

𝑟, 𝑞 − Changhee numbers 𝐶ℎ𝑛,𝑞, 

𝑞 − Daehee numbers 𝐷𝑛,𝑞 are given. Their combinatorial 

identities and relations have received much attention [2-
7]. 

The Cauchy numbers of order 𝑟, denoted by 𝐶𝑛
𝑟, are 

defined by the generating function 
 

∑ 𝐶𝑛
𝑟

𝑡𝑛

𝑛!

∞

𝑛=0

= (
𝑡

ln(1 + 𝑡)
)

𝑟

           [13].                            (3) 

 
For 𝑟 = 1, 𝐶𝑛

1 = 𝐶𝑛 are called Cauchy numbers. 
The Daehee numbers of order 𝑟, denoted by 𝐷𝑛

𝑟, are 
defined by the generating function 

 

∑ 𝐷𝑛
𝑟

𝑡𝑛

𝑛!

∞

𝑛=0

= (
ln(1 + 𝑡)

𝑡
)

𝑟

         [11 − 13].                 (4) 

 

For 𝑟 = 1, 𝐷𝑛
1 = 𝐷𝑛 are called Daehee numbers. 

The Stirling numbers of the first kind 𝑆1(𝑛, 𝑘) are 
defined by 

 

𝑥𝑛 = ∑ 𝑆1(𝑛, 𝑘)𝑥𝑘 ,

𝑛

𝑘=0

 

 
and the Stirling numbers of the second kind 𝑆2(𝑛, 𝑘) 

are defined by 
 

𝑥𝑛 = ∑ 𝑆2(𝑛, 𝑘)𝑥𝑘 ,

𝑛

𝑘=0

 

 
where 𝑥𝑛 stands for the falling factorial defined by 

𝑥0 = 1 and 𝑥𝑛 = 𝑥(𝑥 − 1) ⋯ (𝑥 − 𝑛 + 1). It is known 
that 𝑆1(𝑛, 𝑘) = 0 for 𝑘 > 𝑛 and 𝑆1(𝑛, 𝑛) = 1. 

The generating function of the Stirling numbers of the 
first kind 𝑆1(𝑛, 𝑘) is given by 

 

∑ 𝑆1(𝑛, 𝑘)
𝑡𝑛

𝑛!
=

(ln(1 + 𝑡))𝑘

𝑘!
, 𝑘 ≥ 0,

∞

𝑛=𝑘

                           (5) 

 
and the generating function of the Stirling numbers of 

the second kind 𝑆2(𝑛, 𝑘) is given by 
 

∑ 𝑆2(𝑛, 𝑘)
𝑡𝑛

𝑛!
=

(𝑒𝑡 − 1)𝑘

𝑘!
, 𝑘 ≥ 0

∞

𝑛=𝑘

      [10].             (6) 

 
Let |𝑆1(𝑛, 𝑘)| be the unsigned Stirling numbers of the 

first kind given by 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0001-9574-9652
https://orcid.org/0000-0003-2889-2832
https://orcid.org/0000-0002-3972-9910
https://orcid.org/0000-0002-6567-7739
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𝑥𝑛 = ∑|𝑆1(𝑛, 𝑘)|𝑥𝑘 ,

𝑛

𝑘=0

 

 

where 𝑥𝑛 stands for the rising factorial defined by 

𝑥0 = 1 and 𝑥𝑛 = 𝑥(𝑥 + 1) ⋯ (𝑥 + 𝑛 − 1). It is clear that 
𝑆1(𝑛, 𝑘) = (−1)𝑛−𝑘|𝑆1(𝑛, 𝑘)| [5]. 

The generating function of |𝑆1(𝑛, 𝑘)| is given by 
 

∑|𝑆1(𝑛, 𝑘)|
𝑡𝑛

𝑛!
=

(− ln(1 − 𝑡))𝑘

𝑘!
.

∞

𝑛=𝑘

 

 
The numbers associated with 𝑆1(𝑛, 𝑘) are given as 

follows: For 𝑛 <  𝑘, 
 

𝜌(𝑛, 𝑘) =
|𝑆1(𝑘, 𝑘 − 𝑛)|

(𝑘 − 1
𝑛

)
, 

 
and for 𝑛 ≥ 𝑘, 

𝜌(𝑛, 𝑘) = 𝑛! 𝜎𝑛(𝑘), 
where 𝜎𝑛(𝑥) is the Stirling polynomial [5]. The 

generating function of these numbers is 
 

∑ 𝜌(𝑛, 𝑘)
𝑡𝑛

𝑛!
= (

𝑡

1 − 𝑒−𝑡
)

𝑘
∞

𝑛=0

.                                           (7) 

 

It is clearly that 𝜌(𝑛, 𝑘) = 𝐵𝑛
(𝑘)(𝑘) is known as the 

classical Bernoulli polynomials of order 𝑘 [9]. 
Let 𝑝 be a fixed odd prime number. ℤ𝑝 , ℚ𝑝 and ℂ𝑝 will 

denote the ring of 𝑝 − adic integers, the field of 𝑝 − adic 
rational numbers and the completion of the algebraic 
closure of ℚ𝑝. The 𝑝 − adic norm |. |𝑝 is normalized by 

|𝑝|𝑝 =
1

𝑝
. Let 𝑞 be an indeterminate in ℂ𝑝 such that 

|1 − 𝑞|𝑝 < 𝑝
−1

𝑝−1. The 𝑞 − extension of number 𝑥 is 

defined as [𝑥]𝑞 =
1−𝑞𝑥

1−𝑞
. It is clear that lim

𝑞→1
[𝑥]𝑞 = 𝑥. 

The 𝑞 − Changhee polynomials 𝐶ℎ𝑛,𝑞 (𝑥)[4] are 

defined by the generating function 
 

∑ 𝐶ℎ𝑛,𝑞 (𝑥)
𝑡𝑛

𝑛!
=

1 + 𝑞

1 + 𝑞(1 + 𝑡)
(1 + 𝑡)𝑥 .

∞

𝑛=0

                  (8) 

 
When 𝑥 =  0, 𝐶ℎ𝑛,𝑞 = 𝐶ℎ𝑛,𝑞 (0) are called 𝑞 − 

Changhee numbers and when 𝑞 =  1, 𝐶ℎ𝑛 = 𝐶ℎ𝑛,1 (0) 

are called Changhee numbers. 
The 𝑞 − Daehee polynomials 𝐷𝑛,𝑞(𝑥)[7] are defined by 

the generating function 
 

∑ 𝐷𝑛,𝑞 (𝑥)
𝑡𝑛

𝑛!
=

1 − 𝑞 +
1 − 𝑞
ln 𝑞 ln(1 + 𝑡)

1 − 𝑞 − 𝑞𝑡
(1 + 𝑡)𝑥 .

∞

𝑛=0

(9) 

 
In the special case, when 𝑞 =  1, 𝐷𝑛(𝑥) = 𝐷𝑛,1(𝑥) are 

called Daehee polynomials and when 𝑥 =  0, 𝐷𝑛,𝑞 =

𝐷𝑛,𝑞(0) are called 𝑞 − Daehee numbers. 

Let 𝑓 (𝑡) be a generating function (a power series) for 
a sequence {𝐴𝑛}, the sequence of coefficients of the 

expansion of 𝑓(𝑡)𝑟 is defined by 𝐴𝑛
(𝑟)

, where 𝑟 is a fixed 
real nonzero number: 

 

𝑓(𝑡) = ∑ 𝐴𝑛

𝑡𝑛

𝑛!

∞

𝑛=0

,       𝑓(𝑡)𝑟 =  ∑ 𝐴𝑛
(𝑟) 𝑡𝑛

𝑛!

∞

𝑛=0

                   (10) 

 
absolutely convergent in a neighborhood of the origin. 

Suppose 𝑓(𝑡) has a subsidiary generating function 
𝑔(𝑡) so that 

𝑓(𝑡) = (1 + 𝑔(𝑡))
−1

,     |𝑔(𝑡)| < 1       and          𝑔(𝑡)𝑛

= ∑ 𝑎𝑚
(𝑛)

∞

𝑚=𝑀(𝑛)

𝑡𝑚

𝑚!
,                                                             (11) 

where 𝑀(𝑛) is a non-negative integer. Note that 

g(𝑡) = ∑ 𝑎𝑚
∞
𝑚=0

𝑡𝑚

𝑚!
 [8]. 

In [2], let 
 

𝑎(𝑚, 𝑘) = (−1)𝑘 ∑
1

𝑛!
𝑆1(𝑛, 𝑘)

𝑀−1(𝑚)

𝑛=𝑘

𝑎𝑚
(𝑛)

,                   (12) 

 
where 𝑀−1(𝑚) indicates the inverse function of 𝑀 (in 

most cases, it is simply 𝑀−1(𝑚) = 𝑚). Then 
 

𝐴𝑚
(𝑟)

= ∑ 𝑎(𝑚, 𝑘)𝑟𝑘 , 𝑚 ≥ 1.                                (13)

𝑀−1(𝑚)

𝑘=1

 

 
Also Liu gave the sum as follows: 
 

𝐴𝑚
(𝑟)

= ∑ (
−𝑟

𝑖
) 𝑎𝑚

(𝑖)
.                                                (14)

𝑀−1(𝑚)

𝑖=0

 

 
In [3], Kim et. al. gave obvious formula for coefficients 

of the expansion of given generating function, when that 
function has a suitable form, the coefficients can be 
represented by the Daehee numbers of order r and the 
Changhee numbers of order r. By the classical method of 
comparing the coefficients of the generating function, 
some identities related to these numbers were shown. For 
example, 

 

𝐷𝑛
𝑟 = ∑ 𝐵𝑚

(𝑟)
𝑆1(𝑛, 𝑚),

𝑛

𝑚=0

 

 

where 𝐵𝑛
(𝑟)

 are the Bernoulli numbers of order 𝑟. 
In this paper, we derive new identities which are 

related to some special numbers by using the argument of 
the generating function given in [2]. For example, for any 
positive integer 𝑛 and any positive real number 𝑞 ≠ 1, 

 

∑ (
1 − 𝑞

𝑞
)

𝑖+1 𝐷𝑖

𝑖!
= ln 𝑞 (𝐷𝑛,𝑞

(1 − 𝑞)𝑛

𝑛! 𝑞𝑛
− 1) ,

𝑛−1

𝑖=0
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and for any positive integers 𝑛 and 𝑟, 
 

𝐶𝑛
𝑟 = ∑ ∑(−1)𝑘 (

𝑚

𝑘
)

𝑚

𝑘=0

𝑛

𝑚=0

(
𝑟 + 𝑚 − 1

𝑚
) 𝐷𝑛

𝑘 . 

 

Some identities with special numbers 
 
In this section, we will give some identities involving generalized harmonic numbers, Cauchy numbers of order 𝑟, 

𝑞 −Changhee numbers and 𝑞 −Daehee numbers. 
Theorem 1. For any positive integer 𝑛 and any positive real number 𝑞 > 1, we have 
 

𝐻𝑛 (
𝑞

𝑞 − 1
) = ln 𝑞 (1 − 𝐷𝑛,𝑞

(1 − 𝑞)𝑛

𝑛! 𝑞𝑛
 ). 

 
Proof. From (2) and (9), we have 
 

∑(−1)𝑛𝐷𝑛,𝑞

𝑡𝑛

𝑛!

∞

𝑛=0

=
1 − 𝑞

1 − 𝑞 + 𝑞𝑡
+

1 − 𝑞

ln 𝑞

1 − 𝑡

1 − 𝑞 + 𝑞𝑡

ln(1 − 𝑡)

1 − 𝑡
 

=
1 − 𝑞

1 − 𝑞 + 𝑞𝑡
−

1 − 𝑞

ln 𝑞

1 − 𝑡

1 − 𝑞 + 𝑞𝑡
∑ 𝐻𝑘

∞

𝑘=0

𝑡𝑘 

=
1 − 𝑞

1 − 𝑞 + 𝑞𝑡
+

1

ln 𝑞

1 − 𝑞

1 − 𝑞 + 𝑞𝑡
(∑ 𝐻𝑘

∞

𝑘=0

𝑡𝑘+1 − ∑ 𝐻𝑘

∞

𝑘=0

𝑡𝑘) 

and by ∑ 𝑥𝑘∞
𝑘=0 =

1

1−𝑥
, equals to 

∑(−1)𝑛
𝑞𝑛

(1 − 𝑞)𝑛

∞

𝑛=0

𝑡𝑛 +
1

ln 𝑞
∑(−1)𝑛

𝑞𝑛

(1 − 𝑞)𝑛

∞

𝑛=0

𝑡𝑛 (∑ 𝐻𝑘−1

∞

𝑘=1

𝑡𝑘 − ∑ 𝐻𝑘

∞

𝑘=0

𝑡𝑘) 

= ∑(−1)𝑛
𝑞𝑛

(1 − 𝑞)𝑛

∞

𝑛=0

𝑡𝑛 −
1

ln 𝑞
∑(−1)𝑛

𝑞𝑛

(1 − 𝑞)𝑛

∞

𝑛=0

𝑡𝑛 ∑ 𝐻𝑘

∞

𝑘=0

𝑡𝑘 +
1

ln 𝑞
∑(−1)𝑛

𝑞𝑛

(1 − 𝑞)𝑛

∞

𝑛=0

𝑡𝑛 ∑ 𝐻𝑘−1

∞

𝑘=1

𝑡𝑘 

and by some combinatoric operations, 

∑(−1)𝑛𝐷𝑛,𝑞

∞

𝑛=0

𝑡𝑛

𝑛!
 

= ∑(−1)𝑛
𝑞𝑛

(1 − 𝑞)𝑛

∞

𝑛=0

𝑡𝑛 −
1

ln 𝑞
∑ ∑(−1)𝑘

𝑞𝑘

(1 − 𝑞)𝑘

𝑛

𝑘=0

∞

𝑛=0

𝐻𝑛−𝑘𝑡𝑛 +
1

ln 𝑞
∑ ∑(−1)𝑘

𝑞𝑘

(1 − 𝑞)𝑘

𝑛−1

𝑘=0

∞

𝑛=1

𝐻𝑛−𝑘−1𝑡𝑛 

= ∑ ((−1)𝑛
𝑞𝑛

(1 − 𝑞)𝑛
+

1

ln 𝑞
∑(−1)𝑘+1

𝑞𝑘

(1 − 𝑞)𝑘

𝑛−1

𝑘=0

1

𝑛 − 𝑘
)

∞

𝑛=0

𝑡𝑛 . 

 
Hence, by comparing the coefficients of 𝑡𝑛 above gives 
 

𝐷𝑛,𝑞

𝑛!
=

𝑞𝑛

(1 − 𝑞)𝑛
+

1

ln 𝑞
∑(−1)𝑛+𝑘+1

𝑞𝑘

(1 − 𝑞)𝑘

𝑛−1

𝑘=0

1

𝑛 − 𝑘
. 

 
Thus, from (1), the desired result is obtained. 
Corollary 1. For any positive integer 𝑛 and any positive real number 𝑞 ≠  1, we have 
 

∑ (
1 − 𝑞

𝑞
)

𝑖+1 𝐷𝑖

𝑖!
 

𝑛−1

𝑖=0

= ln 𝑞 (𝐷𝑛,𝑞

(1 − 𝑞)𝑛

𝑛! 𝑞𝑛
− 1). 

 



Ömür et al. / Cumhuriyet Sci. J., 43(4) (2022) 696-702 

699 

Proof. From Theorem 1, we obtain 
 

ln 𝑞 (1 − 𝐷𝑛,𝑞

(1 − 𝑞)𝑛

𝑛! 𝑞𝑛
) = ∑

(−1)𝑖(1 − 𝑞)𝑖

𝑖𝑞𝑖
 

𝑛

𝑖=1

= − ∑
(−1)𝑖(1 − 𝑞)𝑖+1

𝑞𝑖+1
 

𝑛−1

𝑖=0

𝑖!

(𝑖 + 1)!
, 

 

and by Daehee number 𝐷𝑛 =
(−1)𝑛

𝑛+1
𝑛!, 

 

ln 𝑞 (𝐷𝑛,𝑞

(1 − 𝑞)𝑛

𝑛! 𝑞𝑛
− 1) = ∑ (

1 − 𝑞

𝑞
)

𝑖+1 𝐷𝑖

𝑖!
 

𝑛−1

𝑖=0

, 

 
as claimed. 
Theorem 2. For any positive integers 𝑛 and 𝑟, we have 
 

𝜌(𝑛, 𝑟) = ∑  

𝑛

𝑖=0

∑  

𝑛

𝑚=0

∑  (−1)𝑘+𝑛

𝑖

𝑘=0

(𝑟 + 𝑖 − 1
𝑖

) (
𝑖
𝑘

) 𝑆2(𝑛, 𝑚)𝐶𝑚
𝑘 . 

 

Proof. For 𝑓(𝑡) =
𝑡

1−𝑒−𝑡, by (11) and Binomial theorem, we have 

 

𝑔(𝑡)𝑖 = (
𝑒−𝑡 − 1

ln(1 + (𝑒−𝑡 − 1))
− 1)

𝑖

= ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) (
𝑒−𝑡 − 1

ln(1 + (𝑒−𝑡 − 1))
)

𝑘

. 

 
From (3) and (6), we have 
 

𝑔(𝑡)𝑖 = ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) ∑ 𝐶𝑚
𝑘

(𝑒−𝑡 − 1)𝑚

𝑚!
 

∞

𝑚=0

 

= ∑  

∞

𝑛=0

∑  

𝑛

𝑚=0

∑  (−1)𝑖−𝑘+𝑛

𝑖

𝑘=0

(
𝑖
𝑘

) 𝐶𝑚
𝑘 𝑆2(𝑛, 𝑚)

𝑡𝑛

𝑛!
, 

 
and by (11), 
 

𝑎𝑛
(𝑖)

= ∑  

𝑛

𝑚=0

∑  (−1)𝑖−𝑘+𝑛

𝑖

𝑘=0

(
𝑖
𝑘

) 𝐶𝑚
𝑘 𝑆2(𝑛, 𝑚). 

 
Note that for integers 𝑟 ≥ 1 and 𝑗 ≥ 0, 

 
(

−𝑟
𝑗 ) = (−1)𝑗 (

𝑟 + 𝑗 − 1
𝑗

).                                                                                                                                                             (15) 

 
Then, by (14), we have 
 

𝐴𝑛
(𝑟)

= ∑  

𝑛

𝑖=0

∑  

𝑛

𝑚=0

∑  (−1)𝑘+𝑛

𝑖

𝑘=0

(𝑟 + 𝑖 − 1
𝑖

) (
𝑖
𝑘

) 𝑆2(𝑛, 𝑚)𝐶𝑚
𝑘 . 

 
 (7) and (10) give that 
 

∑ 𝐴𝑛
(𝑟)

∞

𝑛=0

𝑡𝑛

𝑛!
= (

𝑡

1 − 𝑒−𝑡
)

𝑟

= ∑ 𝜌(𝑛, 𝑟)

∞

𝑛=0

𝑡𝑛

𝑛!
.  

 

Thus, comparing the coefficients of  
𝑡𝑛

𝑛!
, the desired result is obtained. 

Theorem 3. For any positive integers 𝑛 and 𝑟, we have 
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𝐶𝑛
𝑟 = ∑  

𝑛

𝑖=0

∑  (−1)𝑘

𝑖

𝑘=0

(𝑟 + 𝑖 − 1
𝑖

) (
𝑖
𝑘

) 𝐷𝑛
𝑘 . 

 

Proof. We take 𝑓(𝑡) =
𝑡

ln(1+𝑡) 
 for using (11). From Binomial theorem and (4), we have 

𝑔(𝑡)𝑖 = (
ln(1 + 𝑡)

𝑡
− 1)

𝑖

= ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) (
ln(1 + 𝑡)

𝑡
)

𝑘

 

= ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) ∑ 𝐷𝑛
𝑘

∞

𝑛=0

𝑡𝑛

𝑛!
= ∑ ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) 𝐷𝑛
𝑘

∞

𝑛=0

𝑡𝑛

𝑛!
, 

 
which equals by (11), 
 

𝑎𝑛
(𝑖)

= ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) 𝐷𝑛
𝑘 . 

 
From here, by (14) and (15), we obtain that 
 

𝐴𝑛
(𝑟)

= ∑ ∑  (−1)𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) (𝑟 + 𝑖 − 1
𝑖

) 𝐷𝑛
𝑘

𝑛

𝑖=0

, 

 
and from (7) and (10), 
 

∑ 𝐴𝑛
(𝑟)

∞

𝑛=0

𝑡𝑛

𝑛!
= ∑ 𝐶𝑛

𝑟

∞

𝑛=0

𝑡𝑛

𝑛!
. 

 
Thus, we have the proof. 
 
Theorem 4. For any positive integers 𝑛 and 𝑟, we have 
 

∑(−1)𝑛𝑆2(𝑛, 𝑖)𝐶𝑖
𝑟

𝑛

𝑖=0

= ∑ ∑(−1)𝑘 (
𝑖
𝑘

) (𝑟 + 𝑖 − 1
𝑖

) 𝜌(𝑛, 𝑘)

𝑖

𝑘=0

𝑛

𝑖=0

. 

 
Proof. By (11), we note that 
 

𝑓(𝑡) =
𝑒−𝑡 − 1

ln(1 + (𝑒−𝑡 − 1))
  and  𝑔(𝑡) =

𝑡 − 1 + 𝑒−𝑡

1 − 𝑒−𝑡
. 

 
From Binomial theorem, (6) and (7) , we have 
 

𝑔(𝑡)𝑖 = (
𝑡

1 − 𝑒−𝑡
− 1)

𝑖

= ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) (
𝑡

1 − 𝑒−𝑡
)

𝑘

 

= ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) ∑ 𝜌(𝑛, 𝑘)

∞

𝑛=0

𝑡𝑛

𝑛!
 

= ∑ ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) 𝜌(𝑛, 𝑘)

∞

𝑛=0

𝑡𝑛

𝑛!
, 

 
and using (11), 
 

𝑎𝑛
(𝑖)

= ∑  (−1)𝑖−𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) 𝜌(𝑛, 𝑘). 
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Hence, (14) and (15) yield that 
 

𝐴𝑛
(𝑟)

= ∑ ∑  (−1)𝑘

𝑖

𝑘=0

(
𝑖
𝑘

) (𝑟 + 𝑖 − 1
𝑖

) 𝜌(𝑛, 𝑘)

𝑛

𝑖=0

. 

 
From (3), (6) and (10), we obtain that 
 

∑ 𝐴𝑛
(𝑟)

∞

𝑛=0

𝑡𝑛

𝑛!
= 𝑓(𝑡)𝑟 = (

𝑒−𝑡 − 1

ln(1 + (𝑒−𝑡 − 1))
)

𝑟

 

= ∑ 𝐶𝑖
𝑟

∞

𝑖=0

(𝑒−𝑡 − 1)𝑖

𝑖!
= ∑ 𝐶𝑖

𝑟

∞

𝑖=0

∑(−1)𝑛𝑆2(𝑛, 𝑖)

∞

𝑛=𝑖

𝑡𝑛

𝑛!
 

= ∑ ∑(−1)𝑛𝑆2(𝑛, 𝑖)𝐶𝑖
𝑟

𝑛

𝑖=0

∞

𝑛=0

𝑡𝑛

𝑛!
. 

 

Thus, comparing the coefficients of  
𝑡𝑛

𝑛!
, we have the proof. 

Now, for any positive integers 𝑟, we have 𝑞 − numbers (
𝑛 + 𝑟 − 1

𝑟 − 1
) 𝐶ℎ𝑛,𝑞 given by 

 

(
1 + 𝑞

𝑞(1 + 𝑡) + 1
)

𝑟

= ∑ (𝑛 + 𝑟 − 1
𝑟 − 1

) 𝐶ℎ𝑛,𝑞

∞

𝑛=0

𝑡𝑛

𝑛!
.                                                                                                        (16) 

 
Theorem 5. For any positive integers 𝑛 and 𝑟, we have 
 

(
𝑟
𝑛

) ∑ (
𝑟 − 𝑛
𝑖 − 𝑛

) 𝑞𝑖

𝑟

𝑖=0

=
(1 + 𝑞)𝑟

𝑛!
𝐶ℎ𝑛,𝑞 ∑ ∑(−1)𝑘 (

𝑖
𝑘

)

𝑖

𝑘=0

(𝑟 + 𝑖 − 1
𝑖

) (𝑛 + 𝑘 − 1
𝑘 − 1

)

𝑛

𝑖=0

. 

 

Proof. For 𝑓(𝑡) =
𝑞(1+𝑡)+1

1+𝑞
, by (11), we have 

 

𝑔(𝑡) =
−𝑞𝑡

𝑞(1 + 𝑡) + 1
. 

 
From Binomial theorem, we have 
 

𝑓(𝑡)𝑟 = (
𝑞(1 + 𝑡) + 1

1 + 𝑞
)

𝑟

=
1

(1 + 𝑞)𝑟
(𝑞(1 + 𝑡) + 1)𝑟 

=
1

(1 + 𝑞)𝑟
∑ (

𝑟
𝑖
) 𝑞𝑖(1 + 𝑡)𝑖

𝑟

𝑖=0

=
1

(1 + 𝑞)𝑟
∑ ∑ (

𝑟
𝑖
) (

𝑖
𝑛

) 𝑞𝑖𝑡𝑛

𝑟

𝑖=0

∞

𝑛=0

                                                                                         (17) 

 
which, by Binomial theorem and (16), we write 
 

𝑔(𝑡)𝑖 = (
1 + 𝑞

𝑞(1 + 𝑡) + 1
− 1)

𝑖

= ∑(−1)𝑖−𝑘 (
𝑖
𝑘

) (
1 + 𝑞

𝑞(1 + 𝑡) + 1
)

𝑘𝑖

𝑘=0

 

= ∑ ∑(−1)𝑖−𝑘 (
𝑖
𝑘

) (𝑛 + 𝑘 − 1
𝑘 − 1

) 𝐶ℎ𝑛,𝑞

𝑖

𝑘=0

∞

𝑛=0

𝑡𝑛

𝑛!
.  

 
Hence, with the help of (11), by comparing coefficients of 𝑡𝑛, we obtain that 
 

𝑎𝑛
(𝑖)

= ∑(−1)𝑖−𝑘 (
𝑖
𝑘

) (𝑛 + 𝑘 − 1
𝑘 − 1

) 𝐶ℎ𝑛,𝑞

𝑖

𝑘=0

. 

 
By (10), (14) and (15), we get 
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𝐴𝑛
(𝑟)

= ∑ ∑(−1)𝑘 (
𝑖
𝑘

) (𝑟 + 𝑖 − 1
𝑖

) (𝑛 + 𝑘 − 1
𝑘 − 1

) 𝐶ℎ𝑛,𝑞

𝑖

𝑘=0

𝑛

𝑖=0

, 

 
and 
 

𝑓(𝑡)𝑟 = ∑ ∑ ∑(−1)𝑘 (
𝑖
𝑘

) (
𝑟 + 𝑖 − 1

𝑖
) (

𝑛 + 𝑘 − 1
𝑘 − 1

) 𝐶ℎ𝑛,𝑞

𝑖

𝑘=0

𝑛

𝑖=0

∞

𝑛=0

𝑡𝑛

𝑛!
.                                                                                    (18) 

 
Finally, (17) and (18) give that 
 

∑ (
𝑟
𝑖
) (

𝑖
𝑛

) 𝑞𝑖

𝑟

𝑖=0

=
(1 + 𝑞)𝑟

𝑛!
𝐶ℎ𝑛,𝑞 ∑ ∑(−1)𝑘 (

𝑖
𝑘

)

𝑖

𝑘=0

(
𝑟 + 𝑖 − 1

𝑖
) (

𝑛 + 𝑘 − 1
𝑘 − 1

)

𝑛

𝑖=0

. 

 

By the equality (
𝑟
𝑖
) (

𝑖
𝑛

) = (
𝑟
𝑛

) (
𝑟 − 𝑛
𝑖 − 𝑛

), we have the proof. 

 
Theorem 6. For any positive integers 𝑛 and 𝑟, we have 
 

∑ ∑ ∑(−1)𝑘 (
𝑖
𝑘

) (
𝑘
𝑗

)

𝑘

𝑗=0

(
𝑟 + 𝑖 − 1

𝑖
) (

𝑛 + 𝑗 − 1
𝑗 − 1

)
𝑞𝑗

(1 + 𝑞)𝑘

𝑖

𝑘=0

𝑛

𝑖=1

= (1 + 𝑞)𝑟−𝑛 ∑(−1)𝑘 (
𝑟
𝑘

) (
𝑛 + 𝑘 − 1

𝑘 − 1
)

𝑞𝑘

(1 + 𝑞)𝑘

𝑟

𝑘=0

. 

 

Proof. The proof is similar to the proof of above theorems, taking 𝑓(𝑡) = (1 + 𝑞)
1+𝑡

1+𝑞+𝑡
 and using the generating 

function 
 

∑ (𝑛 + 𝑟 − 1
𝑟 − 1

)
(−1)𝑛

(1 + 𝑞)𝑛

∞

𝑛=0

𝑡𝑛 =
(1 + 𝑞)𝑟

(1 + 𝑞 + 𝑡)𝑟
. 
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In this article, the new function method is used to obtain the wave solutions of the nonlinear Klein-Gordon 
equation. Since the Klein-Gordon equation is a nonlinear partial differential equation containing exponential 
functions, it was decided to apply the new function method, which was defined on the assumption of a nonlinear 
auxiliary differential equation containing exponential functions. Thus, it aims to reach wave solutions not found 
in the literature. The considered method can be easily applied to this type of nonlinear problem that is difficult 
to solve and gives us solutions. Here, two new exact solutions are obtained. Then two and three-dimensional 
density and contour graphs are drawn by selecting the appropriate parameters to analyze the physical behavior 
of these solutions. The Mathematica package program was effectively used in all calculations and graphic 
drawings. 
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Introduction 

Each of the nonlinear partial differential equations is a 
mathematical model of problems in physics, chemistry, 
biology, mechanics, and health. Therefore, the solutions 
to such equations are essential to researchers. Based on 
this thought, various methods have been developed and 
applied to investigate the exact or approximate solutions 
of nonlinear mathematical models. Some of those 
methods are, respectively, the trial equation method [1], 
the Kudryashov method [2], the first integral method [3], 
the extended trial equation method [4], the new extended 
direct algebraic method [5], the modified exponential 
function method [6], the sine-cosine method [7], the 
extended tanh-function method [8], the variational 
iteration method [9], Adomian decomposition method 
[10], the Chebyshey-Tau method [11]. Apart from these, a 
new method called the “new function method” has been 
proposed in the paper [12]. Subsequently, some authors 
have applied this approach to various nonlinear partial 
differential equations [13-18]. This method makes it easy 
to find the exact solutions of the nonlinear partial 
differential equations that contain exponential, 
trigonometric, or hyperbolic functions and are difficult to 
solve. Because the nonlinear partial differential equations 
containing such functions can be easily solved by 
assuming an auxiliary ordinary differential equation 
containing functions of the same type and thus by 
simplifying the derivative term and hyperbolic, 
trigonometric, or exponential functions in these 
equations, for this reason, the new function method was 
used to determine the exact solutions of the nonlinear 

Klein-Gordon equation containing the exponential 
function in this study. All details about this method and its 
applications to nonlinear partial differential equations can 
be found in the articles published on this subject in the 
literature. 

In this study, the new function method is used for the 
equation given below as the Klein-Gordon equation with 
exponential nonlinearity [19] 

 
2 .tt xx ae be            (1) 

 
The nonlinear Klein-Gordon equations are considered 

to model some nonlinear phenomena. Also, this nonlinear 
physical model has exponential nonlinearity. Detailed 
information on modeling these equations is given in the 
paper [20]. 

 

New Function Method 

In this study, we analyze the traveling wave solutions 
of the Klein-Gordon equation using the new function 
method. First of all, the general form of the nonlinear 
mathematical model is given as 
 

 2, , , ,... 0xx ttP e e            (2) 

 

and then the wave transforms    ,x t   , 

 k x ct    is substituted into Eq. (2), where 0c   is 

the velocity of the wave and k  is wave number. Thus, the 
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nonlinear partial differential equation is obtained in the 
form of a nonlinear ordinary differential equation as 
follows 
 

 , 0N     .        (3) 

According to the method, suppose that the function 


 
satisfies the following equation 

                                                                    

    H R r   ,      (4) 

where ,H R  and r  are continuous or differentiable 

functions on R. Also, the derivative concepts required in 
Eq. (4) are considered as 

                                                 

          ,h r h r r h r          .    (5) 

Substituting Eq. (5) into Eq. (4), we obtain 

                                                         

           H h r r h r R r      .     (6) 

If we take ( )r  , then we can write 

                                                                

      H h h R      .                     (7) 

Thus, an ordinary differential equation containing the 
single variable function h  and its derivatives up to the 

requested order is obtained from Equation (7). Then, 
integrating the obtained ordinary differential equation, it 
is easily converted into a form as follows: 

                                             

     
d d

d d S
h r h r

 
  

 
      .      (8) 

Here, S  is an integral constant. The traveling wave 

solutions of Eq. (1) can be constructed by calculating these 
integrals. 

Applications for The Klein-Gordon Equation with An 
Exponential Nonlinearity 

By using the wave transform, the Klein-Gordon 
equation with exponential nonlinearity is reduced to the 
following nonlinear ordinary differential equation form: 

 
2 2 2( 1) .k c ae be           (9) 

 
We suppose that the auxiliary equation based on the 

exponential function is as follows 
 

 h e  .      (10) 

Both sides of Eq. (10) are derived with respect to  , 

we get 

   .e h e h e         (11) 

 

Substituting Eq. (11) into Eq. (9), we have 
                                                    

     2 2 1k c h e h e a be      .    (12) 

If   is written instead of e  in Eq. (12), then the new 

form of the ordinary differential equation is given as   
                                                    

     2 2 1k c h h a b      .       (13) 

When Eq. (13) is integrated with respect to  , we 

obtain  

 
 

 2 2

2 2

1
2

1
h b a S

k c
  


  


,   (14) 

where S  is an integration constant. From Eq. (14), we 

can easily write the following function 
                                                               

 
 2

2 2

1
( ) 2

1
h b a S

k c
  


   


.   (15) 

Letting e  , we have 
1

ln 


 . Differentiating 

both sides of this equality with respect to  , we get 

   
1

h e h
 

 


    .    (16) 

From Eq. (16), the following differential equation is 
obtained 

     

 
 2 2

2 2
( ) 2

1

d
h b a S

d k c

 
      


     


 (17) 

When Eq. (17) is solved by using the Mathematica 
program, the equality is obtained as 

 

 
 

2 2

2
1 arctan

2
,

S a
bk c

S S a b
Q

S



 




 
 
   

      (18) 

 

where Q  is an integration constant.  1, ,4i i   

are roots of equation  4 3 2 02b a S      

         
2 2

1 2 3 4, ,0 0,
a a bS a a bS

b b
   

    
           (19) 

 
Then, we obtain the following cases. 
 
CASE-1: 
                                       

 
        

 

2 2 22

22

sec sec tanh

,
tanh

S a h a bS h

x t
a bS

  




   




,  (20) 
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where 
  

 2 2 1

S Q k x c t

b k c




  
 
 
 

, 0k   and 1c  

. Substituting the function   in Eq. (20) into the relation 

1
ln 


 , we get 

 

 
        

 

2 2 22

22

sec sec tanh
1

ln
tanh

S a h a b S h

a b S

  
 

 

 
   

 
  

 
 

   (21) 

 
By determining the suitable values of the parameters 

in the exact solution of the nonlinear mathematical 
model, two-dimensional, three-dimensional, density, and 
contour graphs of this function were drawn. The 
Mathematica program is used to obtain these graphics. 

 

 

Figure 1. Three-dimensional, density and contour graphs of solution (21) at c=-2, S=1.26, a=-0.2, b=1, Ǫ=1.2, k=2.2, 
β=0.03  and two-dimensional graph for t=1. 

CASE-2:         

              

 
        

 

2 2 22

22

sec sec tanh

,
tanh

S a h a bS h

x t
a bS

  




  


 

        

(22) 

 

where 
  

 2 2 1

S Q k x c t

b k c




  
 
 
 

, 0k   and 1c   . 

Substituting the function   in Eq. (22) into the relation 

1
ln 


 , we get 

 

 
        

 

2 2 22

22

sec sec tanh
1

ln
tanh

S a h a bS h

a bS

  

 
 

 
   

  
  

 

(23) 
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Figure 2. Three-dimensional, density and contour graphs of solution (23) at c=-2, S=1.26, a=-0.2, b=1, Ǫ=1.2, k=2.2, 
β=0.03  and two-dimensional graph for t=1. 

Conclusions 
 

A new function method is used to obtain the soliton 
solutions of the Klein-Gordon equation. Thus, functions 
with periodic characteristics were obtained with the help 
of this method. Finding functions with this type of 
property provides an advantage in interpreting and 
making assumptions about the behavior of the 
mathematical model. Since periodic functions exhibit 
similar motion behaviors in all intervals, it allows 
interpretation of the behavior pattern for any interval 
beforehand. The solutions of trigonometric functions can 
be written in a logarithmic function. In addition, when the 
two-three dimensional density and contour graphs of the 
obtained solution function were examined, the periodic 
functions obtained as the solution function of the 
mathematical model represented the behavioral models. 
The results show that the new function technique is a very 
effective and convenient mathematical tool for solving 
nonlinear partial differential equations. 
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One of the most frequent children tumors in the area around the eyes is defined as retinoblastoma. Proton 
radiotherapy treatment is a particularly effective type of radiation therapy due to the prolonged survival rates 
of children with childhood cancers such as retinablastoma, continued growth of nearby organs and tissues, low 
radiation dose restriction of vision-related tissues and systems of these tissues. In this study, a geometry 
phantom including eyeball, lens, lacrimal gland, optic nerve, optic chiasm, retina, cancer, cornea and bone 
structures was modeled with Monte Carlo simulation tool GATE (vGATE 9.0). With this simulation, the doses 
absorbed by the tissues were calculated using the DoseActor and TLEDoseActor algorithms. Secondary doses 
were determined by the TLEDoseActor algorithm. Determination of secondary radiations is important because 
of the low radiation dose limit of tissues and systems that affect vision. The best treatment results were tried to 
be obtained by giving the beam thickness of the radiation used in our study, 4 different angles towards the target 
and different energies. These results show that it can be helpful in calculating a treatment plan for proton 
therapy in clinical practice. 
 
Keywords: GATE, DoseActor, TLEDoseActor, Proton therapy, Retinablastoma, Radiotherapy.                  
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Introduction 

Proton therapy affects the proliferation time of cancer 
cells, disrupts the nutrition of the cells in question, and is 
an external beam radiotherapy used to break the DNA 
helix, stop or destroy the proliferation of these unwanted 
cells. The aim of all external beam treatments is to try to 
protect the healthy organs from the negative effects of 
radiation while targeting the unwanted tumor area in the 
body with radiation therapy [1]  .The risk of secondary 
cancer after traditional radiotherapy, the longer life 
expectancy in pediatric cancers, the more radiosensitive 
tissues and organs, while the tissues continue to grow, 
while the presence of radiation-induced growth disorders 
makes proton therapy more preferable. Clinical studies on 
this subject support that proton therapy gives less dose to 
healthy tissues compared to other radiotherapy 
techniques [2] .  Although proton therapy facilities are 
quite expensive, the first facilities are built in the USA, 
Europe and Japan, but the number of facilities has been 
increasing in China and South Korea in recent years. 
Significant advances in proton therapy are expected in the 
next 10 years. Forecasts include: proton therapy systems 
will continue to shrink in volume, proton dosimetry will 
become more sophisticated, and devices that change the 
size and shape of the proton beam, such as multileaf 
collimators, will allow the treatment of complex tumors, 
but will also be more effective in very small lesions such 
as eye tumors. Recent advances have reduced the 
volumes of proton therapy technology by up to 40 

percent. In particular, the development of 
superconducting magnet technology was influential in the 
size of the cyclotron that produced the proton beam. In 
addition, the revolving portal, in the volume of a three 
storey building, could be significantly reduced. Thus, 
proton therapy will be considered more cost effective and 
in the treatment of different types of cancer, and there 
will be a significant reduction in operating costs. Scientists 
are working on very finely tuned collimation systems 
made of different materials to reduce neutron production, 
which has a high share in secondary radiation. This will be 
of great importance, especially in patients receiving 
repeat proton therapy. [3]  Proton Interactions Numerous 
interactions slow down atomic orbital electrons by the 
Coulomb force. They are deflected from their direction as 
a result of numerous collisions with the atomic nucleus. 
Apart from these, in inelastic collisions that occur 
occasionally with nuclear interactions, the proton collides 
with one or more protons in the nucleus, releasing the 
particles, thereby releasing secondary radiations 
especially neutrons and gamma rays. In particular, the 
neutron dose is considered unfavorable in proton therapy 
because of possible long-term effects. Secondary 
radiations can cause cancer to recur in patients and 
healthy tissues to receive an extra dose of radiation. [4]     

The content of the article is as follows: In the next 
section, there will be phantom simulation preparation of 
eye organ geometry, GATE software, algorithms and 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0001-6972-3635
https://orcid.org/0000-0002-0116-5494


Gül, Kuday/ Cumhuriyet Sci. J., 43(4) (2022) 708-715 

709 

calculations used to calculate secondary radiation doses. 
In the findings section, we conclude our study with the 
results and interpretation part, which will find the dose 
values obtained in the cancerous region in the retina and 
healthy tissues, and the dose distributions out of the area 
with the GATE software. 

 

Materials and Methods 
 
Geant4 is a program that allows wide use for 

simulating the penetration of defined particles through 
matter. Areas of application include studies in high 
energy, nuclear and accelerator physics, as well as 
medicine and space sciences. [5] 

GATE combines the advantages of reality-tested 
physics models of the GEANT4 simulation toolset with 
extensive geometry definition and powerful 3D 
visualization and original features unique to emission 
tomography. The program, which consists of several 
hundred C++ codes, the mechanisms used to manage 
time, geometry and radioactive resources, creates with 
C++ codes thanks to GEANT4. 

GATE specifically provides modeling capability. It is a 
program that allows simulating time-dependent physical 
events such as detector movements or source decay 
kinetics, time curves based on realistic conditions. [6] 

In the Cartesian coordinate system, the Earth volume  
which we have determined as 5 m, is created in the x, y 
and z coordinates. Eye globe, Retina, Cornea, Lacrimal 
gland, Optic nerve, Temporal bone, Nasal bone, Optic 
chiasm, Lens, and Cancer tissue geometry, element 
contents were taken from various anatomy books, 
articles, ICRU Journal, 46, 1992, ICRP 89 data. 
[7,8,9,10,11,12,13,14] 

If we accept the tumor tissue as the center, 800 
Thousand Total Number Of Applications protons with the 
same characteristics of 20 Mev energy and 4 mm 

emmitance from 4 different points with 45 degree angles 
target the cancer tissue.  By using the Pen Beam Scanning 
(PBS) method, Secondary Radiation Generation at the 
beam source is avoided. In treatments with PBS method, 
Secondary Radiation is caused by nuclear interactions 
with atoms of cells and tissues within the beam range of 
the patient. DoseActor and TLDoseActor are deployed to 
calculate the absorbed doses in all tissues inside and 
outside the field. DoseActor and TLEDoseActor algorithms 
will be discussed in the section. 

In the simulation, proton beams with 20 MeV energies 
targeting the cancerous area from 4 different angles  were 
selected and irradiation was carried out with Pen Beam 
Scanning Method (PBS).Also known as Active Scanning 
Proton Therapy, PBS uses a magnet system to conduct 
protons across the entire cross-section and deflect them 
at the particle exit, thus leading to the development of 
density modulated proton therapy (IMPT). 

IMPT allows use of the entire tumor area to provide a 
homogeneously dispersed therapy to the target dose. The 
use of a range deflector in PBS dulls the flank edge, while 
collimation allows sharpening of the edge with precision 
from 2 to 4 mm, depending on the depth of the target 
tumor. The volume defined in the DoseActor is divided 
into three-dimensional pixels, namely Voxels, and the 
energies left by the particles passing through the voxels in 
these three-dimensional boxes are calculated 
cumulatively, and the total absorbed energy in the tissue 
is calculated. The TLE trace length estimator quickly 
calculates the absorbed energies of secondary particles 
such as photons and neutrons by using the position, 
velocity and time parameters as in the fog chamber. We 
put the DoseActor and TLEDoseActors actors which we 
evaluated in the simulation  on all tissues that we defined 
with codes, and we determined the doses accumulated in 
these tissues by opening the root file and integrating the 
cumulative dose values in the graph.

 
 

 

Figure 1. Front view of organs and tissues in the phantom prepared in GATE. 
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Figure 2. Top view representation of organs and tissues in the phantom prepared in GATE 

 

 

Figure 3. Top view representation of the directions of the source rays in the phantom prepared in GATE. 

DoseActor and TLEDoseActor Algorithms 
 
With the GATE 6.2 update made in 2014, DoseActor 

three-dimensional dose calculation has been enabled. 
DoseActor can display three-dimensional images and 
distribution of the energy collected in a certain area. 
While determining the DoseActor parameters, it is 
important to choose the voxel sizes according to the 
needs, the size of the selected volume and the emittance 
of the beam from the source. It also allows to choose 
resolution and position. When the DoseActor library is 
added to the desired volume, it divides it into particles 
called dosels, and stores all the energies collected in this 
volume, the uncertainties in the stored energy and dose, 
the square of the values in the stored energy and dose 
data, and the values such as the number of interacting 
particles with the ROOT file. In the volumes we 
determined in our study, the biochemical composition of 

the material was determined beforehand. The DoseActors 
we place are calculated by dividing the total energy of the 
material in which it is located by the total volume and 
density. [17] 

The track length estimator (TLE) deterministically 
calculates the values of secondary radiations (Rayleigh, 
Compton scattering) occurring after primary interactions 
using a hybrid algorithm. It calculates the path followed by 
the particles and the absorbed dose. This calculation is 
done much faster than conventional methods and can be 
seen clearly.It is used in MCNPX and MC codes. With the 
TLE method, it is based on the principle that all voxels in 
the volumes it encounters throughout the photon range 
leave their energy behind. For GATE, an algorithm called 
TLE application EPDL97 is employed. The selected energy 
range for each element, the coefficients drawn from the 
table before the simulation starts are loaded and these 
values are calculated deterministically. [17,18] 



Gül, Kuday/ Cumhuriyet Sci. J., 43(4) (2022) 708-715 

711 

Results and Discussion 
 

The secondary radiation values resulting from the 
interaction of protons with atoms throughout the interval 
for 10 tissues with different locations and biochemical 
structures, the cumulative dose values absorbed in the 
tissues, normalization values and percentage values are 
given in Table 1 and Table 2. At energies of 15, 20, 25, 30 
Mev, a total of 32 different variations are made from 4 
different angles with 4mm and 9mm emittance, and 
different angles are followed. Paired simple t-test was 
used when calculating statistics. For different values of 
energy, beam thickness and beam angle, at 5% 
significance level. The difference was evaluated.  

𝐻0: There is no statistically significant difference 
between 4 mm and 9 mm beam emittance values. 

𝐻1: There is a statistically significant difference 
between the 4 mm and 9 mm beam emittance values. In 
the second statistical evaluation, different angles were 
evaluated. 

𝐻0: There is no statistically significant difference 
between the 2nd beam angle and 4th mm beam angle 
values. 

𝐻1: There is a statistically significant difference 
between the 2nd beam angle and 4th mm beam angle 
values. In the third statistical analysis, beam energies were 
evaluated.  

𝐻0: There is no statistically significant difference 
between the values of 15 Mev and 30 Mev. 

𝐻1: There is a statistically significant difference 
between the values of 15 Mev and 30 Mev.  

As a result, null hypotheses and alternative 
hypotheses were established. In the analysis, it was 
determined that there was a difference in energy values 
and beam emittance values at the 5% significance level, 
and there was no difference in the angle values at the 
same significance level. The confidence interval of the 
data was calculated. The values we obtained are given in 
Table 3.  

When all energies were analyzed, the optimum values 
were found to be at 20 Mev energy. It was used at all 
angles and the advantageous 4mm beam thickness was 
used. Dose geometries in which tissues were absorbed 
were determined. 75.44% of the total dose was absorbed 

in the tumor. 12.32% of the absorbed dose is absorbed by 
the Temporalbone, 8.34% by the Globe and 2.84% by the 
Retina. Dose percentages in non-target tissues remain 
below 1%. In addition, we could not get dose values in the 
out-of-range Optic Chiasma, which is very small and very 
small in volume, and in the Cornea, where we avoided the 
beam direction. In our study, it was determined that the 
Proton Emitted Bragg Peak (SOBP) provided high doses to 
the target volume, while the doses in the organs outside 
the area were within the dose limit values. Clinically, the 
treatment of retinalblastoma tumor relies on tumor 
volume, location, recurrence of cancer primarily in vital 
organs, and secondarily affecting visual sensation, with a 
radiation absorption of approximately 1.8 Gy per week 
traditionally according to the International Classification 
of Retinoblastoma, issued in 2003  for about 4-5 weeks. It 
is planned to be treated for only 5 days. At the end of the 
treatment, it is aimed to give a dose of approximately 45 
Gy to the tumor.[1] 

In our study, the value exposed to the temporal bone, 
which is the most dosed healthy structure at a total dose 
of 45 Gy given for tumor shadow treatment, was 
calculated as 7.34 Gy. [20] In other sensitive tissues, the 
dose was well below the limit values. Dose absorption 
from other tissues was calculated as 4.97 Gy in the eye 
fluid or globe, 1.69 Gy in the retina, and between 0.01 
mGy and 0.53 Gy in other tissues. 

In addition to the total absorbed doses in the 
simulation, the maximum dose was calculated as 1.065 
mGy in the cancerous tissue and 0.088 mGy ,0.373 in the 
lens, retina, optic nerve and optic at the undesired 
secondary doses and the total doses cooled in the tissues. 
Chiasmatic tissues  which are critical for vision and high 
radiation sensitivity, respectively. mGy were measured as 
< 0.001 mGy, < 0.001 mGy. As with Doseactor, no dose 
value was obtained in the cornea in TLE DoseActor. These 
values show that proton therapy has a low effect on 
secondary cancer formation and in tissues with high 
radiation sensitivity. 

Total absorbed doses and  percentage values resulting 
from secondary radiation produced as a result of nuclear 
interactions during irradiation of retinalblastoma cancer 
are given in Table 2 

 

Table 1. Dose values cooled in organs and tissues in DoseActor algorithms, percentage values, normalization calculation. 
Dose Actor, 800 Thousand Total Number Of Applications,  4 mm Beam Emittance,  20 Mev- 1,2,3,4. Beam Angle 

Organs and Tissue   Total Dose Values Dosage Value Percentage Values Normalization Accounts In Gy 

Globe  0,064934287 8,34% 4.974 Gy 

Cancer  0.58723832 75,43% 45.00Gy 

Retina  0.02212048 2,84% 1.694 Gy 

Temporalbone  0.095942601 12,32% 7.348 Gy 

Nazalbone  1.1824136  e -5 <0.01% 6 mGy 

Opticnerve  0.0012386610 0,16% 9,54 mGy 

Lacrimalgland 1.0504367  e -5 <0.01% 6 mGy 

Lens  0.0069477997 0,89% 0.53 Gy 

Opticchiasm  2.7057855  e -8 <0.01% <0.01 mGY 

Cornea     
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Table 2. Dose values cooled in organs and tissues in TLEDoseActor algorithms, percentage values, normalization 
calculation. 

TLEDose Actor, 800 Thousand Total Number Of Applications,  4 mm Beam Emittance,  20 Mev- 1,2,3,4. Beam Angle 

Organs and Tissue   Total Dose Values Dosage Value Percentage Values Normalization Accounts In Gy 

Globe  1.2168534  e -5 26,29% 0.932 mGy 

Cancer  1.3902021  e -5 30,03% 1.065 mGy 

Retina  4.8661112 e -6 10,51% 0.373 mGy 

Temporalbone  9.7501176  e -6 21,07% 0.747 mGy 

Nazalbone  4.3429290  e -6 9,38% 0.332 mGy 

Opticnerve  1.555112  e -10 <0.01%  <0.01 mGY 

Lacrimalgland 8.2597376  e -8 0,02% <0.01 mGY 

Lens  1.1616141 e -6 2,51% 0.088 mGy 

Opticchiasm  8.031298  e -9 <0.01%  <0.01 mGY 

Cornea     

 

Table 3. In the paired sample t test table, the total dose values of all organs include t significance values and confidence 
intervals. 

TLE DOSEACTOR+DOSEACTOR  200 Thousand Total Number Of Applications,  1  Beam Angle ,  15  Mev Energy 

 

Organs and Tissue   4mm Beam Emittance 
Total Dose Total 

9mm Beam Emittance 
Total Dose Total 

D total  D2 total 

Total   0,01482031 0,005717856208 9,10238187 . 10−3 2,039262820042. 10−4 

Data �̅� SD t account/ t 7,0.05   Confidence Interval 

Values 0,001137798 0,0011973757 2,6796  /  2.365−
+  -2,8306  ≤ µD   ≤  2,8329 

TLE DOSEACTOR+DOSEACTOR  200 Thousand Total Number Of Applications,  4 mm Beam Emittance,  30 Mev Energy 

 

Organs and Tissue   2. Beam Angle Dose 4. Beam Angle Dose D total  𝐷2 total  

Total 0,01603558534 0,0431035901 9,10238187 . 10−3 2,039262820042. 10−4 

Data �̅� SD t account / t 7,0.05   Confidence Interval 

 

Values -0,00338349591 0,0142164629 -0,6711 /  2.365−
+  -0,0355 ≤ µD ≤ 0,02877 

TLE DOSEACTOR+DOSEACTOR  200 Thousand Total Number Of Applications,  4 mm Beam Emittance, 2 Beam Angle Dose   

 

Organs and Tissue   15 Mev Energy 30 Mev Energy D total  𝐷2 total  

Total 0,01777254 0,01665754 0,00175632286405 0,0001716112098014 

Data �̅� SD t account / t 7,0.05  Confidence Interval 

 

Values 2,1954.10-4  2,1408 .10-5 29,533 /  2.365−
+  1,7.10-4 ≤ µD≤ 2,6.10-4 
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Figure 4. Measured by simulation in cancer tissue; 3B particle distribution (left), 2B particle distribution (centre) dose 
distribution (right) DoseActor algorithm (top) and TLE algorithm (bottom) dose data. 

 
 

 

 

Figure 5. Measured by simulation in globe organ; 3B particle distribution (left), 2B particle distribution (centre) dose 
distribution (right) DoseActor algorithm (top) and TLE algorithm (bottom) dose data. 
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Figure 6. Measured by simulation in temporalbone tissue; 3B particle distribution (left), 2B particle distribution 
(centre) dose distribution (right) DoseActor algorithm (top) and TLE algorithm (bottom) dose data. 

 

 

 

Figure 7. Measured by simulation in cancer tissue; 3B particle distribution (left), 2B particle distribution (centre) dose 
distribution (right) DoseActor algorithm (top) and TLE algorithm (bottom) dose data. 

 

Conclusion 
 
In our study, we determined the tissue to be given to 

cancer with a comprehensive trial. When different energy 

values, different beam emittance and 4 different angles 
and paired simple t test values were compared in total 
dose calculations. A significant difference was found at 5% 
significance level in beam emittance and different energy 
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values. When evaluated for radiation given at different 
angles, no significant difference was observed at the 5% 
significance level. In the light of these statistics, we 
experimentally observed that by using different angles to 
reach the optimum dose. Least damage has been given  to 
different tissues and that there was an improvement as 
expected. The best target dose was obtained using the 
beam thickness of 4mm. We also determined that the 
optimum energy is 20 Mev. It also showed the importance 
of Geant 4 software for accurate treatment planning 
because visual sensory tissues are radiosensitive before 
treatment. It is understood from the data that the effects 
of secondary radiations originating from unwanted 
neutrons and photons originating from atomic 
interactions on tissues are quite limited. At the end of our 
treatment plan, it was observed that the dose did not 
accumulate in the tissues above the critical dose value. In 
addition, the fact that the dose values are seen outside 
the area shows the importance of using dosimetry in the 
department employees working with higher energies in 
the long term. 
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There are many radioisotopes used for diagnostic and therapeutic purposes in nuclear medicine. One of the 
radioisotopes used for diagnostic purposes is 82Rb. It is used in positron emission tomography (PET) as to be 
positron emitter and commonly obtained from 82Sr/82Rb generator. In this study, we have investigated some 
possible production mechanisms of 82Sr by regarding 82Sr/82Rb generator. 85,87Rb(p,xn)82Sr and 
80,82,83,84,86Kr(3He,xn)82Sr reaction channels have been investigated using the Constant Temparature Fermi Gas 
Model (CTFGM), Back Shifted Fermi Gas Model (BSFGM), and Generalised Superfluid Model (GSM) models 
within the framework of TALYS 1.9 nuclear reaction code. It has been seen that the production cross-sections, 
reaction yields and total activation values calculated up to 60 MeV beam energy value are in agreement with 
the available data in the literature.  
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Introduction 

Today, radioisotopes are commonly used in the 
diagnosis and treatment of many diseases in nuclear 
medicine. While gamma or positron emitting 
radioisotopes are preferred for diagnostic use (99mTc, 18F), 
beta emitter radioisotopes are preferred for therapeutic 
use (67Cu, 188Re, 90Y, 131I) [1]. Studies on these commonly 
used radioisotopes and potential radiosiotopes are still 
ongoing [2]. One of the commonly used radioisotopes in 
nuclear medicine is 82Rb radioisotope, which is obtained 
from 82Sr/82Rb generator. 82Sr has a half-life of 
approximately 25.55 days. It transforms into the short 
half-life (76.38 s) radioisotope 82Rb by 100% EC [3] as 
shown in Figure 1. 82Rb is used in Positron Emission 
Tomography (PET) applications in nuclear medicine. 82Rb 
is obtained from the decay its parent, 82Sr, which is 
commercially avaible as 82Sr/82Rb generator system [4]. 
Radionuclide generators are a convenient method for in 
situ radioisotope production and provide an alternative to 
cyclotrons for rapid and regular production of short half-
life radionuclides for clinical use [5,6]. 

In the process from past to present, many studies have 
been carried out on the production of 82Sr by different 
nuclear reaction channels. For example, one of the proton 
bombardment studies, such as the 85Rb(p,4n)82Sr reaction 
[7,8], has been done by Kastleiner et al. in 2001. In the 
experimental study using the stacked foil technique, the 
margin of error has been calculated as 13-26% and best 
reaction cross section value obtained has been 
determined as 195 mb at 45 MeV [9]. Another study has 
been conducted by Buthelezi et al. in 2006 [10] for the 
natRb(p,xn)82Sr [10,11] reaction. In the experimental study, 
Rb target nuclei has been bombarded with proton and 

cross section measuruments has been taken in the energy 
range of 1-100 MeV and compared with the theoretical 
values obtained with the help of ALICE nuclear reaction 
program for the same reaction values. Maximum cross 
section value obtained has been determined as 148 mb at 
67,37 MeV. In 2019, Zagryadskii et al., in their 
experimental study using a different reaction channel 
(82,83,84Kr(3He,xn)82Sr), bombarded 82,83,84Kr target with 
3He, and cross section measurements has been made in 
the energy range of 20-75 MeV. Determiden the best 
values obtained as 193, 173 and 110 mb at 33, 45 and 64 
MeV, respectively [12]. Apart from these, many different 
studies are avaible in the literature for the production of 
82Sr radioisotope; natRb(d,xn)82Sr [13], and 
nat,80,82,83Kr(α,xn)82Sr [14]. In this study, we have 
investigated some possible production mechanisms of 82Sr 
by regarding 82Sr/82Rb generator. In this study, it is aimed 
to examine the nuclear reaction channels at low energy 
values and to provide preliminary data for the 
experimental studies to be made for the radioisotope 
production of the optimal values obtained. In this context, 
85,87Rb(p,xn)82Sr and 80,82,83,84,86Kr(3He,xn)82Sr reaction 
channels have been investigated using the Constant 
Temparature Fermi Gas Model (CTFGM), Back Shifted 
Fermi Gas Model (BSFGM), and Generalised Superfluid 
Model (GSM) models within the framework of TALYS 
nuclear reaction code. It has been discussed the 
production cross-section, reaction yields and total 
activation values calculated up to 60 MeV beam energy 
value are agreement with the available data in the 
literature. 
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Figure 1. 82Sr decay scheme. 

 

Calculations 
 
In this study, we have investigated some possible 

production mechanisms of 82Sr by regarding 82Sr/82Rb 
generator using the TALYS nuclear reaction code. 
85,87Rb(p,xn)82Sr and 80,82,83,84,86Kr(3He,xn)82Sr reaction 
channels have been investigated using the Constant 
Temparature Fermi Gas Model (CTFGM), Back Shifted 
Fermi Gas Model (BSFGM), and Generalised Superfluid 
Model (GSM) models of Level Density Model up to 60 MeV 
energy value within the framework of TALYS nuclear 
reaction code. TALYS is a simulation program used for the 
analysis of nuclear reaction experiments and obtaining 
nuclear data. This program provides information about 
the interaction between particles and nuclei such as 
protons, neutrons and 3He at energies in the energy range 
of 1 keV-200 MeV, helping to provide an optimization 
between experimental and theoretical data [15]. 

TALYS nuclear reaction code includes several nuclear 
reaction models that allow for a better understanding of 
nuclear reactions, which allows for a better evaluation of 
nuclear reactions. For example, Fermi Gas Model (FGM) is 
one of the best known level density models. Since it is 
based on the assumption that the single particle states 
that make up the excited energy levels of the nucleus ara 
equally spaced, it is a successful model at low energy 
levels but fails at high energy levels. In the CTFGM, the 
excitation energy was examined in two ways. In the low 
energy region (from 0 MeV up to matching energy EM), the 
law of Constant Temperature was applied and in thehigh 
energy region, Fermi Gas law was applied. The constant 
temperature part of the total level density model is given 
in the equation below. The nuclear temperature T and E0 
are parameters that serve to adjust the formula to the 
experimental discrete levels [16].  

 

𝜌𝑇
𝑡𝑜𝑡 = 

𝑑𝑁(𝐸𝑥)

𝑑𝐸𝑥
 = 

1

𝑇
 exp(

𝐸𝑥−𝐸0

𝑇
) 

 
BSFGM has been developed to alllow the coupling 

energy to be considered as a modifiable parameter at low 
energies. The expression for the total BFM level density is 
given by the following expression [17].  

 

𝜌𝐵𝐹𝑀
𝑡𝑜𝑡 (Ex) = [

1

𝜌𝐹
𝑡𝑜𝑡(𝐸𝑥)

+
1

𝜌0(𝑡)
]−1 

 
In addition, GSM is a model used to characterize phase 

transitions from superfluid behavior in the low energy 
region to the high energy region. The expression for the 
total GSM level density is given by the following 
expression [18].  

 

𝜌𝐺𝑆𝑀
𝑡𝑜𝑡 (Ex) = 

1

√2𝜋𝜎
 
√𝜋

12
 
exp [2√𝜎𝑈]

𝑎1/4𝑈1/4  

 

Results and Discussion 

In this study, we have calculated the production cross 
sections, reaction yields and total activation values up to 
60 MeV beam energy value for 85,87Rb(p,xn)82Sr and 
80,82,83,84,86Kr(3He,xn)82Sr reaction channels via TALYS 1.9 
code. The obtained production cross-section calculations 
are shown in Figures 2-7. 

 

 

Figure 2. Cross-section for the 85Rb(p,4n)82Sr nuclear 

reaction. 

 

 

Figure 3. Cross-section for the NatRb(p,xn)82Sr nuclear 

reaction. 
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In Figures 2 and 3, comparisons of 85Rb(p,4n)82Sr and 
NatRb(p,xn)82Sr reactions cross section calculations with 
avaible data in the literature has been given in Ref. 
[9,19,20]. As seen in Figure 2 and 3, the calculated cross-
section values up to energy values of approximately 32 
MeV with the considered three TALYS models are around 
zero. Considering both reactions, the results of GSM 
model are not so compatible with the experimental data. 
GSM model gives low cross-section values. The other two 
models were generally found to be more compatible with 
the available data, especially in the high energy region. 
The best level density model for 82Sr production by both 
reaction channels has been determined as CTFGM. 
According to the best model, maximum cross-section for 
85Rb(p,4n)82Sr and NatRb(p,xn)82Sr has been calculated as 
170.982 mb at 44 MeV and 123 mb at 42 MeV, 
respectively. Considering the margins of error of the 
studies in the literature used in the comparison (margins 
of error are approximately 10-20%), it seens that the 
values obtained are acceptable. 

In Figures 4-7, the production cross-section of 
82,83,84,NatKr(3He,xn)82Sr reactions are presented. As can be 
seen in figure 4, significant peak values in the energy 
range of 18-30 MeV were obtained for the 82Kr(3He,3n)82Sr 
reaction channel and they were seen that CTFGM was the 
model that best fitted the available data. Maximum cross-
section value for this reaction channel has been calculated 
as 202.393 mb at 22 MeV. Figure 5 and 6 show the cross-
section values for the 83,84Kr(3He,xn)82Sr reaction channels. 
As can be seen, the data in the low energy region were not 
obtained, the cross-section values showed a significant 
peak in the range of 40-60 MeV and the BSFGM model is 
the most compatible model with the available 
experimental data. In addition they were observed that 
the maximum cross-section value for these reaction 
channels were obtained from CTFGM, that GSM was not 
compatible with the available data and low cross-section 
values were obtained. Maximum cross-section value for 
this reaction channel has been calculated as 22.637 mb 
and 17.019 mb at 44 MeV and 58 MeV, respectively. The 
figure 7 was indicated the BSFGM for NatKr(3He,xn)82Sr 
reaction channel more consistant with the available data 
although the best cross-section values are obtained from 
CTFGM that indicated. The obtained data has been 
compared with the accessible data in the literature, and it 
was seen that the results are found acceptable when the 
margins of error in the studies has been taken into 
account (margins of error are approximately 13-26%) 
[12,13]. 
 

 

Figure 4. Cross-section for the 82Kr(3He,3n)82Sr nuclear 

reaction. 

 

 

Figure 5. Cross-section for the 83Kr(3He,4n)82Sr nuclear 

reaction. 

 

 

Figure 6. Cross-section for the 84Kr(3He,5n)82Sr nuclear 
reaction. 
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Figure 7. Cross-section for the NatKr(p,xn)82Sr  nuclear 
reaction. 

 

Another important part of radioisotope production is 
reaction yield. Reaction yield allows us to obtain 
information about the different possible radioisotope 
production values of nuclear reactions. In this study, we 
have calculated reaction yield of 80,82Kr(3He,xn)82Sr 
reactions for 5 mA. As can be clearly seen in Figure 8, 
80,82Kr(3He,xn)82Sr reaction yields are 0.01248 and 0.2160 
GBq/mAh, respectively.  

In addition, total activation values has been calculated 
as seen in Figures 9 and 10. Maximum total activaties 
values for 80Kr(3He,n)82Sr and 82Kr(3He,3n)82Sr reactions 
are 1.4782 and 25.5668 GBq, respectively. As seen in 
Figures 9 and 10, total activities are constant up to after 
cutting of the irradiation. 

 

 

Figure 8. Reaction yields of 80,82Kr(3He,xn)82Sr 
reactions. 

 

 

Figure 9. Total activity of 80Kr(3He,n)82Sr nuclear 
reaction. 

 

 

Figure 10. Total activity of 82Kr(3He,3n)82Sr nuclear 
reaction. 

 

Conclusion 
 
The aim of this study was to examine the production 

cross sections of the 82Sr radioisotope used in nuclear 
medicine at low energy levels [0-60 MeV]. In this context, 
some possible production mechanisms of 85,87Rb(p,xn)82Sr 
and 80,82,83,84,86Kr(3He,xn)82Sr reaction channels have been 
investigated  within the framework of TALYS nuclear 
reaction code. As a result of this study, it has been seen 
that the GSM calsulations were inconsistent with the 
existing data and low cross-section values were obtained. 
CTFGM and BSFGM calsulations generally yielded results 
consistent with the available data. But the maximum 
production cross-section values were obtained from 
CTFGM. Best production cross-section for 82Sr/82Rb 
generator were 170.982 mb for 85Rb(p,4n)82Sr reaction 
and 202.393 mb for 82Kr(3He,3n)82Sr reaction at 44 MeV 
and 22 MeV, respectively. In addition, maximum reaction 
yield values for 5 mA current have been calculated as 
0.01248 and 0.2160 GBq/mAh for 80Kr(3He,n)82Sr reaction 
and 82Kr(3He,3n)82Sr reaction, respectively.  
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The total activation values have been calculated as 
1.4782 and 25.5668 GBq, respectively. Considering the 
margins of error in existing experimental studies and the 
inadequacy of specific experimental studies in this field, 
the comparison of the obtained results is open to 
discussion. 
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Introduction 

Quantum similarity measure (QSM) was firstly introduced in 
early 1980s as a quantitative comparison tool between molecules 
via their electron density functions [1]. Nowadays, QSM has a 
wide range of application area in quantitative structure-
activity/property relationship (QSAR and QSPR) problems. The 
main idea of the QSM concept is that molecular electron density 
distribution can be used as a descriptor to compare molecular 
structures. Further details and extensive bibliography can be 
found in refs. [2-6]. The QSM is also extended to atomic [7] and 
nuclear [8] systems to analyze periodicity of the properties of 
them. 

Electron density is used as information carrier of the system in 
QSM approach. Hence, description of the electron density is 
important subject to obtain reliable results. In most of the ab initio 
methods, density is defined by means of one-particle wave 
functions of investigated system and therefore used basis 
functions have significance. Gaussian type functions are the most 
popular basis functions and the first choice in QSM calculations 
due to their computational simplicity. Molecular electronic 
densities are modeled by spherical Gaussians with the help of 
atomic shell approximation [9, 10]. However, it is well known that 
the electronic wave function of atomic or molecular systems can 
be better represented with exponential type functions (ETFs) [11]. 
For this reason, the simplest form of ETFs called Slater type 
functions (STFs) were tested in atomic QSM studies. Larger 

electron charge concentration was obtained near the nuclei with 
STFs, and this led to better description of atomic overlap self-
similarities [12]. Molecular overlap-like quantum similarity (OLQS) 
integrals of STFs were also investigated by using one-center two-
range expansion [13] and Fourier transform [14-17] methods.  The 
accuracy in Fourier transform method was improved through the 
convergence acceleration techniques such as epsilon algorithm of 
Wynn [14], nonlinear D̅ transformation [15, 16] and nonlinear SD̅ 
transformation [17]. 

In the present work, we use 𝜓(𝛼) functions [18, 19] as basis 
function to express electron density in molecular QSM 
calculations. These functions collect a large class of ETFs. Each 
value of the α parameter in the range −∞ < 𝛼 < 3 corresponds 
to a different complete orthonormal set of ETFs. For instance, 
Coulomb-Sturmian and Lambda functions can be obtained from 

𝜓(𝛼) functions for 𝛼 = 1 and 𝛼 = 0 cases, respectively. The 

𝜓(𝛼) functions play a significant role in different topics of atomic 
and molecular physics such as electronic structure studies, 
momentum and four-dimensional space representations of ETFs, 
and molecular integral solutions of STFs [20]. The aim of this study 

is to perform one- and two-center OLQS integrals of 𝝍(𝜶) 
functions. This can be considered as a first step for the usage of 
these functions in QSMs. 
 

 
General Definitions and Properties 
 

𝝍(𝜶) Complete Orthonormal Sets of Exponential Type Functions 
In this study, we have used standard definition of 𝜓(𝛼) ETFs for integer values of α parameter (𝛼 = 2, 1, 0, −1, … ) 

given by [18]: 

 ( ) 2 2
1( , ) ( )(2 ) (2 ) ( , )rl l

nlm nl n l lmr N r e L r S  

        

   ,                                                                                                                     (1) 
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where 𝜁 and 𝑆𝑙𝑚(𝜃, 𝜑) stand for orbital parameter and real spherical harmonics, respectively. Here 𝑁𝑛𝑙
𝛼 (𝜁) and 𝐿𝑞

𝑝(𝑥) 

refer to the normalization constant and generalized Laguerre polynomials, respectively, and they are given by 
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Orthonormality condition satisfied with the weight function (𝑛 𝜁𝑟⁄ )𝛼: 
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The products of the 𝜓(𝛼) functions at the same center can be expressed by linear combinations with the help of 
expansion theorem of them [21]: 
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where 𝑧 = 𝜁 + 𝜁′. The analytical expression of 𝐵𝑛𝑙𝑚,𝑛′𝑙′𝑚′
𝛼 𝑁𝐿𝑀  coefficients is given in ref. [21]. 

STFs defined by 

       
1/22 1 1( , ) (2 ) / (2 )! ( , )rn n

nlm lmr n r e S                                                                                                                          (6) 

are written as finite linear combinations of 𝜓(𝛼) functions [18]: 
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see ref. [18] for the definition of 𝜔𝑛𝑛′
𝛼𝑙

 coefficients. Using eq. (7), molecular integrals of STFs can be obtained as finite 

linear combinations of integrals with 𝜓(𝛼) functions. 
 

Molecular Overlap-like Quantum Similarity Integrals 
The QSMs of molecules A and B require multicenter integrals involving molecular electron density functions 𝜌𝐴(𝑟) 

and 𝜌𝐵(𝑟), and a positive definite operator Ω(𝑟1, 𝑟2) as below: 

   1 1 2 2 1 2( ) ( , ) ( )AB A BZ r r r r dr dr .                                                                                                                                               (8) 

Various QSMs can be defined by selecting different Hermitian bielectronic operators [2-6]. The most common and 
simple choose of mentioned operator is Dirac’s delta function, Ω(𝑟1 , 𝑟2) = 𝛿(𝑟1 − 𝑟2), and then similarity integral in eq. 
(8) transforms into overlap-like QSM: 

   ( ) ( )AB A BZ r r dr .                                                                                                                                                                  (9) 

If compared molecules are the same, the self-similarity measure is obtained as 

  
2( )AA AZ r dr .                                                                                                                                                                       (10) 

ZAA is also used in general definition of the similarity indices called “Carbo index” [1]: 

 AB
AB

AA BB

Z
C

Z Z
.                                                                                                                                                                             (11) 

The Carbo index transforms QSM into a number in the interval (0,1] and allows the quantitative comparison of quantum 
systems. When CAB approaches 1, the compared systems can be considered as more similar. The exact unity value is 
only achieved in the case of A=B. 

In the Hartree-Fock-Roothaan or other linear combination of atomic orbitals (LCAO) based ab initio methods, the 
electron density of the molecular systems is expanded with appropriate basis functions and QSM integral in eq. (9) 
becomes a molecular integral up to four centers. The general form of OLQS integrals can be written as below: 

    
* *

1234 1 2 3 4( ) ( ) ( ) ( )abcd
a b c dZ r r r r dr .                                                                                                                                           (12) 

Here 𝜙𝑖(𝑟𝑥) represents the basis function centered at atom “x” with quantum numbers ni, li and mi. In this work, we 

have used 𝜓(𝛼) basis functions and calculated one- and two-center integrals. 
 

One-Center Overlap-Like Quantum Similarity Integrals 
 

One-center, atomic, OLQS integrals over 𝜓(𝛼) functions are given by using eq. (12) in the case of a=b=c=d: 
            1 1 1 2 2 2 3 3 3 4 4 4

( ) ( ) ( ) ( )
1234 1 2 3 4( , ) ( , ) ( , ) ( , )aaaa

n l m n l m n l m n l mZ r r r r dr .                                                                                               (13) 

Using expansion formula in eq. (5), orthonormality of the spherical harmonics and auxiliary radial integrals [22] 
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one can express the one-center integrals as follow: 
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where 1 ≤ 𝑁 ≤ 𝑛1 + 𝑛2 − 1, 1 ≤ 𝑁′ ≤ 𝑛3 + 𝑛4 − 1, max(|𝑙1 − 𝑙2|, |𝑙3 − 𝑙4|) ≤ 𝐿 ≤ min(𝑙1 + 𝑙2, 𝑙3 + 𝑙4), −𝐿 ≤ 𝑀 ≤
𝐿, 0 ≤ 𝑖 ≤ 𝑁 − 𝐿 − 1, 0 ≤ 𝑖′ ≤ 𝑁′ − 𝐿 − 1, 𝑄 = 𝑁 + 𝐿 + 1 − 𝛼, 𝑄′ = 𝑁′ + 𝐿 + 1 − 𝛼 and 𝑃 = 2𝐿 + 2 − 𝛼. 

 

Two-Center Overlap-Like Quantum Similarity Integrals 
 

Two-center integrals are divided into two groups according to the number of basis functions found in the same atom. 

 Two-center integrals of the first kind: 

             1 1 1 2 2 2 3 3 3 4 4 4

_ ( ) ( ) ( ) ( )
123_4 1 2 3 4( , ) ( , ) ( , ) ( , )aaa b

n l m a n l m a n l m a n l m bZ r r r r dr .                                                                                         (16) 

 Two-center integrals of the second kind: 
            1 1 1 2 2 2 3 3 3 4 4 4

_ ( ) ( ) ( ) ( )
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n l m a n l m a n l m b n l m bZ r r r r dr .                                                                                         (17) 

Now by using eq. (5), we can express two-center OLQS integrals in terms of usual overlap integrals as follow: 

 Two-center integrals of the first kind: 
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where 1 ≤ 𝑁 ≤ 𝑛1 + 𝑛2 − 1, |𝑙1 − 𝑙2| ≤ 𝐿 ≤ 𝑙1 + 𝑙2, −𝐿 ≤ 𝑀 ≤ 𝐿, 1 ≤ 𝑁′ ≤ 𝑁 + 𝑛3 − 1, |𝐿 − 𝑙3| ≤ 𝐿′ ≤ 𝐿 + 𝑙3 and 
−𝐿′ ≤ 𝑀′ ≤ 𝐿′. 

 Two-center integrals of the second kind: 
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where 1 ≤ 𝑁 ≤ 𝑛1 + 𝑛2 − 1, |𝑙1 − 𝑙2| ≤ 𝐿 ≤ 𝑙1 + 𝑙2, −𝐿 ≤ 𝑀 ≤ 𝐿, 1 ≤ 𝑁′ ≤ 𝑛3 + 𝑛4 − 1, |𝑙3 − 𝑙4| ≤ 𝐿′ ≤ 𝑙3 + 𝑙4 and 
−𝐿′ ≤ 𝑀′ ≤ 𝐿′. 

In the above equations (18) and (19), Sα stand for two-center overlap integrals over 𝜓(𝛼) functions which are given 
by the following expression: 

           
  

( ) * ( )
, ( , ; ) ( , ) ( , )nlm n l m ab nlm a n l m bS R r r dV ,                                                                                                                   (20) 

where �⃗⃗�𝑎𝑏 = 𝑟𝑎 − 𝑟𝑏. With the help of Fourier transform method, analytic expressions of Sα were developed for 𝜁 = 𝜁′ 
case in ref. [21]. The more general solutions for 𝜁 = 𝜁′ or 𝜁 ≠ 𝜁′ were derived by using ellipsoidal coordinates [23]. 

All two-center OLQS integrals involving other combinations of functions can be expressed by eqs. (18) and (19) using 

symmetry properties. It should be noted that we have used real spherical harmonics in 𝜓(𝛼) functions for simplicity. If 
complex spherical harmonics are used in basis functions, symmetry properties of them must be considered according 
to eq. (12). 

 

Numerical Results and Discussion 

The algorithm for evaluating one- and two-center 

OLQS integrals over 𝜓(𝛼) functions was described. For this 
purpose, we have used one-center expansion of functions. 
For two-center cases, OLQS integrals are expressed in 
terms of the standard two-center overlap integrals which 
can be calculated accurately and efficiently [21, 23]. The 
algorithm was implemented in a computer program 
written in Mathematica 12 software that capable to 
perform calculations with a high pre-determined 
accuracy. 

Since there is not any calculation about OLQS integrals 

over 𝜓(𝛼) functions up to now, we have used STF results 
found in the literature to support the reliability of our 

procedures. We present numerical results for one- and 
two-center OLQS integrals over STFs obtained from those 

with 𝜓(𝛼) functions using eq. (7). Table 1 contains orbital 
parameters of STFs used for the calculations. In table 2, 
we listed values of one-center, atomic, OLQS integrals. 
Numerical results for two-center OLQS integrals of the 
first and second kind are given in tables 3 and 4, 
respectively. The numbers in parentheses in the tables 
show powers of 10. All values are given in atomic units. As 
can be seen from tables 2-4, our results for OLQS integrals 
are in good agreement with literature values [13, 16]. 
Accurate calculations of expansion coefficients and two-

center overlap integrals of 𝜓(𝛼) functions, and integral 

transformations from 𝜓(𝛼) functions to STFs are 
performed efficiently. 
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The accuracy of molecular quantum similarity 
measurements and the quantum similarity index are 
highly dependent on the description of the electron 
density of systems. Effective one-electron basis functions 
must be employed to construct reliable electron density. 
Asymptotic properties of the electronic wave functions 

are well represented by 𝜓(𝛼) functions. Therefore, the use 
of these functions in molecular similarity calculations 
were proposed in this work. We demonstrate that the 
algorithm constructed in this study could be useful when 

ETFs containing Laguerre functions are employed in the 
QSM of atoms and diatomic molecular systems. The 
expressions derived for one- and two-center OLQS 
integrals have no restrictions for the values of orbital 
parameters, quantum numbers and internuclear 
distances. Application of presented procedure to 
molecular systems using specific ETFs such as Coulomb -
Sturmian or Hydrogen-like functions, and evaluation of 
remaining three- and four-center integrals can be 
considered as the next step of this work. 

 
Table 1. Orbital parameters of Slater type functions 

Table 2. One-center integrals over Slater type functions. * 

* The values in the first line were calculated in this work using eqs. (7) and (15). The values in the second line were 
taken from ref. [13]. 

Table 3. Two-center integrals of the first kind 
_

123_4
aaa bZ  over Slater type functions. a and b denote carbon and nitrogen 

atoms, respectively. a = (0, 0, 0) and b = (0, 0, zb). 
 

Integrals zb Eqs. (7) and (18) Ref. [16] 

_
1 1 1 _1
aaa b
s s s sZ  

0.5 0.858 425 675 390 877( 0) 0.858 425 675 391( 0) 
1.0 0.347 537 588 662 945(-1) 0.347 537 588 663(-1) 
1.5 0.129 121 127 852 282(-2) 0.129 121 127 852(-2) 
2.0 0.469 994 519 132 161(-4) 0.469 994 519 132(-4) 

_
1 1 2 _2
aaa b
s s s sZ  

0.5 0.501 691 891 383 981(-1) 0.501 691 891 384(-1) 
1.0 0.390 207 911 608 111(-1) 0.390 207 911 608(-1) 
1.5 0.230 014 520 893 589(-1) 0.230 014 520 894(-1) 
2.0 0.119 332 536 416 542(-1) 0.119 332 536 417(-1) 

_
1 1 2 _2
aaa b
s s s zZ  

0.5 -0.737 349 020 140 985(-1) -0.737 349 020 141(-1) 
1.0 -0.646 924 813 965 509(-1) -0.646 924 813 966(-1) 
1.5 -0.391 558 341 502 100(-1) -0.391 558 341 502(-1) 
2.0 -0.205 470 626 696 680(-1) -0.205 470 626 697(-1) 

 

 

 

 

 

 

 

Orbitals Carbon Nitrogen 

1s 5.6727 6.6651 
2s 1.6083 1.9237 

2pz (2z) 1.5679 1.9170 

Integrals Carbon Nitrogen 

1 1 1 1
aaaa
s s s sZ  7.263 226 539 889 

7.263 226 534 
11.780 945 572 070 
11.780 945 572 

1 1 1 2
aaaa
s s s sZ  

0.296 453 696 849 
0.296 453 696 

0.499 679 084 708 
0.499 679 084 

1 1 2 2
aaaa
s s s sZ  

0.030 556 227 264 
0.030 556 227 

0.053 124 445 791 
0.053 124 445 

1 2 2 2
aaaa
s s s sZ  

0.010 478 691 378 
0.010 478 691 

0.018 493 682 096 
0.018 493 682 

2 2 2 2
aaaa
s s s sZ  

0.025 863 146 042 
0.025 863 146 

0.044 258 042 479 
0.044 258 042 

1 1 2 2
aaaa
s s z zZ  

0.027 665 504 721 
0.027 665 504 

0.052 409 841 641 
0.052 409 841 

2 2 2 2
aaaa
z z z zZ  

0.043 132 809 946 
0.043 132 809 

0.078 834 988 765 
0.078 834 988 



Şahin / Cumhuriyet Sci. J., 43(4) (2022) 721-725 

725 

Table 4. Two-center integrals of the second kind 
_

12_34
aa bbZ  over Slater type functions. a and b denote carbon and nitrogen 

atoms, respectively. a = (0, 0, 0) and b = (0, 0, zb). 
 

Integrals zb Eqs. (7) and (19) Ref. [16] 

_
1 1 _1 1
aa bb
s s s sZ  

0.5 0.392 518 041 234 902( 0) 0.392 518 041 235( 0) 
1.0 0.287 291 441 055 918(-2) 0.287 291 441 056(-2) 
1.5 0.142 141 502 024 259(-4) 0.142 141 502 024(-4) 
2.0 0.600 438 755 929 345(-7) 0.600 438 755 929(-7) 

_
1 2 _1 2
aa bb
s s s sZ  

0.5 0.185 319 053 139 597(-1) 0.185 319 053 140(-1) 
1.0 0.266 806 719 446 299(-2) 0.266 806 719 446(-2) 
1.5 0.206 888 508 259 901(-3) 0.206 888 508 260(-3) 
2.0 0.115 769 691 748 916(-4) 0.115 769 691 749(-4) 

_
1 2 _1 2
aa bb
s s s zZ  

0.5 -0.159 539 790 120 835(-1) -0.159 539 790 121(-1) 
1.0 -0.324 008 018 849 674(-2) -0.324 008 018 850(-2) 
1.5 -0.280 545 795 502 279(-3) -0.280 545 795 502(-3) 
2.0 -0.165 259 528 950 509(-4) -0.165 259 528 951(-4) 
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Introduction 

The neutron distribution is essential in nuclear reactor 
operations. Although the diffusion theory results are used 
in the nuclear reactor theory, the solution of the neutron 
transport equation is also important. However, the 
neutron transport equation has seven independent 
variables. Therefore, reasonable approximations can be 
used, and thus the one-speed, homogeneous medium and 
plane geometry neutron transport equation can be 
written. All neutrons have the same energy in the one-
speed approximation. The secondary neutron number, c, 
is a constant in a homogeneous medium. There are two 
variables, which are spatial and angular variables, in the 
plane geometry approximation.  

The one-speed, homogeneous medium and plane 
geometry neutron transport equation is given by 
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x x d
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   (1) 

 
where x  and  correspond to the spatial and the 

cosine of direction respectively.  ,x   is the neutron 

distribution at x  point and   direction, and c  

corresponds to the secondary neutron number. The 
solution of Eq. (1) has been studied with different 
numerical methods such as the SN method [1], PN and DPN 
[2], and semi-numerical methods such as the Case method 
[3,4], the CN method [5], the FN method [6] and HN method 
[7].  

Machine Learning is the research topic that computer 
programs can learn from data [8]. After the learning 
process, the new data can be predicted by the learned 
programs. Especially as a result of the discovery of 
quantum mechanics and the breakthroughs in technology 

and computer systems, data scientists claim that we have 
a large pile of data that should be analysed. Machine 
learning studies are important today in terms of analysing 
this large data pile and creating smart systems that can 
decide on its own. 

Machine learning applications are now an issue that is 
studied in neutron transport and reactor calculations like 
many fields with different applications. Chen et.al. [9] 
investigated kinetic models in linear transport theory by 
deep neural network. The mathematical structure of ANN 
is well defined in this reference. So we are not interested 
in the details of the mathematical background of ANN 
here.  We are interested in only application of ANN to 
data. Whewell and McClarren [10] investigated the data 
reduction for neutron scattering and fission sources by 
DJINN (Deep Jointly Informed Neural Networks). The data 
requirements are reduced by 94 % of the original data 
according to this study. Xie et al. [11] developed ANN to 
solve neutron diffusion problems. They investigated two 
different approach which are boundary dependent 
method and boundary independent method. Zolfaghari et 
al. [12] searched the thermalization devises, which 
include collimators and moderators, by multilayer 
perceptron neural network. Chen et al. [13] investigated 
neutron and X-ray scatterings by machine learning. 

In this study, we are not interested in solving any 
equation. We are interested in only data. Therefore, our 
study can be considered as data mining for one-speed 
neutron transport theory. The data required for machine 
learning is calculated by HN method. The data is the 
training data for the one-speed neutron transport 
problems. These problems are half-space albedo, the 
Milne problem, and the criticality problem respectively. 
The albedo is defined as the ratio between the net 
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outgoing and the net incoming neutron fluxes over a 
surface. The Milne problem deals with the finding of the 
extrapolation length which is the point where the flux is 
zero. The criticality problem is studied to find the 
criticality equation. This equation gives the relation 
between the secondary neutron number and the reactor 
thickness. These problems data, which are calculated with 
HN method, are examined with polynomial regression 
(PR) and the artificial neural network (ANN) in this study.  

PR algorithm is run with the least squares method. The 
aim of PR is to find a regression relation which provides 
the training data set. To apply PR, numpy [14], scipy [15] 
and scikit-learn (sklearn) [16] modules in Python can be 
used to data. ANN algorithm is different from PR. ANN is 
an improved algorithm of the Logistic regression (LR) 
algorithm which gives only two different results, true or 
false. Moreover, ANN includes some hyperparameters 
which are dependent to the data set and the programmer. 
To determine these hyperparameters is based on 
experience over studying the data. To apply ANN, keras 
[17] and tensorflow [18] modules in Python can be used 
to data. ANN hyperparameters are given in the Table, but 
particularly two different activation functions, which are 
Leaky Relu (Leaky Rectified Linear Unit) [19] and Elu 
(Exponential Linear Unit) [20] activation functions, are 
studied in this study.  

 

Material and Methods  
 
The Polynomial Regression (PR) and the Results 

with PR  

The PR is a fit application between  ,x y , which are 

independent variable and the dependent variable, 
respectively. The polyfit method [14] in numpy module 
was used to the imported data for PR in this study. The 
polyfit method is based on the least squares method. The 
squares of the residuals, which are the differences 
between a calculated or an observed data and the fitted 
value, is performed minimizing in this method. Thus, the 
coefficients of the polynomial are determined. The 
polynomial is given as below:  

 

  0 1 2

0 1 2 ...
N

n N

n N
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P x a x a x a x a x a x       (2) 

 
The independent variable is the secondary neutron 

number, c, in all studies. The dependent variables are 
albedo values, extrapolation distance, and critical 
thickness for each problem, respectively. Therefore, 
Equation (2) can be written as in Eq. (3). 
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The Artificial Neural Network (ANN) 
The basic of artificial neural networks is based on 

logistic regression [8]. A logistic regression, Figure 1, 

consists of an input layer, a summation layer, and an 
output layer. The result of the summation is applied to the 
activation function.  If the activation value is bigger than a 
threshold value, then the output is determined. The 
output gives only two different results. Therefore, the 
logistic regression is also called as binary classification. 
This structure runs as a biological neuron cell. It consists 
of dendrites, nuclei of the cell, and axon. The dendrite is 
the input, and the axon is the output. The signals are 
collected by dendrites in the nucleus. This determines the 
status of the cell. If the collected signal value is bigger than 
a threshold value, then the next cell is activated.  An 
artificial neural cell in Figure 2 works similarly to a 
biological cell. 

 

Figure 1. A logistic regression with computation graph. 

 

 

Figure 2. An artificial neuron cell in ANN. 

 

Here ix , i  and b  correspond to input data, weights 

and bias in machine learning, respectively. The first 
transition from input to output doesn’t generally give a 
good result, and it is called as the forward propagation. 
Therefore, the backward propagation is used. Thus, the 
weights and bias values are updated in the backward 
propagation process. The optimization function is used in 
this stage. It tries to minimize the loss value.  
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An ANN includes hidden layers unlike logistic 

regression. Thus, a typical ANN consists of an input layer, 

hidden layer, and the output layer as in Figure 3. An ANN 

study tries to find the weights, i , and the bias, b, of the 

interested in problem. 

 

 

Figure 3. The structure of an Artificial Neural Network. 

The connection of the layers is also important. Keras 
module gives us different model structures. If we have 
only one input layer and only one output layer, and if we 
don’t use the output of another layer, then the sequential 
model [21] will be a good option to use.  

In this study, ANN model is created by the sequential 
model, and the optimization function is selected as adam 
(adaptive moment estimation) [22] for the optimization 
function. There are different activation functions in ANN 
algorithms, and there are certain advantages and 
disadvantages of these functions. The properties of the 
activation functions used in this study are given in Table 1.  

Leaky Relu activation function is focused to zero, and 
there are no killed neutrons. The function has 0.01x for 
the negative value.  Elu (Exponential Linear Unit) 
activation function includes an exponential term and 
there are no killed neurons. However, it runs slowly in 
terms of the calculation time since it includes an 
exponential term.  

 

Table 1. Activation functions and its properties used in this study 

Mathematical definition of the activation function  The behaviour of the activation function 

   Re max 0.01 ,Leaky Luh x x x  

 

 1 , 0

, , 0

x

ELu

e x
h

x x

  
 



 

 

 

Application of PR 
 
Since we are interested in the data mining for one-

speed neutron transport problems, we need a training 
data set. This data set is calculated by using the HN 
method. The HN calculations were performed with 
Mathematica 12.2 software, and WorkingPrecision value 
was selected as 32.  

It is important that the data should contain thousands 
of data for the success of ANN. However, we calculated 
only 11 different data according to the secondary neutron 
number. We could calculate much more data at shorter 
intervals and calculate hundreds or thousands of data, but 
since we have not examined complex problems, we work 
with these 11 data, especially by forcing the neural 
network. The training data set is given in Table 2 
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Table 2. The training data set for varying c  with HN method 
c  Albedo  c  Extrapolation distance c  Critical thickness  

0.10 0.0216976569566343 0.10 8.5382882681302200 1.10 4.2266192698707600 

0.20 0.0462648688682488 0.20 3.9239076951733300 1.20 2.5787585222225100 

0.30 0.0744514267270763 0.30 2.4947273586756700 1.30 1.8754510915842200 

0.40 0.1073349048799300 0.40 1.8249003850628600 1.40 1.4732070964173800 

0.50 0.1465444012833310 0.50 1.4408497695258000 1.50 1.2101130830389700 

0.60 0.1947164506629280 0.60 1.1922598119270000 1.60 1.0239260606883200 

0.70 0.2565567261583740 0.70 1.0180610666686400 1.70 0.8850734307673520 

0.80 0.3418664995580910 0.80 0.8890546020955310 1.80 0.7775459392298720 

0.90 0.4780245341005770 0.90 0.7895694514644200 1.90 0.6918667133043400 

0.95 0.5966629255385620 0.95 0.7478782683064080 2.00 0.6220468763406790 

0.98 0.7210172380719860 0.98 0.7249509445737220 2.50 0.4064698693764990 

PR Application for Albedo Data  
First, we should try to understand the correlation 

matrix. It gives the correlations between the variables 
which are called as features in the machine learning 
language. If the correlation between the two features is 
close to the unit value, then these features have a linear 
relation. If the correlation is close to the negative unit 

value, then the relation between the features is again 
linear, but the slope of the line is negative. If the 
correlation is close to zero, then it is understood that 
there is no relationship between the two features. The 
correlation matrix for the albedo is given in Figure 4-a. 

 

                             (a)                       (b) 

Figure 4. (a) The correlation matrix for the secondary neutron number and the albedo values. (b) The behaviour of 
the calculated albedo values. 

The target in Figure 4-a corresponds to the albedo. 
According to Figure 4-a, the correlation between the 
secondary neutron number and the albedo values is 0.92. 

This means that there is a strong relationship between c  

and albedo, and this relationship is a close linear 
behaviour. Figure 4-b represents the HN results for the 
albedo and supports to the result of Figure 4-a.  

Polyfit method in numpy module is used on the 
training data to apply polynomial regression. This analysis 
is performed for third-order, 4th order, 5th order, and 6th 

order polynomials. The coefficients for each polynomial 

regression and 2R values are given in Table 3, and the 
graphics of the polynomials on the training data are given 
in Figure 5.  
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Table 3. The polynomial coefficients for the albedo problem  

Polynomial  
Coefficients  

Third order  4th order polynomial 5th order polynomial 6th order polynomial 

a0 -0.097160764740 0.102653259668 -0.122656652880 0.160801117064 
a1 1.268863094720 -1.301081444528 2.414879932232 -3.161361500426 

a2 -2.828679335978 6.614462062288 -12.913954563141 24.992183953605 
a3 2.426921750454 -10.538806383260 33.205888658331 -86.116136609767 
a4 - 5.925015300984 -37.689181901735 151.820348299569 
a5 - - 15.929876969293 -131.434216376403 

a6 - - - 44.578524178006 
R2 0.9892459906109 0.9960750831911 0.9985235712740 0.9993852906092 

 

 
                                             (a) 

 
                                                (b) 

 
                                          (c) 

 
                                           (d) 

Figure 5. Polynomial regression for the albedo values with (a) third order, (b) 4th order, (c) 5th order and, (d) 6th order 
polynomials. 

 

Since we know the polynomial coefficients, we can 
predict the new data. The predicted values will be given in 
ANN section together with the ANN results.  

 

PR Application for The Milne Problem  
The correlation matrix and the HN method results are 

given in Figure 6 where the target corresponds to the 
extrapolation distance. The correlation between the 

extrapolation distance values and c  values has negative 

value. It corresponds to the extrapolation distance values 
decrease as c  values increase. The polynomial 

coefficients are given in Table 4 with the 2R  values. The 
behaviours of the polynomials are given in Figure 7. The 
predicted PR results for the extrapolation distance are 
given together with the ANN results. 
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(a)                                  

(b) 

Figure 6. (a) The correlation matrix for the secondary neutron number and the extrapolation distance values. (b) 
The behaviour of the calculated the extrapolation distance values. 

Table 4. The polynomial coefficients for the Milne problem  

Polynomial  
Coefficients  

Third order  4th order 
polynomial 

5th order polynomial 6th order polynomial 

a0 12.731039590977 15.788245491725 18.485254724793 20.894687303262 
a1 -54.931030528914 -94.652754304187 -139.480703388677 -187.134618844626 
a2 83.735974910281 231.577867207033 469.633521969347 795.996424716015 

a3 -41.293833149226 -
247.138836479952 

-786.754877968709 -1823.178700875148 

a4 - 95.432074098969 640.269808323104 2302.409952872807 

a5 - - -201.601504460371 -1507.521802226705 
a6 - - - 399.319132359482 
R2 0.9714452701730 0.9940761925904 0.9990018141316 0.999872681941 

 

 
                                             (a) 

 
                                                (b) 

 
                                          (c) 

 
                                           (d) 

Figure 7. Polynomial regression for the extrapolation distance values with (a) third order, (b) 4th order, (c) 5th order, and (d) 
6th order polynomials. 

 

PR Application for The Criticality Problem  
The correlation matrix and the HN method results are given in Figure 8 

where the target corresponds to the critical thickness values. The 

correlation between the criticality thickness values and c  values has 

negative value. It corresponds to the critical thickness values decrease as 

c  values increase. The polynomial coefficients are given in Table 5 with 

the 
2R  values. The behaviours of the polynomials are given in Figure 9. 
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                                                (a) 

                                 
(b) 

Figure 8. (a) The correlation matrix for the secondary neutron number and the extrapolation distance values. (b) 
The behaviour of the calculated the extrapolation distance values. 

Table 5. The polynomial coefficients for the critically problem  

Polynomial  
Coefficients  

Third order  4th order polynomial 5th order polynomial 6th order polynomial 

a0 36.033612931841 94.467135307170 244.733526359218 627.280616843006 
a1 -

52.875734964750 
-193.416454497710 -646.162511121329 -2030.175944634479 

a2 26.241293304929 149.504546920933 683.519407553603 2733.972521931903 
a3 -4.326510203990 -51.117712902239 -359.541070193650 -1952.377568565584 
a4 - 6.498778152535 93.803659999828 778.418589815078 
a5 - - -9.700542427477 -164.163088552406 

a6 - - - 14.302087604165 
R2 0.9707663267140 0.992025771469 0.9980065173723 0.9995529480494 

 

 
                                             (a) 

 
                                                (b) 

 
                                          (c)  

                                           (d) 

Figure 9. Polynomial regression for the critical thickness values with (a) third order, (b) 4th order, (c) 5th order, and (d) 
6th order polynomials. 
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Application of ANN  
 
ANN application is different from PR application. ANN 

includes hyperparameters which are depend on the 
problem and the user. It is important that there is no any 
linearity among these hyperparameters. The used 

hyperparameters for each problem are given in Table 6. 
Unfortunately, the values or situations of these 
hyperparameters depend on the experience and the type 
of problem.  The ANN results for albedo are given in Figure 
10 with the loss functions. 

 

Table 6. The ANN hyperparameters used in this study 

Hyperparameters Albedo The Milne problem Criticality  

Number of neurons  200 200 200 
Epoch number 300 600 600 
Batch size parameter 8 8 8 
Test size 0.2 0.2 0.2 
Validation split parameter 0.2 0.2 0.2 
Number of hidden layers 5 5 10 
Loss function msle msle msle 
Optimization function  adam adam adam 

Activation function LRelu / 
Elu(a=0.1) 

LRelu / Elu(a=0.1) LRelu / 
Elu(a=0.4) 

msle: Mean square logarithmic error 

 

 
                                             (a) 

 
                                                (b) 

 
                                          (c) 

 
                                           (d) 

Figure 10. (a) ANN with Leaky Relu activation function, (b) Loss function for Leaky Rely, (c) ANN with Elu activation 
function, (d) Loss function for Elu. 

Figures 11 and 12 show the ANN results with Leaky 
Relu and Elu activation functions and PR results with third 
order and 4th order and with 5th and 6th order PR results. 
These figures are given as separated not to cause 
confusion. According to the results PR gives good results 
for the training data set range. But PR results are not good 

for out of the training data set. While ANN results are 
reasonable. Table 7 represents the predicted values by PR 
and ANN predictions and the calculated data by HN 
method. According to the tabulated results, ANN results 
are better than the PR results in the training data range.  
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                             (a) 

 
                                 (b) 

Figure 11. (a) ANN results and PR of third and 4th order 
polynomials, 

Figure 11 (b). ANN results and PR with 5th and 6th order 
polynomials. 

Table 7. The predicted albedo values with PR and ANN, HN results and the literature data  

c PR third 

order 

PR 4th 

order 

PR 5th 

order 

PR 6th 

order 

ANN 

LeakyRelu 

ANN ELu HN results Ref 

[6] 

0.05 -0.040485943 0.052855023 -0.030277386 0.055357485 0.015550368 0.019501526 0.010527886 - 
0.10 0.003865673 0.028743431 0.019288064 0.022382941 0.027096316 0.021702837 0.021697657 0.0217 
0.15 0.037714275 0.023747507 0.043210760 0.025665113 0.038747564 0.028760070 0.021697317 - 
0.20 0.062880055 0.032185027 0.054203130 0.042993716 0.052679956 0.041934598 0.046264869 0.04626 
0.25 0.081183203 0.049262519 0.061116334 0.062485542 0.066931598 0.055374168 0.059847996 - 
0.30 0.094443911 0.071075264 0.069537638 0.079410954 0.080342233 0.070764676 0.074451427 0.07445 
0.35 0.104482370 0.094607294 0.082387780 0.093521891 0.095019184 0.089193664 0.090220877 - 

0.40 0.113118771 0.117731395 0.100518348 0.106881382 0.110837251 0.108875334 0.107334905 0.1073 
0.45 0.122173307 0.139209104 0.123309139 0.122194567 0.126786008 0.127226219 0.126015681 - 
0.50 0.133466167 0.158690711 0.149265541 0.141641226 0.148766205 0.147058889 0.146544401 - 
0.55 0.148817544 0.176715258 0.176615896 0.166209819 0.170162231 0.169510245 0.169284290 - 
0.60 0.170047629 0.194710540 0.203908873 0.195533031 0.196252808 0.195216626 0.194716451 0.1947 
0.65 0.198976613 0.214993102 0.230610837 0.228224827 0.226612359 0.224009961 0.223497145 - 
0.70 0.237424687 0.240768243 0.257703221 0.262719018 0.258634686 0.255775630 0.256556726 - 
0.75 0.287212043 0.276130016 0.288279897 0.298609331 0.295483530 0.293667436 0.295279357 - 

0.80 0.350158872 0.326061223 0.328144544 0.338490986 0.346499681 0.344976991 0.341866500 0.3419 
0.85 0.428085366 0.396433420 0.386408019 0.390303793 0.403047055 0.405470312 0.400170417 - 
0.90 0.522811714 0.494006916 0.476085728 0.470176740 0.494039237 0.500720441 0.478024534 0.4780 
0.95 0.636158110 0.626430770 0.614694997 0.605774103 0.638666987 0.630749643 0.596668782 - 

 

The Milne problem results with ANN are given in 
Figure 12. The predicted values are given in Table 8. ANN 
results are better than the PR results as in the albedo 
investigation. The comparisons are given in Figures 13 and 
14. The critical thickness results with ANN are given in 
Figure 15 with the loss functions. The comparisons of the 

results with both ANN and PR are given in Figures 16 and 
17.  The predicted values and calculated values with HN 
method are given in Table 9. Table 10 represents the CPU 
times for ANN calculations. 
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                                             (a) 

 
                                                (b) 

 
                                          (c) 

 
                                           (d) 

Figure 12. (a) ANN with Leaky Relu activation function, (b) Loss function for Leaky Rely, (c) ANN with Elu activation 
function, (d) Loss function for Elu. 

 

 
                             (a) 

 
                                 (b) 

Figure 13. ANN results and PR with third and 4th order 
polynomials. 

Figure 14. ANN results and PR with 5th and 6th order 
polynomials 
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Table 8. The predicted albedo values with PR and ANN, HN results and the literature data  

c PR third 

order 

PR 4th 

order 

PR 5th 

order 

PR 6th 

order 

ANN 

LeakyRelu 

ANN ELu HN 

results 

Ref [6] 

0.05 10.188666273 11.604256540 12.590897686 13.313975286 11.840276718 11.550756454 18.17324720 - 
0.10 8.034002454 8.401153104 8.508775693 8.533576061 8.537860870 8.543089867 8.538288268 8.53829 

0.15 6.236077760 6.015053273 5.783433224 5.636852014 5.736626625 5.809600353 5.426971982 - 
0.20 4.763921816 4.296389946 4.040335114 3.949196288 3.837925434 3.960925341 3.923907695 3.92391 

0.25 3.586564248 3.109910836 2.978306502 2.992731577 2.928089142 3.025303841 3.054278391 - 
0.30 2.673034679 2.334678464 2.361972772 2.445501237 2.494558573 2.496745348 2.494727359 2.49473 

0.35 1.992362736 1.864070166 2.014199497 2.105152759 2.157500029 2.143542767 2.107561555 - 
0.40 1.513578044 1.605778085 1.808532382 1.857113569 1.824761152 1.826388121 1.824900385 1.82490 

0.45 1.205710227 1.481809179 1.661637210 1.647259169 1.581019044 1.614304304 1.609850598 - 
0.50 1.037788910 1.428485213 1.525739783 1.459073629 1.440720677 1.441888928 1.440849770 1.44085 

0.55 0.978843720 1.396442766 1.381065865 1.295302402 1.319161654 1.315809488 1.304544227 - 
0.60 0.997904281 1.350633227 1.228281131 1.164097496 1.203084111 1.206238747 1.192259812 1.19226 

0.65 1.064000218 1.270322798 1.080931103 1.069654976 1.096536160 1.100451231 1.098132352 - 
0.70 1.146161157 1.149092489 0.957881098 1.007344810 1.017981768 1.019245267 1.018061067 1.01806 

0.75 1.213416721 0.994838123 0.875756172 0.963333053 0.960831523 0.961277604 0.949094398 - 
0.80 1.234796538 0.829770334 0.841381062 0.918696374 0.903681397 0.903938890 0.889054602 0.889055 

0.85 1.179330231 0.690414567 0.844220129 0.858028921 0.846531689 0.846978545 0.836299972 - 
0.90 1.016047426 0.627611078 0.848817303 0.782541528 0.789381742 0.790483654 0.789569451 0.789569 

0.95 0.713977749 0.706514934 0.787236027 0.727653262 0.728278637 0.733815908 0.747878268 - 

 

 
                                             (a) 

 
                                                (b) 

 
                                          (c) 

 
                                           (d) 

Figure 15. (a) ANN with Leaky Relu activation function, (b) Loss function for Leaky Rely, (c) ANN with Elu activation 
function, (d) Loss function for Elu. 
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                             (a) 

 
                                 (b) 

Figure 16. ANN results and PR with third and 4th order 
polynomials. 

Figure 17. ANN results and PR with 5th and 6th order 
polynomials 

 

Table 9. The predicted critical thickness  values with PR and ANN, HN results and the literature data  

c PR third 

order 

PR 4th 

order 

PR 5th 

order 

PR 6th 

order 

ANN 

LeakyRelu 

ANN ELu HN 

results 

Ref [6] 

1.05 4.436640713 4.932784128 5.267616683 5.500000720 4.759516716 4.665410995 6.600527483 - 
1.10 3.863684288 4.086722354 4.179200859 4.212667744 4.239711285 4.222702503 4.226619270 4.22674 
1.15 3.350546912 3.380727934 3.335961807 3.284674501 3.389765739 3.397710323 3.187897630 - 
1.20 2.893983701 2.798395958 2.692706239 2.625772469 2.603260517 2.569414139 2.578758522 - 
1.25 2.490749773 2.324296336 2.209944696 2.163469717 2.217116833 2.138610840 2.170721623 - 
1.30 2.137600245 1.943973792 1.853527782 1.840655903 1.889006495 1.871923208 1.875451092 1.87766 
1.35 1.831290235 1.643947868 1.594282390 1.613388171 1.664572239 1.643992543 1.650649761 - 
1.40 1.568574859 1.411712922 1.407647933 1.448837946 1.487948179 1.470546722 1.473207096 1.47688 
1.45 1.346209236 1.235738131 1.273312576 1.323398629 1.332890511 1.329103589 1.329304314 - 
1.50 1.160948482 1.105467485 1.174849460 1.220954189 1.210703254 1.213001370 1.210113083 - 
1.55 1.009547716 1.011319793 1.099352938 1.131308657 1.107202888 1.109943986 1.109702483 - 
1.60 0.888762053 0.944688681 1.037074800 1.048776508 1.012116909 1.021637082 1.023926061 1.03039 
1.65 0.795346613 0.897942591 0.981060505 0.970933957 0.933853269 0.952186227 0.949789829 - 
1.70 0.726056511 0.864424782 0.926785412 0.897531141 0.871189833 0.891013980 0.885073431 0.89275 
1.75 0.677646865 0.838453328 0.871791003 0.829565207 0.809955120 0.839110076 0.828092811 - 
1.80 0.646872794 0.815321123 0.815321123 0.768514291 0.758651495 0.795110703 0.777545939 0.7863 
1.85 0.630489413 0.791295876 0.757958201 0.715732404 0.714092731 0.755685329 0.732409325 - 
1.90 0.625251840 0.763620111 0.701259481 0.672005211 0.677867234 0.718870461 0.691866713 0.70157 
1.95 0.627915194 0.730511172 0.647393258 0.637266710 0.652532697 0.684144139 0.655258774 - 
2.00 0.635234590 0.691161218 0.598775100 0.610476808 0.629557252 0.651447415 0.622046876 0.63257 

2.05 0.643965147 0.645737224 0.557704080 0.589659799 0.607055962 0.620682538 0.591786523 - 
2.10 0.650861981 0.595380984 0.525999009 0.572103739 0.584608793 0.591545403 0.564107544 - 
2.15 0.652680211 0.542209106 0.504634661 0.554720714 0.562175453 0.563958168 0.538665175 - 
2.20 0.646174953 0.489313017 0.493378006 0.534568018 0.539779484 0.537853360 0.515298304 - 
2.25 0.628101325 0.440758958 0.490424436 0.509530217 0.517384887 0.513141751 0.493649386 - 
2.30 0.595214444 0.401587991 0.492034001 0.479162122 0.494980454 0.489778817 0.473655588 - 
2.35 0.544269428 0.377815991 0.492167630 0.445692651 0.472600222 0.467705846 0.455029751 - 
2.40 0.472021393 0.376433650 0.482123370 0.415189600 0.450304508 0.446859717 0.437739484 - 
2.45 0.375225457 0.405406479 0.450172606 0.398885300 0.427969217 0.427191317 0.421561906 - 
2.50 0.250636738 0.473674805 0.381196300 0.414663185 0.405631959 0.408649623 0.406469869 - 
2.55 0.095010353 0.591153769 0.256321214 0.488705251 0.383291245 0.391174197 0.392302667 - 

Table 10. The CPU times in seconds 

Activation function Albedo Milne’s problem Criticality 

Leaky Relu 7.81 14.20 18.60 
Elu 7.66 14.90 21.30 
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Conclusions 
 

In this study, two different machine learning 
algorithms, polynomial regression and artificial neural 
network, were applied to isotropic scattering neutron 
transport theory problems. This study is about the data 
mining for the existing data for albedo, Milne problem, 
and criticality problem. These data are the training data. 
The training data for each problem was calculated by HN 
method.  

The success of machine learning applications depends 
on the size of the training data. We studied here with 
restricted data. We have only 11 different data for each 
problem. We could have created a larger data set, but we 
especially wanted to force the artificial neural network.  

According to the results   
Polynomial regression could give reasonable results 

for only training data range. PR results are not good for 
out of data ranges. Therefore, the predictions used PR 
should belong to the training data range.  

ANN results are more successful both the training data 
range and out of the training data range. Although ANN 
calculations take more time than polynomial regression, 
the success of ANN is worth it.  

ANN includes hyperparameters. Unfortunately, there 
is no any linearity among these hyperparameters. Used 
hyperparameters in this study are given in Table 6. When 
we create a larger neural network of 10 or 20 hidden 
layers, we see that ANN result becomes an underfitting 
situation, a linear behaviour. When we create a smaller 
neural network, we again see that ANN gives an 
underfitting result. This comparison is only for the number 
of hidden layers. Similar comparisons are valid for other 
hyperparameters such as neuron number, activation 
function, optimizers. For example, if we think that we can 
choose much more neuron number then, ANN will give 
underfitting results. The hyperparameters in this study are 
the valid for the training data set in this study. If we use 
richer data set, then the hyperparameters could be 
updated.  

Although the values are completely different for the 
extrapolation distance and the criticality problem, the 
behaviour is similar. The extrapolation distance and the 
critical thickness values decrease as the secondary 
neutron number increase. However, ANN includes 5 
hidden layers in the extrapolation distance calculations, 
10 hidden layers in the critical thickness calculations.  
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Hypertension is a serious risk factor for various diseases. Therefore, lowering and preventing high blood pressure 
is a significant issue. Blockage of the renin-angiotensin-aldosterone system (RAAS), which controls blood 
pressure, is important to reduce blood pressure and consequently reduce symptoms of heart failure. This 
blockage can be carried out by angiotensin-converting enzyme (ACE) and angiotensin II receptor blockers (ARBs). 
The phenylalanyltyrosine (H-Phe-Tyr-OH, Phe-Tyr, L-Phe-L-Tyr, L-phenylalanyl-L-tyrosine) dipeptide examined in 
this study is an important structure that shows blood pressure lowering properties. For this reason, the potential 
of the peptide to be an ACE inhibitor or ARB was investigated. The molecular activity of the Phe-Tyr dipeptide 
was compared with antihypertensive drugs using theoretical calculations. Molecular docking method,  one of 
these theoretical methods, has a considerable process in illuminating biochemical processes by investigating the 
interactions of drugs (ligands) with targeted receptors. In this theoretical study, molecular docking analyses of 
H-Phe-Tyr-OH dipeptide with ACE and Angiotensin II type 1 receptor (AT1R) were implemented. The interaction 
types and interaction regions of the peptide were also determined in comparison with drug molecules (Captopril, 
Enalapril, Telmisartan and Eprosartan) that are ACE inhibitors and ARBs. Lastly, ADME (absorption, distribution, 
metabolism, and excretion) analysis of the H-Phe-Tyr-OH dipeptide was also performed to estimate its drug 
potential. In this study, the pharmacokinetic properties of Phe-Tyr dipeptide and its mechanism of action with 
ACE and AT1R were investigated for the first time by molecular docking and ADME calculations. 
 
Keywords: Antihypertensive, Peptide, Docking, ADME. 
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Introduction 

Hypertension, which has been a subject of 
pharmacological research for many years, is a very serious 
and common risk factor for human health and stands out as 
an important risk group especially in cardiovascular diseases 
[1]. The renin-angiotensin-aldosterone system (RAAS) is 
important for regulating arterial blood pressure. The 
blockage of RAAS come forward in the treatment of several 
diseases including hypertension [2,3]. The blockage can be 
realized by renin inhibitors, ACE inhibitors and Angiotensin 
receptor blockers (ARBs) [4]. To better understand what type 
of hypertension a pharmacological class of antihypertensive 
is, its mechanism of action is being studied closely. Molecular 
receptor targets are of great importance in studies examining 
the mechanism of action. Various antihypertensive drugs can 
be used as angiotensin II receptor blockers (ARBs) and 
angiotensin converting enzyme inhibitors (ACEIs) [5]. 
Angiotensin-converting enzyme (ACE) inhibitors, i.e. drugs, 
help relax the veins and arteries to reduce blood pressure. 
These drugs are used to treat and manage hypertension, 
which is a significant risk factor for coronary disease, and 
other cardiovascular conditions [6]. The treatment of 
patients who have difficulty in tolerating ACE inhibitors due 
to cough that occurs as a side effect is continued with 
angiotensin receptor blockers [2]. Angiotensin receptor 
blockers (ARBs) interact and inhibit with the angiotensin II 
type 1 receptor (AT1R). Therefore, ARBs can be used to treat 
hypertension and hypertension-related diseases [2]. 

Amino acid metabolism is an effective system for 
controlling blood pressure. In a L-phenylalanine (Phe) study, 
it was reported that L-phenylalanine reduces the high salt-
induced hypertension in rats [7]. Additionally, in a tyrosine 
study, it was reported that tyrosine reduces blood pressure 
in spontaneously for hypertensive rats [8]. Phe-Tyr dipeptide 
has also antihypertensive effect, reduce blood pressure and 
can be used as a pharmaceutical drug for the treatment of 
hypertension and cardiovascular diseases [9,10]. Molecular 
docking method has an important perspective in elucidating 
biochemical processes by examining the interactions of drugs 
or drug candidates (ligands) with targeted receptors at the 
atomic level. This method provides an estimation of the 
ligand-receptor complex structure and enables the 
determination of the optimal pose of the ligand to obtain the 
lowest energy complex structure [11-13]. Determining the 
pharmacokinetic information of drug candidate molecules is 
of great importance for drug development studies in 
biological systems. Estimates of absorption, distribution, 
metabolism, and excretion can be determined by ADME 
analysis. In this study, to elucidate the ACE inhibitor activity 
and AT1R blockage mechanism of Phe-Tyr, its interactions 
with the ACE and AT1R were investigated by molecular 
docking method, and the binding mechanisms of the peptide 
were presented with ACE inhibitors and ARBs comparatively. 
Pharmacokinetic properties for the predictions of the drug 
potential of the Phe-Tyr dipeptide were also determined by 
the ADME study. 
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Methods 
 
The aim of molecular docking is to provide the 

prediction of a ligand and receptor complex [14]. To 
understand the reported antihypertensive activity of Phe-
Tyr dipeptide, molecular docking studies were carried out 
using specific target receptor (ACE and AT1R). The binding 
mode of the Phe-Tyr dipeptide with the binding sites of 
ACE and AT1R were explored [15,16]. In this study, Phe-
Tyr (antihypertensive dipeptide) was optimized at 
Gaussian09 with DFT method and B3LYP/6-31++G(d,p) 
basis set [17,18]. Phe-Tyr dipeptide was prepared as 
ligand by AutoDock Tools 1.5.6. Crystal structure of 
human angiotensin converting enzyme (PDB Code: 1O8A) 
and Angiotensin II type 1 receptor (PDB Code: 4ZUD) were 
downloaded from PDB DataBank 
(https://www.rcsb.org/). Receptors were prepared by 
deleting water, ions, and other ligands and adding polar 
hydrogens. After pdbqt files were obtained and grid box 
was adjusted, molecular docking study was run using 
AutoDock Vina [19]. After the binding affinities were 
obtained as a result of molecular docking analyses, the 
interaction region and interaction types of ligand-receptor 
complexes were determined with the help of Discovery 
Studio Visualizer 2019 [20]. Pharmacokinetic profile 
(ADME properties) of Phe-Tyr dipeptide were determined 
with the help of SwissADME online servers [21]. Docking 
studies and ADME analysis were carried out using Intel 
Core i7-6700HQ, up to 3.5 GHz workstation. 

 

Result and Discussion 

Molecular Docking Analysis 
Molecular docking method investigates the behavior 

of small drug/drug candidate molecules in the binding site 
of a target receptor (protein, enzyme etc.). When the 
molecule is bound to a protein or enzyme receptor, this 
method presents an estimation about the ligand (small 
molecule) behavior using structure and electrostatic 
interactions [22]. Before molecular docking analyses, Phe-
Tyr was optimized with DFT/B3LYP/6-31++G(d,p) basis set 
and the energy of optimized Phe-Tyr dipeptide was 
calculated as -695576.07609184 kcal/mol. 

 

ACE receptor (PDB ID: 1O8A) 
Phe-Tyr dipeptide was docked with ACE receptor using 

AutoDock Vina program. The best docking pose of Phe-Tyr  

 
dipeptide at the ACE active site was shown in Figure 1. The 
results of binding energies and close interactions of 
ligand-receptor complex were shown in Figure 2 and Table 
1. As a result of molecular docking, the best binding 
energy was obtained as -7.8 kcal/mol (see Table 2). Gln-
281, Asp-415 and Tyr-520 residues in the ACE formed 
hydrogen bonds having 2.99 Å, 2.30 Å and 3.08 Å bond 
lengths with Phe-Tyr dipeptide. Asp-453, Val-379, Val-380 
and His383 residues formed pi interactions with Phe-Tyr. 
While Val-379 and Val-380 residues formed pi-alkyl 
interactions with Phe-Tyr, Asp-453 and His-383 formed pi-
anion and pi-pi stacked interactions with dipeptide. In the 
literature, it was reported that ACE has three active site 
pockets. While Ala354, Glu384 and Tyr523 residues are 
included in S1 pocket, Gln281, His353, Lys511, His513 and 
Tyr520 residues are included in S2 pocket and Glu162 
residue is included in S1’ pocket [23,24]. When looking at 
close interactions in this study, Phe-Tyr formed hydrogen 
bonds (Gln-281 and Tyr-520) with S2 pocket of ACE. When 
the binding energy of the dipeptide with ACE in our study 
was compared with the docking studies performed with 
other peptides in the literature, it was observed that the 
binding energies with ACE were lower or close to that of 
our study [24,25]. In docking studies performed with 
various small peptide structures, it was observed that the 
binding energies with ACE ranged from -3.6 to -7.9 
kcal/mol [24,25]. The binding energies of captopril and 
enalapril, which are antihypertensive drugs and defined as 
ACE inhibitors, with ACE were calculated as -5.99 kcal/mol 
and -6.38 kcal/mol in a literature study, respectively [26]. 
Accordingly, the peptide structure in our study was found 
to have a close binding energy or high binding energy 
profile with the peptides and drugs in the literature.  In 
addition, when the binding sites were examined, it was 
determined that both the studied peptides and the 
antihypertensive drugs (captopril, enalapril) bind from the 
same region with ACE and interact with the same residues 
[24-27]. It was observed that there is interaction between 
ACE residues, especially Gln-281 and Tyr-520, and both 
captopril and peptides studied in the literature [24-27]. In 
this study, it was determined that Phe-Tyr dipeptide made 
H-bonds with these two important residues. According to 
these results, Phe-Tyr can have a good inhibition activity 
depending on its effective interaction with the active site 
of ACE. 
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Figure 1. Phe-Tyr dipeptide at ACE active site. 

 

Figure 2. The close interactions of Phe-Tyr dipeptide with ACE. 

Table 1. The interaction types of ligand-receptor complex. 

Residue Interaction Type Distance (Å) 

GLN-281 H-Bond 2.99 
TYR-520 H-Bond 3.03 

3.04 
ASP-415 H-Bond 2.30 
HIS-383 Pi-Pi Stacked 3.81 
VAL-380 Pi-Alkyl 5.32 
VAL-379 Pi-Alkyl 5.33 
Asp-453 Pi-Anion 4.91 
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Table 2. The binding affinities and RMSD values as a result of molecular docking analysis. 

                                                                                 Dist from best mode 

Mode Affinity (kcal/mol) rmsd l. b. rmsd u. b. 
1 -7.8 0.000 0.000 
2 -7.4 2.375 4.633 
3 -7.3 1.856 2.988 
4 -7.3 2.381 4.618 
5 -7.2 1.729 4.489 
6 -7.0 1.659 2.333 
7 -7.0 2.819 5.000 
8 -7.0 2.239 5.123 
9 -6.9 1.693 4.492 

AT1 receptor (PDB ID:4ZUD) 
Phe-Tyr dipeptide was docked with AT1 receptor and 

the best docking pose of Phe-Tyr dipeptide at the AT1R 
active site was shown in Figure 3. The results of binding 
energies and close interactions of ligand-receptor 
complex were shown in Figure 4 and Table 3. As a result 
of molecular docking, the best binding energy was 
obtained as -8.6 kcal/mol (see Table 4). Tyr-35 and Thr-88 
residues in the AT1R formed hydrogen bonds having 3.01 
Å and 3.00 Å bond lengths with Phe-Tyr dipeptide. Ile-288 
and Pro-285 residues in the AT1R formed pi-alkyl 
interactions with Phe-Tyr. Tyr-92, Val-108 and Tyr-292 
residues formed pi-pi stacked, pi-sigma and pi-pi T-shaped 
interactions with Phe-Tyr dipeptide, respectively. When 
the literature was searched, it was seen that Phe-Tyr 
dipeptide binds with AT1R from the same region with 
angiotensin receptor blocking drugs and other drug 
candidate compounds in the literature, but each molecule 
interacts with different residue groups uniquely [28,29]. In 

the literature, it was emphasized that while most of the 
ARBs interact with residues Tyr-35, Trp-84 and Arg-167, 
the binding conformation and interact residues of each 
ARB differ [28]. It was also determined by Zhang et al that 
Telmisartan, an ARB, has pi-interaction with Tyr-92 [30]. 
In our study, it was determined that Phe-Tyr also has pi-pi 
stacked interaction with Tyr-92. It has been reported that 
eprosartan, which is an ARB, tends to have alkyl 
interactions with Tyr-292 and Ile-288 [30]. In our study, it 
was determined that Phe-Tyr has pi-alkyl interaction with 
Ile-288 and pi-pi t-shaped interaction with Tyr-292. In 
another literature study, docking studies of AT1R with 
quercetin and chlorogenic acid were performed and H-
bond, Van der Waals and electrostatic interactions with 
Tyr-35, Trp-84, Thr-88, Ser-105, Val-108, Ser-109, Arg-167, 
Ile-288 residues were detected [29]. In our study, similar 
to the literature, it was determined that Phe-Tyr dipeptide 
form hydrogen bonds with Tyr-35 and Thr-88, and pi 
interactions with Val-108 and Ile-288.  

 

Figure 3. Phe-Tyr dipeptide at AT1R active site. 
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Figure 4. The close interactions of Phe-Tyr dipeptide with AT1R. 

Table 3. The interaction types of ligand-receptor complex. 

Residue Interaction Type  Distance (Å) 

TYR-35 H-Bond 3.01 
THR-88 H-Bond 3.00 

TYR-92 Pi-Pi Stacked 3.84 
VAL-108 Pi-Sigma 3.90 
TYR-292 Pi-Pi T-Shaped 5.21 
ILE-288 Pi-Alkyl 5.11 
PRO-285 Pi-Alkyl 5.28 

Table 4. The binding affinities and RMSD values as a result of molecular docking analysis. 
                                                                                 Dist from best mode 

Mode Affinity (kcal/mol) rmsd l. b. rmsd u. b. 
1 -8.6 0.000 0.000 
2 -8.4 2.158 4.289 
3 -7.8 2.490 4.509 
4 -7.6 2.421 7.767 
5 -7.5 2.090 3.551 
6 -7.5 2.263 8.316 
7 -7.4 2.284 4.602 
8 -7.3 1.982 7.935 
9 -7.2 2.904 8.174 

 
ADME Analysis 
ADME (absorption, distribution, metabolism, excretion) 

analysis is used to obtain pharmacokinetic information for drug 
candidate molecules. ADME profile of Phe-Tyr dipeptide was 
determined by using SwissADME and was given in Table 5. 

When looking at druglikeness profile of Phe-Tyr, this dipeptide 
has the potential to be an oral drug. The most important proof of 
this is that the molecule obeys the Lipinski's rule of 5 [31]. 4 
parameters (molecular weight <500 g/mol, have no more than 5 
hydrogen bond donors and 10 hydrogen bond acceptors, and 
octanol/water partition coefficient <5) were determined by 
Lipinski using the common characteristics of most of the oral drug 
candidates that passed the phase II clinical stage. In this study, 
physicochemical and lipophilicity properties of Phe-Tyr were given 
in Table 5. In physicochemical and lipophilicity properties parts, it 
was seen that Phe-Tyr has a molecular weight of 328.36 g/mol, 
five H-bond acceptors, four H-bond donors and its octanol/water 
partition coefficient is less than five. In addition, it was determined 
that Phe-Tyr dipeptide is very soluble and has a high absorption 

property in the gastrointestinal system. It is important that drugs 
developed for CNS diseases pass through the BBB and other drugs 
do not affect the CNS [32]. The Phe-Tyr dipeptide is a drug 
candidate that does not affect the CNS, which has not BBB 
permeability. PSA is used to characterize the transport process of 
drug molecules and relates to various causes of drug absorption 
[33]. PSA value of Phe-Tyr was calculated as 112.65 Å2. Some drugs 
can be inhibited or induced Cytochrome P450 enzymes. These 
conditions may cause drug-drug interactions and cause 
undesirable reactions [34]. Phe-Tyr didn’t inhibit CYP450 enzymes 
in the result of SwissADME server. When the ADME profiles of the 
antihypertensive drugs losartan and captopril were compared 
[35], it was observed that the Phe-Tyr dipeptide also fully 
complied with the Lipinski’s rule of 5. It has been determined to be 
high in gastrointestinal absorption like antihypertensive drugs. 
The profile of CYP3A4 inhibitor of Phe-Tyr dipeptide was similar to 
Captopril [35]. 
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Table 5. ADME properties of Phe-Tyr dipeptide 

Physicochemical Properties Phe-Tyr 

MW 328.36 g/mol 
No. of heavy atoms 24 
No. of arom. heavy atoms 12 
No. rotatable bonds 8 
No. of H-bond acceptors 5 
No. of H-bond donors 4 
Polar surface area 112.65 Å² 
Lipophilicity  
LogPO/W(iLOGP) 1.78 
LogPO/W(XLOGP3) -1.68 
LogPO/W(WLOGP) 1.07 
LogPO/W(MLOGP) 1.35 
LogPO/W(SILICOS-IT) 1.75 
Consensus LogPO/W 0.85 
Water Solubility  
Log S (ESOL) -0.66 
Log S (Ali) -0.17 
Log S (SILICOS-IT) -4.24 
Pharmacokinetics  
GI absorption High 
BBB permeant No 
P-gp substrate No 
CYP1A2 inhibitor No 
CYP2C19 inhibitor No 
CYP2C9 inhibitor No 
CYP2D6 inhibitor No 
CYP3A4 inhibitor No 
Log KP (skin permeation) -9.50 cm/s 
Druglikeness  
Lipinski Yes, 0 violation 
Ghose Yes 
Veber Yes 
Muegge Yes 
Bioavailability Score 0.55 

Conclusion 

In conclusion, a novel study of Phe-Tyr dipeptide 
having antihypertensive were theoretically carried out 
using in silico methods. Molecular activity of Phe-Tyr 
dipeptide was compared with antihypertensive drugs by 
using theoretical calculations. Molecular docking method 
was used to obtain an estimate of the biological activity of 
the molecule. The interactions of the Phe-Tyr dipeptide 
with ACE and AT1 receptors were investigated by 
molecular docking method. It was determined that Phe-
Tyr dipeptide interacts more with the S2 region (Gln-281 
and Tyr-520), which is one of the active sites of ACE, where 
synthetic drugs like Captopril used in hypertension studies 
interact.  In another molecular docking study, it was 
determined that the Phe-Tyr dipeptide interacted with 
AT1R and formed H-bond and pi interactions similar to 
ARBs like Telmisartan and Eprosartan synthetic drugs with 
Tyr-92 and Ile-288, Tyr-292 residues, respectively. In 
addition, the ADME profile was determined for Phe-Tyr, 
which has the potential to be an antihypertensive drug 
according to low molecular weight, appropriate H-bond 
acceptors and H-bond donor counts and favorable 

octanol/water partition coefficient. As a result of in silico 
ADME analysis, it was determined that the Phe-Tyr 
dipeptide is a drug candidate in accordance with Lipinski’s 
rule of 5 and had an ADME profile similar to 
antihypertensive drugs. Finally, it can be said that this 
study will be helpful experimental studies. 
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Radiation therapy is one of the most widely used treatment methods for tumors. The therapeutic use of carbon 
ions is more advantageous than other radiotherapy techniquies especially photon-based irradiation due to its 
physical properties and radiobiological effects, and therefore it has received more attention. One of the most 
important reasons for that carbon ion beams are more effective than photon beams while minimizing the dose 
in the normal tissues around the target, it offers an improved dose distribution that leads to sufficient dose 
concentration in tumors. In addition, the carbon beam reaches its maximum at the end of its range, which 
increases with depth, and due to this feature, it provides a higher biological efficiency. In radiotherapy studies, 
Monte Carlo simulation is widely used to determine the dose distributions and to obtain the correct properties 
of the beams. With MC simulation, it helps to understand the relative biological efficiency as well as the spatial 
model of energy storages. In this study, a geometry with critical organs (skull, brain, nasopharynx and thyroid) 
based on a MIRD  phantom was modeled with the Monte Carlo simulation tool GATE (vGATE 9.0). In this 
experiment, the tumor was irradiated with different carbon beam energies and photon beams. The aim is to 
calculate the energy accumulations in the region and surrounding organs with the MC method, and as a result, 
to show the dosimetric advantages of carbon radiotherapy over photon radiotherapy. 

   

Keywords: Breast cancer, Proton therapy, Photon therapy,  GATE, Monte Carlo . 
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Introduction 

Among the head and neck cancers, nasopharyngeal 
cancer makes surgical intervention impossible due to its 
epidemiological and histological features, as well as its 
anatomical localization, and therefore it shows sensitivity 
to radiotherapy and chemotherapy, which are effective 
treatment methods in order to destroy the tumor [1]. For 
this reason, radiotherapy is the main treatment method 
for nasopharyngeal cancer. New radiotherapy techniques 
allow the preservation of brain areas with low tolerance 
to radiation, such as the pituitary gland and brain.  

During the application of radiotherapy, some healthy 
cells may be affected by radiation, but they can repair 
themselves faster than cancer cells or cause side effects 
and secondary cancer formation as a result of exposure to 
high doses. With a good treatment planning, it is critical to 
protect the healthy tissues around the target volume at 
the highest level by giving the highest dose to the target 
volume.  

Carbon ion therapy, which is a new radiotherapy 
method recently, has given very successful results in 
cancer treatment. Carbon ion therapy is a new form of 
radiation that fights to the extent that it destroys the 
unwanted mass by damaging the DNA in the cancer cell 
[2]. It is a modern treatment method based on the 
interaction of heavy ion beams such as carbon with living 
tissue. In photon radiotherapy, the rays are scattered by 

Compton scattering as they move through the living tissue 
and when they reach the cancerous area, they leave most 
of their energy on the healthy tissue, in which case it 
damages the healthy tissue. The carbon radiotherapy 
method ensures that the target cancer cells are destroyed 
by leaving minimal effects on the surrounding healthy 
tissue [3].  

The use of the Monte Carlo (MC) method in 
radiotherapy dosimetry has increased exponentially 
recently, and even this computer simulation technique 
has been taken as a reference and has become a common 
tool in treatment plans and dosimetry calculations [4].  
The most accurate way to calculate the dose distribution 
in treatment planning is the geometry of the source, the 
transport of energy to the desired tissue and the 
monitoring of energy accumulation by using the particle 
transport MC method. Geant4 (GEneration ANd Tracking) 
is software that can simulate particles interacting with and 
passing through matter [4]. Geant4 is a widely used MC 
code in health physics for various applications such as 
dosimetry, imaging, nuclear medicine and radiation 
protection. This code library is constantly evolving, so 
Geant4 is a fully automated system for health physics that 
compares this MC code with reference data and performs 
regression testing. The tests performed in Geant4-med 
are carried out on the CERN computing infrastructure by 
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using the geant-val web application developed for Geant4 
testing at CERN [5].  

In this study, the dosimetric advantages of carbon 
radiotherapy over photon radiotherapy for head and neck 
cancers were investigated with the MC method in terms 
of the rays exposed to the healthy tissues around the 
malignant tumor cells.  

 

Materials and Methods   

GATE is open source software, developed jointly by the 
world's leading medical physics laboratories, that allows 
simulating medical physics using the Geant4 code library.. 
Geant4 is an object-oriented and C++ programming 
language that simulates particle transition in matter and 
simulates real-world processes or systems very close to 
reality. Geant4 (C++) is a software package developed in 
1998 after Geant3 (based on Fortran), which was 
developed at CERN (European Nuclear Research Council) 
in 1993 for high energy physics experiments [6]. By using 
the Geant4 simulation, the possible interactions of the 
particle with the atom and nucleus of the target material 
during its progression in the matter and physical events 
such as position and energy in this process can be 
monitored.  

The phantom was placed on the x, y, z coordinates 
with the dimensions of 2.0 x 2.0 x 2.0 m3. The average 
sized skull, brain, nasopharynx and thyroid organs of an 

adult human were scaled and defined inside the world 
geometry created in the Cartesian coordinate system. 
Maximum x, y and z lengths were measured as 20.00 
21.20 12.80 cm for the skull, 7.00, 3.50, 11.20 cm for the 
brain, 4.00, 4.50, 3.00 cm for the nasopharynx, and the 
skull volume is 5.427.2 cm3 [7]. Thyroid with 0.83, 1.85, 
4.50 cm dimensions were defined in the phantom created. 
Materials and tissues to fill the phantom volume were 
selected over the textures defined in the 
GateDatabase.db file based on the NIST Standards [8].  

In this study, the vGATE 9.0 version of GATE was used 
and the teleportation was performed on a personal 
computer with 10 million events. Figure 1 below shows 
the image of the created geometry and Figure 2 shows the 
image formed during irradiation.   

 DoseActors with voxel dimensions of 1.0 mm x 1.0 mm 
x 1.0 mm were attached to the organs defined in the 
simulation code. The targeting of the cancerous area was 
completed by sending carbon ion beams and photon 
beams from different points for typical MeV values of 
each irradiations shown in Table 1. Radiation exposure of 
surrounding organs was measured with DoseActor. The 
dose value (Gy) stored in DoseActor was saved by taking 
the output files in root format. Cut regions for each tissue 
and each particle (electron, positron, gamma) has been 
set to 0.01 mm.   

 

Table 1: Doses absorbed by organs (Gy) for each energy levels (MeV) with 1M events using a particle filter.  

       Energy For  
Carbon(MeV) 

     Energy For 
Photon(MeV) 

Carbon DoseActor (Gy)                   Photon DoseActor 
(Gy)  

  

160 MeV  

  

  

12 MeV  

Nazofarengeal  3.9122 e-08  Nazofarengeal  1.7570 e-08  

Brain  7.1320 e-10  Brain  4.2980 e-08  

Thyroid  3.6452 e-10  Thyroid  3.1052 e-08  

  

140 MeV  

  

10 MeV  

Nazofarengeal  4.6213 e-08  Nazofarengeal  9.4296 e-09  

Brain  1.8312 e-10  Brain  3.3480 e-09  

Thyroid  5.2590 e-11  Thyroid  4.0096 e-09  

  

120 MeV  

  

9 MeV  

Nazofarengeal  3.7962 e-08  Nazofarengeal  2.2865 e-07  

Brain  2.1590 e-10  Brain  3.0870 e-07  

Thyroid  3.7125 e-11  Thyroid  4.4290 e-10  

  

110 MeV  

  

8 MeV  

Nazofarengeal  3.0596 e-08  Nazofarengeal  5.1355 e-08  

Brain  6.1599 e-10  Brain  3.3012 e-09  

   Thyroid  3.6500 e-10  Thyroid  7.1230 e-08  

  

100 MeV  

  

  

7 MeV  

  

Nazofarengeal  3.0713 e-08  Nazofarengeal  9.3361 e-09  

Brain  6.1560 e-10  Brain  4.3000 e-08  

Thyroid  5.2031 e-11  Thyroid  3.9810 e-10  
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Figure 1. Geometric shape designed with the help of 
Gate simulation package [8] 

Figure 2. Schematic view of particle beams                             
interacting towards the nasopharynx. 

During the carbon-ion and photon simulations, we 
considered 2D circular shaped mono-energetic beam with 
2 mm 𝜎𝑥 and 2 mm 𝜎𝑦 distribution targeting the centre of 
the phantom assuming the cancer cells are not larger than 
the beam size. For the physical interactions, built-in 
physics lists are used together as QGSP_BERT_HP and 
FTFP_BERT_HP within the Geant4 code. Statistical outputs 
showed that 1K events correspond to 2.235 minutes of 
irradiation without initializations in photon simulations 
while 7.16 minutes of irradiation in carbon simulations.   

   

Results    

In this study, we calculated the radiation absorbed by 
the cancerous mass and neighboring organs with the help 
of virtual dosimetry called doseActor in GATE. Carbon ion 
beams with energies of 160 MeV, 140MeV, 120MeV, 
110MeV and 100 MeV were delivered to the target mass 

and five different simulations were performed. We also 
delivered the photon beams with energies of 10 MeV, 9 
MeV, 8 MeV and 7 MeV. Then the dose values are 
calculated by the voxel algorithms for each simulation 
from the 2D and 3D absorbed dose distributions formed 
in the phantom that we designed to use together with the 
photon and carbon simulation as in Figure 3 and Figure 4.   

The amount of doses stored in each organ and the 
percentage of doses absorbed are given in Table 2. As 
expected, carbon doses absorbed a very high percentage 
of the total dose in the target organ, the nasopharynx, 
while the percentile of doses absorbed by organs outside 
the area remained below 2%. It has been observed with 
the data that the organs adjacent to the target organ, the 
nasopharynx, absorb photon doses close to the 
nasopharynx or even more. With the data obtained by 
simulation, the organs outside the target mass were found 
to be very low compared to the photon doses, and it was 
listed in Table 2.  

Table 2. Doses and percentages received by organs at the end of treatment.  
Energy for 

carbon(MeV) 

Energy for  

photon(MeV)   

Carbon DoseActor (Gy)   Percentiles                      

Photon DoseActor (Gy)  

Percentiles  

   

   

160 MeV   

   

   

12 MeV   

Nazofarengeal   12.8   %20   Nazofarengeal   6.75   %15   

Brain   0.2335   %0.36   Brain   16.4915   %36.65   

Thyroid   0.1192   %0.19   Thyroid   11,90   %26.45   

   

140 MeV   

   

10 MeV   

Nazofarengeal   12.8   %20   Nazofarengeal   6.75   %15   

Brain   0.0510   %0.08   Brain   2.3908   %5.31   

Thyroid   0.0149   %0.02   Thyroid   2.8663   %6.36   

   

120 MeV   

   

9 MeV   

Nazofarengeal   12.8   %20   Nazofarengeal   6.75   %15   

Brain   0.0730   %0.11   Brain   7.4250   %16.5   

Thyroid   0.0125   %0.02   Thyroid   0.0131   %0.03   

   

110 MeV   

   

8 MeV   

Nazofarengeal   12.8   %20   Nazofarengeal   6.75   %15   

Brain   0.2581   %0.40   Brain   0.4342   %0.96   

Thyroid   0.1532   %0.23   Thyroid   9.3685   %20.81   

   

100 MeV   

   

   

7 MeV   

   

Nazofarengeal   12.8   %20   Nazofarengeal   6.75   %15   

Brain   0.2564   %0.40   Brain   31.1093   %69.13   

Thyroid   0.0216   %0.03   Thyroid   0.2879   %0.64   
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Figure 3. 2D dose distribution plots absorbed in the nasopharynx, thyroid, and brain phantom with applied 
particle filter. Photon rays with blue color spread over a wider area, therefore a wider area is exposed to the 
dose. The carbon rays shown with red color spread in a smaller area and create a more dose effect on the 
target. It is seen that photon rays cause more dose units on both the target audience and critical organs than 
carbon rays. 

. 

 

During the simulations, insignificant amounts of 

secondary particles are observed. While the 

observed types were only the electrons, positrons 

and gammas for photon irradiations, a wider 

spectrum of secondary particle types was observed 

for carbon irradiations including carbon-12(12C) ion, 

protons, electrons, gamma, alphas, ...etc. In order 

the perform a fair comparision in Table-1, we have 

applied a particle filter excluding all secondary 

particles. However, that limitation caused a 

decrease in the total dose for carbon irradiation by 

the factor 2 approximately.    

 First results revealed that carbon and photon 

irradiations have quite separate characteristics due to 

their different nuclear substructure and interactions. In 

our simulations, that resulted as : i. wider dispersion, ii. 

rather randomized penetration features, iii. less dose 

deliverance for photons through out all the tissues in 

comparsion with carbon-ion irradiation as summarized in 

Table 3.

.   

Table 3. Statistical outputs from photon and carbon simulations of Figure 4 for 10M hit data.  
Statistical Parameters  Carbon Photon 

Mean x  

Mean y  

Std. Deviation for x ( x)  

Std. Deviation for y ( y)  

Skewness x  

Skewness y  

1.152 

1.6 

0.5282 

2.022 

11.71 

-0.004 

37.8 

7.23 

27.68 

14.25 

-1.416 

-0.5 
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Figure 4. 3D dose distributions of carbon-ion (up) and photon (down) beams absorbed in the brain phantom 
with 1500 events and more than 10M hits. 

 

Analysis  
 
We applied χ2 -method on dose values as a statistical 

method in which goodness or inconsistencies between 
datasets are generally sought.Considering null hypothesis 

(H0) is "no significant dose difference between Carbon 
and Photon irradiations"(whereas alternate hypothesis is 
just the opposite),one can see that the total  χ2 values at 
the order of ~10-7-10-9 corresponds to acceptance region 

of H0.

Table 4. 𝜒2  data.  

 Simulation No.  Nazofarengeal  Brain  Thyroid  Total  

1  2.66e-08  4.15e-08  10.03e-08  1.38e-07  

2  1.43e-07  2.99e-09  3.89e-09  1.49e-07  

3  1.59e-09  3.07e-07  3.72e-10  3.09e-07  

4  8.44e-09  2.18e-09  7.04e-08  8.10e-08  

5  4.89e-08  4.18e-08  3.01e-10  9.10e-08  

Total  2.28e-07  3.95e-07  1.45e-07    

                   

However, one can realise from Table 3 that statistical 
dispersions based on the standart deviation of photon 
irradiations are huge by the factor of 55 and 7 of carbon 
standart deviations for x and y directions, respectively. 
Also, photon irradiation tends to give negative skewness 
for each directions. Inconsistent mean values of photon 
case reveals that the targeting of those particles are just 
failing due to their natural structure that can penetrate 
deeply in almost all of the tissues.   

 
  

Conclusion   
 
Based on our analysis, one can conclude carbon ion 

radiotherapy is a promising treatment technique that can 
provide additional benefit to treat cancers that are 
difficult to treat with traditional methods, with the 
success achieved in studies on cancer patients in carbon 
radiotherapy centers in Germany and Japan recently for 
the treatment of tumors [9,10,11]. Carbon ion 
radiotherapy has the lowest level of toxicity compared to 
photon radiotherapy. It has a biological and physical 
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superiority with its high degree of local control and a high 
degree of general controls. In photon radiotherapy, 
healthy tissues behind or in front of the targeted tumor 
are exposed to an overdose. Carbon ions, on the other 
hand, leave a significant part of their energy at the Bragg 
peak, and healthy tissues are exposed to the minimum 
dose due to the low energy accumulated in the entryway 
before and after the Bragg peak. Therefore, dose 
adjustment has a great importance in the quality of 
treatment. Therefore, carbon ion radiotherapy is a more 
advantageous, safe and effective treatment method. 
Comprehensive, prospective studies and long-term 
patient follow-up after treatment are needed to better 
define the role of CIRT. 
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The extensive use of radioisotopes in diverse fields, particularly in medical studies for diagnosis and treatment, 
is one of the outcomes of evolving technology and improved scientific research. Among the various 
radioisotopes used for medical purposes, an example that can be highlighted considering their properties and 
utilization possibilities is radiobromine isotopes. It is obvious that both experimental and theoretical studies 
make significant contributions to the literature on medically relevant radioisotopes. The cross–section, which is 
the data connected with the occurrence of a reaction, is one of the theoretical metrics that may provide 
information to researchers. The framework of this study was constructed by taking into account the importance 
of radiobromine isotopes in medical applications as well as the effects of some parameters that might have an 
impact on their production cross–section calculations. In this context, the impact of five deuteron and eight 
alpha optical model potentials, which are available in the 1.95 version of the TALYS code, on the production 
cross–section calculations of 75-77Br radioisotopes through some (d,x) and (α,x) reactions have been studied. The 
obtained calculation results were compared visually and numerically with the experimental data available in the 
literature for each reaction, and the outputs were interpreted. 
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Introduction 

The studies that contribute the most to the literature 
in basic sciences, engineering, medicine and many other 
fields may seem like experimental studies. However; with 
a deeper analysis, it can be easily understood that the 
studies that contribute to the literature are not only 
experimental studies. It should be considered normal that 
studies with results that can be integrated into industrial 
applications in general and people's daily lives in 
particular attract more attention and that such studies can 
take place more easily in the literature. The reason for this 
could be given as the fact that the results of such studies 
can be used more quickly and are useful in achieving 
outcomes that can benefit huge groups of people. 
Nevertheless, the idea that this situation can only be 
achieved through experimental studies is not entirely 
correct. Experimental studies are mostly dependent on 
many parameters such as advanced technological 
infrastructure, availability of trained people and 
workforce, large and comfortable financial budgets and 
effective time management. Furthermore, all of these 
elements should function in unison. For this reason, it is 
possible to encounter many problems during the planning 
and implementation of an experimental study and 
analyzing the results and converting them into outputs. In 
such cases, it is extremely important for researchers to 
obtain information about the studies they plan to carry 
out. This is valid in all branches of science, albeit to varying 
degrees. For this reason, theoretical studies are as 

important as experimental studies and contribute to the 
literature. In this context, as in many research areas, 
theoretical studies carried out according to the content of 
the planned research are accepted in the literature in 
studies related to radioisotopes, which are the subject of 
this study. 

Radioisotopes are actively used in a very wide area of 
modern human life. For example, some of the industrial 
applications include Carbon-14 used for age 
determination of carbon-containing structures, 
Americium-241 used in smoke detectors, Cobalt-60 used 
in gamma sterilization and industrial radiography, Iridium-
192 used in the determination of defects in metal 
components by gamma radiography, Selenium-75 used in 
gamma radiography and non-destructive testing and 
many more [1]. Apart from these radioisotopes, which can 
be shown as examples in the industrial field, many 
radioisotopes are used for diagnosis and treatment in 
many medical applications, considering their 
characteristics and benefits [2]. In this context, it was 
necessary to use not only reactors but also accelerators in 
order to provide supply-demand balance for 
radioisotopes, which are increasingly used in the medical 
field. As a result, the production of radioisotopes in 
accelerators, which are used for diagnostic purposes such 
as imaging and clinical purposes such as treatment, could 
be achieved by bombardment of charged particles. From 
this point of view, it is extremely possible to come across 
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studies in the literature that experimentally examine the 
production routes of radioisotopes used in the medical 
field. On the other hand, there are also theoretical studies 
investigating the effects of many models and parameters 
in the calculation of various values such as cross–section, 
particle emission spectrum, activity and yield in many 
reactions, including the production routes of various 
radioisotopes [3-9]. 

It is a well–known fact that many computable values 
are extremely important in the theoretical analysis of a 
reaction. Some values can be measured both 
experimentally and theoretically. The cross–section, 
which is defined as a value of the scale of the realization 
of a reaction, is also a quantity that can be obtained both 
experimentally and theoretically [10]. Cross–section data 
is extremely valuable to study the behavior of the reaction 
in regions outside of the feasible experimental energy 
range, or the target-incoming particle relationship, to 
study many special cases. In this context, the 
improvement of the models on which the calculations are 
based by comparing the cross–section values obtained 
with the theoretical calculations with the experimental 
data, or the investigation of the effects of various 
parameters on these calculations are seen as very 
valuable studies. There are many models and parameters 
that are known to have an impact on cross–section 
calculations. Level density models, gamma strength 
functions, deuteron and alpha optical model potentials 
can be given as examples. Studies examining the use of 
these models and parameters independently or in 
combination to produce results that are more compatible 
with experimental data also contribute to the literature 
[11-20]. The motivation of this study was created in this 
conjuncture. In this direction, it is aimed to examine the 
effects of the deuteron and alpha optical model potentials 
in the production cross–section calculations of 75-77Br 
radioisotopes, which are known to be used in the medical 
field, with some (d,x) and (α,x) reactions. The results of the 
calculations for the reactions examined in this study were 
compared with the experimental data available in the 
literature and the outcomes were interpreted. While 
trying to make a visual comparison of the naked eye with 
the graphics in which the current experimental data and 
the calculation results are presented together, statistical 
parameters are used to make quantitative comparisons at 
the same time.  

 

Materials and Methods 

This section will give information regarding the chosen 
material and the method employed within the context of 
the primary motivation for this study. This chapter can be 
divided into two sections in this sense. The first section 
will attempt to explain why certain radiobromine isotopes 
are selected. Following that, the models utilized in the 
calculations, the calculating tools, and how the results are 
assessed will be discussed. 

Some of the many radioisotopes used in medical 
studies belong to bromine. Bromine, with atomic number 

35 and symbolized by Br, is the third lightest halogen. 
Bromine, which was introduced to the literature in 1825 
and 1826 by two independent researchers, occurs in 
nature as bromide salts or organobromine compounds 
[21, 22]. Bromine has two stable isotopes, 79Br and 81Br, 
with abundances of 51 % and 49 %, respectively. Apart 
from these, it has 32 known radioisotopes, the most stable 
being 77Br [23]. Among all known radioisotopes, the most 
preferred ones in medical applications are 75-77Br 
radioisotopes. The decay modes of 75Br are known as 
approximately 73 % positron emission (β+) and 
approximately 27 % electron capture (EC). 75Br, with a 
half-life of approximately 96.7 minutes, can form particles 
with a maximum energy of 2.008 MeV and an average of 
0.719 MeV with positron emission. The half-life of 76Br is 
about 16.2 hours, and its decay modes are positron 
capture and electron capture at approximately 55 % and 
45 %, respectively. In case of decay by positron capture 
from these possibilities, it can form positrons with an 
average energy of 1.180 MeV, and the energy of these 
particles can go up to a maximum of 3.941 MeV. Another 
radioisotope examined in this study is 77Br, which has a 
much longer half-life, 57.036 hours, than the other two. 
On the other hand, 77Br is the radioisotope with the lowest 
decay rate by positron emission, 0.74 %, and the highest 
decay rate by electron capture, 99.26 %, among the 75-77Br 
radioisotopes. The average and highest positron emission 
values of 77Br are 0.152 MeV and 0.343 MeV, respectively 
[24]. The use of 75-77Br radioisotopes in medical 
applications has been accepted in the literature as a result 
of their characteristic properties and many related 
parameters. 75,76Br radioisotopes are generally used for 
Positron Emission Tomography (PET) purposes, as they 
have a higher rate of positron emission decay and the 
positrons produced in decay are at moderate energies, 
while 77Br is mostly used for Auger therapy as an 
advantage of its high rate of electron capture decay [25]. 

75-77Br radioisotopes were planned to be selected 
within the scope of this study, considering their usability 
in medical applications and the benefits they provide. The 
literature has been searched for the experimental studies 
that cover the production routes of these radioisotopes. 
As a result, the desire to investigate the implications of 
theoretical models by performing production cross–
section calculations in various reactions where deuterons 
or alphas were selected as the incident particle was 
developed. In this context, it is aimed to obtain the 
production cross-section calculations with deuteron and 
alpha optical model potentials in accordance with the 
examined reaction and to interpret the results by 
comparing them with the experimental data available in 
the literature. The cross–section value, as explained in the 
previous section, is a value that can be obtained 
experimentally and can be calculated with theoretical 
models under the influence of various parameters. The 
TALYS [26] code v1.95 was used to investigate the effects 
of deuteron and alpha optical model potentials on the 
generation cross–section calculations in accordance with 
the (d,x) and (α,x) reactions examined in this study. Since 
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cross–section calculations require multistage and complex 
operations, codes such as TALYS have always been 
needed. In this context, although many codes such as 
CEM95, ALICE-91, ALICE/ASH, PCROSS and EMPIRE have 
been developed, it can be understood even with a quick 
and superficial examination that TALYS is the most 
preferred code in the literature. The reason for this can be 
shown as the code’s accessibility, ease of use, 
comprehensive user guide and options that it provides to 
users, allowing advanced calculation and examination 
processes compared to other alternatives. In addition, 
numerous studies examining the effects of various models 
and parameters on the theoretical acquisition of different 
values, especially the cross–section, with the mentioned 
code can be easily seen in the literature, as shown in the 
citations given earlier in the text. Considering all these, it 
was decided to use the TALYS code version 1.95 in this 
study. 

The mentioned code accepts the pre-equilibrium 
reaction mechanism as the default for the incoming 
particle energies above the last discrete level energy of 
the target nucleus, among the equilibrium and pre–
equilibrium reaction mechanism options in cross–section 
calculations. In addition, the two–component exciton 
model is also active in calculations by default and utilized 
for the calculations that performed within the scope of 
this study. All details are defined with keywords in the 
input file of the code. It is possible to activate/deactivate 
the equilibrium or pre-equilibrium reaction mechanism by 
the user, or it is possible to select the desired one among 
four different pre-equilibrium reaction mechanisms. The 
default model uses the energy dependent matrix element 
and the exciton model using numerical transition ratios. 
As a result of the inclusion of different parameters into the 
input file of the code by the user, it is possible to examine 
their effects on the calculations. The parameters that 
constitute the motivation of this study are related to the 
optical model. The concept of level density model is also 
refers to another very important factor for similar 
investigations. In this study, the Constant 
temperature+Fermi gas model (CTFGM), which was also 
assigned as the default one within the utilized code, was 
accepted in all calculations. Turning back to the optical 
model, the basic assumption underlying the optical model 
is that the sophisticated interaction between the 
incoming particle and the nucleus can be represented by 
a complex mean field potential. This complex mean field 
potential divides the reaction flow into two parts, which 
are grouped into the part covering the elastic scattering 
pattern and all the remaining inelastic channels. The 
reaction cross–section values calculated with optical 
models are also very important for semi-classical pre-
equilibrium models, and therefore, the examination of 
optical models is a contribution to the literature [26]. 
There are different number of deuteron and alpha optical 
model potential options that can be utilized in the 
calculations performed via the TALYS v1.95 code. All 
deuteron and alpha optical model potential options are 

shown in Tables 1 and 2, respectively, with their names 
and abbreviations used in this study. 

 
Table 1. The names and abbreviations of the deuteron 

optical model potentials   

The name of the deuteron optical 
model potential 

Abbreviation used in 
this study 

Normal Deuteron Potential DOMP1 
Deuteron potential of [27] DOMP2 
Deuteron potential of [28] DOMP3 
Deuteron potential of [29] DOMP4 
Deuteron potential of [30]  DOMP5 

 
Table 2. The names and abbreviations of the alpha optical 

model potentials  

The name of the alpha optical 
model potential 

Abbreviation used in 
this study 

Normal Alpha Potential AOMP1 
Alpha potential of [31] AOMP2 

Table 1 of [32] AOMP3 
Table 2 of [32] AOMP4 

Dispersive model of [32] AOMP5 
Avrigeanu et al. [33] AOMP6 

Nolte et al. [34] AOMP7 
Avrigeanu et al. [35] AOMP8 

 

The impacts of the deuteron optical model potentials 
provided in Table 1 in reactions natSe(d,x)75Br, natSe(d,x)76Br and 
natSe(d,x)77Br, as well as the effects of the alpha optical model 
potentials shown in Table 2 in reactions 74Se(α,x)75Br, 74Se(α,x)76Br, 
76Se(α,x)77Br and 77Se(α,x)77Br, were explored in this work. 
Calculations were made by using only one deuteron or alpha 
optical model potential in the calculation at a time, depending on 
the type of particle involved for each reaction. After the 
calculations were completed with the appropriate optical models 
(deuteron or alpha) for each reaction, the results obtained were 
graphed together with the experimental data so that they could 
be analyzed visually. In addition, some statistical parameters have 
been calculated so that quantitative analyzes can be made with 
numerical values, going beyond just making visual interpretations 
with the naked eye. The equations that were employed in these 
computations in where F, D, R and K represents the mean 
standardized deviation, the mean relative deviation, the mean 
ratio and the mean square logarithmic deviation, respectively, are 
listed below [36]. 

 

𝐹 = [
1

𝑁
∑ [

𝜎𝑖
𝑐𝑎𝑙 − 𝜎𝑖

𝑒𝑥𝑝
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𝑒𝑥𝑝 ]

2𝑁

𝑖=1

]

1 2⁄
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1
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1
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] 

𝐾 = 10
[

1
𝑁

∑ [log(𝜎𝑖
𝑒𝑥𝑝
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2
𝑁
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1 2⁄

 
 

In the equations given for F, D, R and K, 𝜎𝑖
𝑒𝑥𝑝

 and 𝜎𝑖
𝑐𝑎𝑙  express 

the experimental and calculated cross–section values, 
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respectively, while Δ𝜎𝑖
𝑒𝑥𝑝

expresses the instability value of each 

experimental cross–section value, in other words, the amount of 
error. 

 

Results and Discussion 

Within the scope of this study, which was clearly explained in 
the previous sections, cross–section calculations were completed 
by triggering the possible deuteron and alpha optical model 
potentials in the calculations performed by utilizing the TALYS 
code version 1.95. Obtained calculation results and experimental 
data are illustrated in Figures 1-7. In addition, the values of the 
statistical parameters calculated in order to perform a numerical 
analysis between the experimental data and the calculation 
results are shown in Tables 3 and 4. 

For the reactions of natSe(d,x)75Br, natSe(d,x)76Br and 
natSe(d,x)77Br, the experimental data obtained from the study of 
Tárkányi et al. [37] available in the literature and from EXFOR [38, 
39] were used. As can be seen from the results graphed in Figures 
1-3, the theoretical calculations for all three reactions were 
generally able to generate geometric structures similar to those of 
the experimental data. 

 

 

Figure 1. Experimental data along with the calculations 
results for natSe(d,x)75Br reaction   

 

 

Figure 2. Experimental data along with the calculations 
results for natSe(d,x)76Br reaction 

 

Figure 3. Experimental data along with the calculations 
results for natSe(d,x)77Br reaction 

 
There have been observations of results that are not 

expected to be absolutely and exactly the same as 
experimental data. Furthermore, the calculation results of 
the models represented by DOMP2, DOMP3, and DOMP5 
in all three reactions were produced in such a way that 
they were exceptionally close and consistent with one 
another. The values of the statistical parameters shown in 
Table 3 also help us understand the circumstance. 

Using the DOMP2, DOMP3 and DOMP5 models, higher 
cross–section values were obtained in the natSe(d,x)76Br 
and natSe(d,x)77Br reactions than almost all of the 
experimental data, and in the natSe(d,x)75Br reaction than 
most of the experimental data. When the values of the F, 
D, R and K parameters are considered together, the 
deuteron optical model, which provides the most 
compatible results with the experimental data for the 
natSe(d,x)75Br and natSe(d,x)77Br  reactions, is referred as 
DOMP1. For the natSe(d,x)76Br  reaction, the F, D and R 
values highlight DOMP1, while the K value suggests that 
DOMP4 is the model that produces the most consistent 
results with the experimental data. Components used in 
the calculation of statistical parameters and sequence of 
operations can be cited as the reason for this difference. 
In addition, the logarithmic operation in the K value can 
be shown as an important factor for this difference. 

Levkovski [40]’s experimental data were used in the 
74Se(α,x)75Br, 74Se(α,x)76Br, 76Se(α,x)77Br and 77Se(α,x)77Br 
reactions in which the effects of alpha optical model 
parameters were investigated. Obtained calculation 
results and experimental data are shown together in 
Figures 4-7. 
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Figure 4. Experimental data along with the calculations 
results for 74Se(α,x)75Br reaction 

 

 

Figure 5. Experimental data along with the calculations 
results for 74Se(α,x)76Br reaction 

 

 

Figure 6. Experimental data along with the calculations 
results for 76Se(α,x)77Br reaction 

 

Figure 7. Experimental data along with the calculations 
results for 77Se(α,x)77Br reaction 

 
The values of the statistical parameters for the alpha 

optical model potentials were determined in the same 
way as they were for the deuteron optical model 
potentials, and the results are shown in Table 4.  

 
Table 3. The values of the statistical parameters calculated 

for deuteron optical model potentials 

Reaction 
Statistical 

parameters 
DOMP1 DOMP2 DOMP3 DOMP4 DOMP5 

natSe(d,x)75Br 

F 1.767 2.662 2.729 1.992 2.632 
D 0.260 0.386 0.392 0.300 0.378 
R 0.924 1.376 1.383 1.224 1.366 
K 1.389 1.491 1.496 1.401 1.485 

natSe(d,x)76Br 

F 2.342 6.614 6.728 5.044 6.463 
D 0.256 0.758 0.772 0.573 0.742 
R 1.127 1.664 1.678 1.479 1.648 
K 2.965 2.924 2.902 2.877 2.918 

natSe(d,x)77Br 

F 2.561 6.268 6.376 5.064 6.168 
D 0.248 0.650 0.664 0.506 0.636 
R 1.136 1.650 1.664 1.490 1.636 
K 1.312 1.705 1.718 1.567 1.693 
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Table 4. The values of the statistical parameters calculated for alpha optical model potentials 

Reaction 
Statistical 

parameters 
AOMP1 AOMP2 AOMP3 AOMP4 AOMP5 AOMP6 AOMP7 AOMP8 

74Se(α,x)75Br 

F 5.872 5.908 6.203 6.140 5.829 5.797 5.573 5.568 
D 0.394 0.396 0.414 0.409 0.394 0.391 0.376 0.375 
R 1.263 1.269 1.315 1.305 1.244 1.250 1.221 1.229 
K 1.490 1.492 1.509 1.505 1.493 1.488 1.476 1.473 

74Se(α,x)76Br 

F 2.952 2.961 3.079 2.953 2.991 3.013 3.227 3.062 
D 0.244 0.247 0.273 0.251 0.240 0.254 0.287 0.264 
R 0.917 0.923 0.984 0.946 0.885 0.931 0.977 0.951 
K 1.466 1.463 1.449 1.450 1.487 1.469 1.480 1.470 

76Se(α,x)77Br 

F 17.647 17.668 18.408 18.127 17.460 17.398 17.510 17.224 
D 1.402 1.404 1.493 1.457 1.367 1.378 1.398 1.379 
R 2.402 2.404 2.493 2.457 2.367 2.378 2.398 2.379 
K 2.437 2.439 2.517 2.485 2.410 2.417 2.433 2.414 

77Se(α,x)77Br 

F 34.083 33.991 34.463 34.074 33.145 33.350 33.315 33.198 
D 2.296 2.294 2.343 2.3041 2.202 2.239 2.230 2.236 
R 3.296 3.294 3.343 3.304 3.202 3.239 3.230 3.236 
K 3.136 3.136 3.179 3.144 3.054 3.089 3.080 3.087 

It can be seen from Figure 4 that the results obtained 
using alpha optical model potentials in the 74Se(α,x)75Br 
reaction and the experimental data are relatively similar. 
The alpha optical model potential, which produces the 
computational results most compatible with the 
experimental data for this reaction, is pointed as AOMP8 
by the F, D, and K values, while the R value suggests 
AOMP7. We are now in the part where we will examine 
the results related to the 74Se(a,x)76Br reaction. In this 
reaction, where the calculation results and the 
experimental data are shown in Figure 5, it can be seen 
that the calculation results differ from each other at the 
top of the hump structure to such an extent that they can 
be noticed even with the naked eye, but they produce 
results that are very close to each other in other regions. 
Higher values of cross–section were obtained than 
experimental data in the energy range of roughly 24-36 
MeV, and this condition changed when the calculation 

results dropped below the experimental values after 
approximately 36 MeV. In the 74Se(α,x)76Br reaction, D and 
R values highlight AOMP5, F value indicates AOMP1, and 
K value indicates AOMP3. This disparity may have 
happened because the cross–section value at each energy 
point has a distinct level of experimental error, while the 
statistical parameters look at the full energy range.  

 
Table 5. The arithmetic averages of the statistical 

parameters of the deuteron optical model potentials 

Statistical 
parameters 

DOMP1 DOMP2 DOMP3 DOMP4 DOMP5 

F 2.223 5.182 5.277 4.033 5.088 
D 0.255 0.598 0.609 0.460 0.585 
R 1.062 1.564 1.575 1.397 1.550 
K 1.889 2.040 2.039 1.948 2.032 

 

 
Table 6. The arithmetic averages of the statistical parameters of the alpha optical model potentials 

Statistical 
parameters 

AOMP1 AOMP2 AOMP3 AOMP4 AOMP5 AOMP6 AOMP7 AOMP8 

F 15.138 15.132 15.538 15.324 14.856 14.890 14.906 14.763 
D 1.084 1.085 1.131 1.105 1.051 1.066 1.073 1.063 
R 1.969 1.972 2.034 2.003 1.925 1.950 1.957 1.949 
K 2.132 2.132 2.163 2.146 2.111 2.116 2.117 2.111 

Another radiobromine isotope examined in the study 
is 77Br, and two reactions were investigated for the 
production of this radioisotope with alpha-input particles, 
76Se(α,x)77Br and 77Se(α,x)77Br. In both of these reactions, 
the experimental data of Levkovski [40] and the 
calculation results were visualized together and the 
graphs obtained are shown in Figures 6 and 7. As can be 
clearly seen from these figures, triggering of alpha optical 
model potentials in both reactions caused higher cross–
section values to be calculated than the experimental data 
at all energy values. As the energy value increased along 
the x-axis, the distance between the cross–section results 
obtained via the alpha optical model potentials are 
widened. In the 76Se(α,x)77Br  reaction, the F value 
suggests that if AOMP8 is used, more consistent results 
can be obtained with the experimental data, while the D, 

R and K values show that such situation can be achieved 
by using AOMP5. On the other hand, all statistical 
parameters for the 77Se(α,x)77Br  reaction point to the 
same alpha optical model potential, AOMP5. 

Conclusion 

It is a well–known fact that the cross–section value is 
valuable in terms of the contributions it provides to 
researchers in cases where experimental studies cannot 
be performed. From this point of view, the selection of 
models and appropriate parameters that can produce 
results that are more compatible with the experimental 
data is extremely critical. The results of this study, which 
was designed by considering the importance of 
radiobromine isotopes, that have a wide range of use in 
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motivation and health applications, can be summarized as 
follows. 

- It has been demonstrated that activating the 
deuteron and alpha optical model potentials in cross–
section calculations alters the calculation results. 

- The cross–section values produced in this work 
employing deuteron and alpha optical model potentials 
contributed to the literature. 

- Specific to the reactions studied, multiple statistical 
parameters were used to determine the option that 
produced more consistent results with the experimental 
data among all deuteron and alpha optical model 
potentials included in the calculations. As a result, it was 
seen that all statistical parameters in natSe(d,x)75Br, 
natSe(d,x)77Br and 77Se(α,x)77Br reactions point to the same 
optical model potential. The value of one statistical 
parameter in each of these three reactions, K in reaction 
natSe(d,x)76Br, R in reaction 74Se(α,x)75Br, and F in reaction 
76Se(α,x)77Br, highlighted a different optical model 
potential from the others. While D and R values imply the 
same optical model potential in reaction 74Se(α,x)76Br, 
triggering various optical model potentials in the 
computations yields findings that are more congruent 
with the experimental data with respect to F and K values.  

- The arithmetic averages of the statistical parameters 
of the deuteron optical model potentials are provided in 
Table 5. According to these values, in the reactions where 
the effects of the deuteron optical model potentials were 
examined, all statistical parameters (F, D, R and K) showed 
DOMP1 as the option that provided more consistent 
results with the experimental data compared to the other 
options. 

- A situation similar to that in Table 5 is presented in 
Table 6 for alpha optical model potentials. When the 
results here are examined, the model that produces more 
compatible results compared to the experimental data 
and other alpha optical model potentials is AOMP8 
according to the F and K parameters, while it is AOMP5 
according to the D and R parameters. 

When the findings obtained with this study are 
evaluated as a whole, it is understood once again that the 
effects of different parameters on the cross-section 
calculations cannot be ignored. In this context, it is a 
foregone conclusion that the use of advanced theoretical 
models in many evaluations, such as production cross–
section calculations of radioisotopes, which are used in 
many aspects of our lives, particularly in industry and 
health, and provide numerous benefits, will provide 
significant contributions to researchers in cases where 
experimental studies are not doable. This and related 
studies are supposed to be carried out in order to 
improve/develop the model and parameters, to utilize 
them independently/together, to be chosen in line with 
the examined reaction, and to add to the literature by 
attempting numerous reactions. 
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Introduction 

Supernova remnants (SNRs) are important objects to 
understand the evolution of the interstellar medium (ISM) 
and galaxies. To better understand our galaxy, all of the 
studies including detecting individual SNRs with an 
accurate number of Galactic total SNRs become 
important.  There is an apparent divergence between the 
number of observed and expected Galactic SNRs based on 
supernovae rates. Currently, there are nearly 300 Galactic 
SNRs with the most majority discovered through radio 
observations and some of in X-ray observations [1-4]. 

Even though less than half of Galactic SNRs show any 
appreciable optical emission, optical studies of SNRs are 
useful and become important for dynamical properties in 
all remnants, and for the kinematics of ejecta in the 
youngest remnants. For some remnants, a remnant’s 
optical emission can also help to define its overall size and 
morphology. This is especially true for some radio weak 
emission or radio-quiet SNRs exhibiting significant optical 
emission [5-11]. About 40% of the detected Galactic SNRs 
show associated X-ray emission with a smaller percentage 
(∼30%) showing some coincident optical emission [12]. 
Although discoveries of Galactic remnants in the optical 
are less according to others, several [13-15] have recently 
been made through deep H𝛼 surveys such as the H𝛼 
emission Virginia Tech Spectral Line Survey (VTSS) of the 
Galactic Plane [16, 17] (e.g. the optical discovery of 
G159.6+7.3 [14]), the Southern Hydrogen-Alpha Sky 
Survey Atlas (SHASSA) [18], MDW Hydrogen-Alpha Survey 
(MDWS) and the Isaac Newton Telescope Photometric 
Hydrogen Survey [19, 20].  

The imaging filters flux ratio of [SII(6717, 
6731)]/H(6563) ≥ 0.4 (firstly proposed by Mathewson and 
Clarke 1973 [21]) has been using as a well-known and 

successful observational criterion to differentiate SNRs 
from other type of optical emission nebulae in both 
Galactic and extragalactic searches [11, 22-26]. Mainly, 
the general idea is expecting SNRs to give higher values of 
[SII] than HII regions since behind the shock front the 
collisionally excited  gives strong [SII] emission, while in HII 
regions sulphur is mostly in the form of 𝑆⁺⁺ . 

The goal of this work is to discover new supernova 
remnant candidates through H𝛼 survey by visual selection 
of the size or shapes similar to the detected supernova 
remnants appearance observed through the same survey. 
The emission fields can also include HII-regions, all of 
which can be the same in appearance. So, we report a 
search for large and mid-size possible Galactic SNR 
candidates through its H𝛼 optical emission by using 
archival VTSS Survey images with the help of SHASSA and 
MDWS Surveys, and the latest SNR and HII-region 
catalogs. 

 

Surveys 

The VTSS (http://www1.phys.vt.edu/~halpha/#Images) 
covers a wide region around the northern Galactic plane 
(15 ° < l < 230 °, |b| <= 30 °), north of 𝛿 > -15 °, and gain 
importance in the study of Galactic supernova remnants, 
HII regions, and many different H𝛼 emission sources. 107 
fields have been released on the VTSS Web site. The VTSS 
survey used a fast short-focus lense of f/1.2 camera lens 
with a 58-mm focal length, together with a 512 x 512 CCD 
array that projected to 96 arcsec/pixel on the sky. Its H𝛼 
filter had a FWHM of 17.5 Å, transmitting mainly the H𝛼 
line.  

http://xxx.cumhuriyet.edu.tr/
http://www1.phys.vt.edu/~halpha/#Images
https://orcid.org/0000-0002-4807-2180
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Other H𝛼 imaging surveys, SHASSA and MDWS are 
used to search the emission structures that the zone 
covered by the VTSS survey images. SHASSA is an imaging 
survey covering 21000deg2 of the southern and 
equatorial sky undertaken with the aim of detecting H𝛼 
emission from the ionized interstellar medium. The survey 
consists of 2168 images covering 542 fields south of +16° 
declination, between Galactic longitudes of 195° and 45° 
at the mid-plane (GMR01). The SHASSA survey used a fast 
short-focus lense of f/1.6 camera lens with a focal length 
of 52 mm, together with 1024 x 1024 CCD array that 
projected to 48 arcsec/pixel on the sky. Its H𝛼 filter had a 
FWHM of 32 Å ([27], [28]). For both VTSS and SHASSA 
fields, the continuum-subtracted (generated by 
subtracting each continuum image from the 
corresponding H𝛼 image) and then smoothed images (for 
SHASSA survey; saved as SHASSA_CC) are used. Even 
though to have lower angular resolution both surveys are 
very deep and are a useful tools to search for any 
extended large high-latitude nebulae emission. These 
surveys become a key tool for searching possible SNRs 
that may have been missed in previous searches. 

Another survey used during this search is the MDWS 
(https://www.mdwskysurvey.org) with its wide field-of-
view (FoV) of approximately 3°.5 × 3°.5 with a pixel size of 
3".17 and relatively low-resolution images, it reveals 
deeper, more complex and quite extensive optical 
filaments and structures visible in higher resolution 
images. This survey consists of a 130 mm telescope at the 
New Mexico Skies Observatory, with an FLI ProLine 16803 
CCD and a 3 nm filter centered on H𝛼 [11]. There are 2771 
fields under the MDWS website and the exposure times 
used for the observation of each field was 12x1200 s. 

 

Observations and Data Analysis 
 
The optical imaging observations for some of these 

emission fields were performed with the  
1-meter Turkish Telescope T100, located in TÜBITAK 

National Observatory of Turkey’s (TUG) 
(https://tug.tubitak.gov.tr/tr/teleskoplar/t100-odak-
duzlemi-aletleri). We get high-quality photometry by 
using a cryo-cooler SI 1100 CCD with 4096 x 4096 pixels, 
with an effective field of view (FoV) of 21'.5 x 21'.5. We 
used narrow passband interference filters (FWHM = 80 Å) 
(λ = 6563 Å) H𝛼, (FWHM = 54 Å) (λ = 6728 Å) [SII] and 
Bessel R filter as continuum filter to remove starlight 
background from the narrow passband filters images of 
these regions. The exposure times were 900 s for each 
narrow band filter with 2 x 200 s for the continuum band 
filter. 

T100 images were reduced by using the reduction 
photometry pipelines in astropy. Both the bias and flat-
field frames for each image were also obtained and during 
the reduction, the cosmic hits were also removed by using 
a median-averaged process during the bias-subtraction 
and flat-fielding of the images. During the observations, 
we use the Digitized Sky Survey (DSS1 or DSS2) (The STScI 
Digitized Sky Survey; https://archive.stsci.edu/cgi-
bin/dss_form) images as the confirmation of the selected 
positions of the approximate central coordinates of each 
candidate. 

 

Methods, Results and Discussion 
 
We will discuss our work done by a visual search 

conducted of all VTSS fields plus the surveys of SHASSA 
and MDWS fields that are currently available online. All of 
the surveys contain wide-field and small-scale H𝛼 
emission structures, and among these structures, a 
significant number of supernova remnants will be 
discovered. These Galactic H𝛼 Surveys have high promise 
to increase our knowledge of optical supernova remnants 
and their physical properties. In this work, the VTSS Survey 
images were primarily scanned and visual search was 
done individually on each field. The selection criteria on 
the appropriate field images were choosing the field 
either consisting of previously detected supernova 
remnants and HII-regions or fully undetected emission 
structures. 

The Orion 08 first and second regions, respectively 
Ori08(A) and Ori08(B) (see the left and right side of the 
first row in Figure 1, and for the coordinates see Table 1), 
are the two selected emission candidates under the Ori08 
field in the VTSS Survey. These regions are also observed 
with the continuum-subtracted SHASSA survey and both 
survey images are confirming each other. These regions 
are scanned with their close environments by using the 
WISE Catalog of Galactic HII-Regions 
(http://astro.phys.wvu.edu/wise/) (version 2.4, [29]) and 
it was seen that the wide-field Orion region does not 
include any detected HII regions. Also, the wide-field 
Orion region was also scanned according to the Green 
2019 catalog to explore any detected and known 
supernova remnants. As a result, there are no identified 
SNRs in this region. Another SNR and HII-free region 
located in the Monoceros-Mon07 field in the archive VTSS 
survey is named Mon07(A) (the image on the right side of 
the second row in Figure 1). The emission is in partial 
shape, maybe a part of the composite structure 
detectable explicitly in another band. This structure can 
also be observed with the SHASSA survey, and both VTSS 
and SHASSA images are matching well with each other.  

 

https://www.mdwskysurvey.org/
https://tug.tubitak.gov.tr/tr/teleskoplar/t100-odak-duzlemi-aletleri
https://tug.tubitak.gov.tr/tr/teleskoplar/t100-odak-duzlemi-aletleri
https://archive.stsci.edu/cgi-bin/dss_form
https://archive.stsci.edu/cgi-bin/dss_form
http://astro.phys.wvu.edu/wise/
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Figure 1. H𝛼 image of optical emission nebulae from the VTSS Survey of the Galactic Plane. North is up, east to the 
left with (J2000.0) coordinates and the occupied area of the regions are shown in Table 1. 
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Table 1. Central coordinates of the selected emission nebulae fields with their surrounding areas. The last column shows 
the used surveys for confirming the same structural regions. In each survey, the structures can be visually identified 
with the same dimensions, clearly 

Region Name 
R.A. 

(J2000.0) 
Dec. 

(J2000.0) 

Candidate 

Dimension 

(Degree °) 
Used Surveys 

Ori08(A) 05:31:37 +01:24:56 2.5 VTSS, SHASSA, MDWS 
Ori08(B) 05:48:58 -01:03:06 2.5 VTSS, SHASSA, MDWS 
Aur05(A) 05:26:57 +39:38:02 1.0 VTSS, MDWS 
Mon07(B) 06:27:19 +18:29:10 2.5 MDWS 
Mon07(A) 07:20:10 +01:18:30 1.0 VTSS, SHASSA 
Sge01(A) 19:55:23 +18:37:09 2.5 VTSS 
Cep00(A) 23:02:19 +58:07:32 0.8 VTSS 

The other four candidates are all located in crowded regions 
in a sense of previously detected SNRs and HII-regions with well-
known locations and sizes. The Mon07(B) (the left image on the 
third row in Figure 1 with a radius of approximately 2.5°) is visually 
first noticed in the MDW survey since it is not clearly visible in the 

wide-field Mon07 VTSS survey image. There are no detected SNRs 
in the wide-field region with a size of approximately 7° whereas 
some labeled HII-regions are taken from WISE-HII region catalog 
(red circles in the right side of the first row in Figure 2; the 
candidate is shown with clay circle). 

 

  

  

Figure 2. H𝛼 image of optical emission nebulae from the VTSS Survey of the Galactic Plane. North is up, east to the 
left with (J2000.0) coordinates and the occupied area of the regions are shown in Table 1. 

 
For the Auriga-Aur05 field under the sky survey, in the 

emission region named Aur05(A) (the left image on the second 
row in Figure 1) there is one large HII-region at the top of and two 
smaller HII-regions close to our candidate emission (red circles and 
clay circle in the left side of the first row in Figure 2). There are no 
known SNR candidates close to the candidate whereas in the 
large-field of Aur05 region of  ~10° there are five known SNRs from 
the Green SNR catalog (SNR G166.0+04.3, SNR G166.3+02.5, etc., 
~2 degree far away from the selected clay circle). The Sge01(A) 
(the right image on the third row in Figure 1) is a wide-field 
emission region including only one detected small (radius of 0.04°) 
HII-region defined in the WISE-HII catalog (red circle in the left side 

of the second row of Figure 2 with the clay circle for the emission 
field). Neither inside of the region nor close to the region there is 
no detected supernova remnant published under the Green 2019 
catalog. In the region of our last emission candidate of Cep00(A) 
field (see the image in the fourth row in Figure 1) there are few HII-
regions (red circles in the right image of the second row of Figure 
2) with a smaller radius, are located both on the edge and outer 
side of the emission candidate (clay circle). There are detected 
SNRs very close to the field (ex. CTB 109 SNR) (green circles) and 
even the extension of the detected SNRs flow into the selected 
emission region. Currently, the main structure area still remains an 
unidentified type. 
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Finally, the standard identification technique for identifying 
the type of emission nebulae optically gives the flux ratio of 
[SII]/H𝛼 ≽ 0.4. During this work, the reduction of the optical 
imaging data is done for only three out of seven nebulae (name of 
Cep00(A), Sge01(A), and Aur05(A)). For the reduction analysis of 
each candidate, the structures are divided into several regions; 
four regions over Cep00(A), two regions over both Sge01(A) and 
Aur05(A) (see the central coordinates of regions in Table 2). Each 

regions are shown with boxes of 21'.5 x 21'.5, same as of T100 
field-of-view (FoV) (see the continuum-subtracted optical images 
of these regions, Aur05(A);Figure 3, Sge01(A);Figure 4 and 
Cep00(A);Figure 5). Since the identification technique applied to 
imaging for the three emission fields is satisfied the criterion 
[SII]/H𝛼 ≽ 0.4, it becomes easier to mark these complicated 
emission fields as SNR candidates. 

 
Table 2. Journal of T100 optical imaging observations for the three emission nebulae divided into several regions are 

shown with the boxes of size in 21'.5 x 21'.5 .The central coordinates of each region are shown with J2000 
coordinates. 

Regions Name 
R.A. 

(J2000.0) 
Dec. 

(J2000.0) 
Cep00(A) region1 23:04:34.20 +58:20:33 
Cep00(A) region2 23:03:49.89 +57:57:44 
Cep00(A) region3 23:00:29.28 +57:39:43 
Cep00(A) region4 23:02:26.38 +58:28:15 
Sge01(A) region1 19:46:05.09 +17:56:17  
Sge01(A) region2 20:02:50.49 +17:41:25 
Aur05(A) region1 05:25:00.14 +40:08:18 
Aur05(A) region2 05:29:51.82 +39:56:26 

 

  

 

Figure 3. H𝛼 image of the selected emission nebula in Aur05(A) field. North is up; east is to the left for the VTSS image. Approximate 
central coordinate of the 1.0°-structure is α(J2000) = 05h26m53s.0, δ(J2000) = +39° 41' 23". The two regions selected over the 
structure (detected HII-region shown with blue circle) are located in the H𝛼 image. The continuum-subtracted images, observed 
with T100 observatory, used to determine the ratio of [SII]/H𝛼 images are shown in the upper row, respectively, the image of region 
2 (left side) and region 1 (right side). 
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Figure 4. H𝛼 VTSS image of emission nebula in Sge01(A) field. North is up; east is to the left for both VTSS survey image. Approximate 
central coordinate of the 2.5°-structure image is α(J2000) = 19h55m23s.0, δ(J2000) = +18° 37' 09". The two regions selected over the 
structure (detected HII-region shown with blue circle) are located in the H𝛼 image. The continuum-subtracted images, observed with 
T100 observatory, used to determine the ratio of [SII]/H𝛼 images are shown in the upper row, respectively, the image of region 2 
(left side) and region 1 (right side). 
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Figure 5. H𝛼 VTSS image of emission nebula in Cep00(A) field. North is up; east is to the left for both the below VTSS survey 
image. Approximate central coordinate of the 1.0°-structure image is α(J2000) = 23h02m19s.0, δ(J2000) = +58° 07' 32". 
The four regions selected over the structure are located in the H𝛼 image. The continuum-subtracted images, observed 
with T100 observatory, used to determine the ratio of [SII]/H𝛼 images are shown in the upper two rows, respectively, 
the image of region 1 (upper left side), region 2 (upper right side), region 3 (middle left side) and region 4 (middle right 
side). 

The identification technique results having values 
larger than 0.4 for the three of all give a possibility for the 
other four nebulae about being a strong SNR candidate 
even though we have no imaging information currently. 
These all candidates are in SNR- and HII-rich regions 
although there are no previously detected or identified 
emission structures within the specific areas around the 
given central coordinates, by using any known catalogs. 

This situation puts these candidates on top of the new 
observation list prepared for possible SNR candidates. 

In future work, the missing optical imaging for some of 
the fields and the detailed optical spectroscopic of all 
fields should be completed. Besides the optical work, 
complementary search in the radio and X-ray will allow us 
to fully understand the physical properties of these 
supernova remnants with their contribution to the 
environment ISM and our own galaxy. 
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A relatively new sub-area within this is the statistical analysis of point processes on linear networks, that is, 
processes of events occurring randomly in space but with locations constrained to lie on a linear network. For 
example, traffic accidents occur at random locations constrained to lie on a network of streets. In this case, the 
network is idealized as a network of line segments in the plane or three-dimensional space. The development of 
statistical techniques for the analysis of point processes on linear networks is still in its infancy. Many standard 
statistical techniques for analyzing point processes cannot be directly applied to data arising from linear 
networks and require suitable modification. Test of Complete Spatial Randomness (CSR) for point processes on 
the plane based on quadrat counts or nearest neighbors cannot be applied to point processes on linear 
networks. This paper defines a Voronoi tessellation of the linear network which uses the shortest path distance 
along the network instead of Euclidean distance, and then develops a chi-square test of CSR for linear networks 
based on the event counts in the tiles of this tessellation. This test is applied to data on traffic accidents in Leon 
County, Florida, USA. 
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Introduction 

Point processes are used as models for “events” or 
“points” occurring randomly in some space. As defined in [1] a 
point process X on ℝ𝑑𝑑  is a random countable subset of a 
region S ⊆ ℝ𝑑𝑑, and a realization of such a process is a point 
pattern 𝑥𝑥 =  {𝑥𝑥1, … , 𝑥𝑥𝑛𝑛} 𝑜𝑜𝑜𝑜 𝑛𝑛 ≥  0 points contained in S. 
For any set 𝑥𝑥, let 𝑛𝑛(𝑥𝑥) denote the cardinality of 𝑥𝑥. Point 
processes X used in applications are usually assumed to be 
simple and locally finite. In a simple point process, no two 
points coincide, that is, no two “events” occur in the same 
position in ℝ𝑑𝑑. A locally finite point process X has only finitely 
many points in any bounded set. Stated more precisely, all 
realizations 𝑥𝑥 are locally finite subsets of S, meaning that 
𝑛𝑛(𝑥𝑥𝐴𝐴) < ∞ for all bounded sets 𝐴𝐴 ⊆ 𝑆𝑆 where 𝑥𝑥𝐴𝐴 = 𝑥𝑥 ∩ 𝐴𝐴 is 
the restriction of the realization 𝑥𝑥 to 𝐴𝐴. 

The terms “point pattern” and “point process” are used 
interchangeably in most sources [2]. The purpose of a point 
process is to serve as a model for the pattern of “things” and 
their distributions. The things have locations in one, two, or 
three-dimensional spaces. Examples of things are tree 
locations in a forest, cancer cells in a tissue, bird migration 
routes, and tornado paths. The things are constructed using 
points and marks. Points are the locations of things, and marks 
are additional information associated with the points [2]. The 
general theory of point processes has been developed for 
arbitrary dimensions. 

The methods suggested for determining randomness can 
be roughly separated into two types, which are referred to as 
quadrant methods and distance approaches, respectively [3].  
The article [4] has investigated the efficacy of randomness 

tests, in particular tests based on nearest-neighbor distance, 
inter-point distances, and estimators of moment measures. In 
addition to using distances and quadrants, alternative 
approaches have also been developed in several studies. The 
author of article [5] proposed assessing spatial randomness 
using angles between vectors connecting each sample location 
to its nearest neighbors. Additionally, [6] also mentioned a way 
of defining spatial patterns in which sample points travel in a 
regular arrangement that resembles a hexagonal lattice. 
However, none of the tests were developed for the test of 
Complete Spatial Randomness (CSR) on linear networks. The 
only method developed for the linear network was proposed 
by [7], which is a distance-based approach for testing CSR on a 
linear network, however, she advises conditioning on the 
positions of two arbitrary points to get the cumulative 
distribution function (CDF) of inter-event distance for 
complete spatial random (CSR) point pattern on the 𝑚𝑚𝑥𝑥𝑛𝑛 grid 
network. Finally, to test two CSR test methods she suggested 
are based on inter-event distance and nearest-neighbor 
distance, respectively are based on Monte Carlo simulations.  
The method is based on simulation and depends on writing the 
CDF of the function which is not always straightforward to 
write CDF of a function. In this paper, we first define linear 
networks and spatial point process on liner networks, then we 
review complete spatial randomness on both planar space and 
linear networks then we define a Voronoi tessellation of the 
linear network which uses the shortest path distance along the 
network instead of Euclidean distance, and finally, we 
developed a chi-square test of CSR for linear networks based 

http://xxx.cumhuriyet.edu.tr/
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on the event counts in the tiles of this tessellation. This test is 
applied to data on traffic accidents in Leon County, Florida, 
USA. 

 
Spatial Point Processes on Linear Networks 
Although spatial point processes on the line and plane 

have been studied since at least the 1950s, work on spatial 
point processes on linear networks is a recent development. 
There are important differences between the analysis of point 
processes on Euclidean spaces (e.g., the line or plane) and 
point processes on a linear network. For example, the 
Euclidean distance metric figures prominently in the 
development of point processes on the plane but may be an 
insufficient or misleading distance metric for spatial point 
patterns on linear networks, such as those arising in the study 
of the locations of traffic accidents, crime on sidewalks, road-
kill, the population distribution of dendrites, or the 
heterogeneity of tree species along a river. For point processes 
on a linear network, it is usually more appropriate to define the 
distance between two points on the linear network to be the 
length of the shortest path between these two points traveling 
along the linear network. Another important difference 
between point processes on the plane and on a linear network 
is illustrated in Figure 1. When one looks at Figure 1(a), one 
may not think the points are randomly distributed, but Figure 
1(b) clearly shows that the points are randomly distributed [8] 
on a linear network. The notions of “randomness” or 
“uniformity” are very different on the plane and on a linear 
network. 

 

 

 
Figure 1: Points on a planar and linear network (Note: (a) and 

(b) are the same data points 

Definitions Relating to Linear Networks  
The line segment l on the plane with endpoints 𝑢𝑢, 𝑣𝑣 ∈

 𝑅𝑅2 ,𝑢𝑢 ≠  𝑣𝑣, can be written in any of the following ways: 
𝑙𝑙 =  𝑙𝑙𝑢𝑢,𝑣𝑣  =  [𝑢𝑢, 𝑣𝑣]  =  { 𝑡𝑡𝑢𝑢 +  (1 −  𝑡𝑡)𝑣𝑣 ∶  0 ≤  𝑡𝑡 ≤  1 } 

 
The length of this segment can be written as 
 
| 𝑙𝑙 |=|𝑙𝑙𝑢𝑢,𝑣𝑣| =  ‖𝑢𝑢  −  𝑣𝑣‖, 
 
where ‖. ‖is the usual Euclidean norm in R2 which for  
 
𝑧𝑧 =  (𝑧𝑧1, 𝑧𝑧2) is defined by ‖𝑧𝑧‖ = �𝑧𝑧12 + 𝑧𝑧22,[9,10].  
 
A linear network L is a combination of line segments 

(edges) 𝑙𝑙𝑖𝑖: 

𝐿𝐿 = �𝑙𝑙𝑖𝑖

𝑛𝑛

𝑖𝑖=1

 

 
The total length of the linear network L is defined by 
 

|𝐿𝐿| = � |𝑙𝑙𝑖𝑖|
𝑛𝑛

𝑖𝑖=1

 

 
According to [8], the endpoints of segments are called 

nodes or vertices, and the degree of a node u, written as 
d(u), is the number of segments that are connected to the 
node. When d(u) = 1, then u is called a terminal node [11]. 

A path between u and v in a linear network L is a 
sequence 𝑥𝑥0, 𝑥𝑥1, . . . , 𝑥𝑥𝑚𝑚  of points in L such that 𝑥𝑥0  =
 𝑢𝑢, 𝑥𝑥𝑚𝑚  =  𝑣𝑣,and [𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑖𝑖+1] ⊂  𝐿𝐿 for each 𝑖𝑖 =  0, … ,𝑚𝑚 −
 1. This path is denoted by 𝑃𝑃(𝑢𝑢, 𝑥𝑥1, . . . , 𝑥𝑥𝑚𝑚−1, 𝑣𝑣). The 
length of a path 𝑃𝑃(𝑢𝑢, 𝑥𝑥1, . . . , 𝑥𝑥𝑚𝑚−1, 𝑣𝑣) on L is defined to be 

‖𝑢𝑢 −  𝑥𝑥1 ‖ + ‖ 𝑥𝑥1 −  𝑥𝑥2‖  +  … + ‖ 𝑥𝑥𝑚𝑚−1  −  𝑣𝑣‖. 

The shortest-path distance between two points u and v in 
a linear network L is the length of the shortest path in L 
between u and v; this distance is denoted by 𝑑𝑑𝐿𝐿(𝑢𝑢, 𝑣𝑣). 

[9] notes that a point process X on a linear network L 
is a special case of a point process on a planar space. We 
assume that X is simple, meaning that it does not have any 
coincident points. Each realization of X is a finite set 𝑥𝑥 =
 {𝑥𝑥1, . . . , 𝑥𝑥𝑛𝑛} of distinct points xi ∈ L, where n ≥ 0 is 
(typically) random and not fixed in advance. 

When analyzing point patterns on the plane (e.g., the 
locations of crimes, stores, tree species, etc.), the ordinary 
Euclidean distance is usually the most appropriate measure of 
the distance between events. However, when it is known that 
the events of interest occur on a street network, this is often 
not a proper choice. In many cities’ streets are arranged (at 
least roughly) in a rectangular grid and the Euclidean distance 
can sometimes differ substantially from the true street 
distance (the shortest-path distance along the network) as is 
illustrated in Figure 2(a). For this reason (as noted by [7]) some 
researchers began using the “grid distance” (also known as the 
taxi-cab distance or the L1 distance) in their analyses, such as 
the crime pattern along network analysis in [8]. For two points 
with x-y coordinates (x1,y1) and (x2,y2), the grid distance 
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between them is |𝑥𝑥1  −  𝑥𝑥2|  + |𝑦𝑦1  −  𝑦𝑦2|. The grid distance 
between two points P1 and P2 is illustrated in Figure 2(b); it is 
computed as the summation of the horizontal length x and the 
vertical length h. However, [12] observe that grid distance is 
not ideal for two reasons: first, not every city uses grid roads, 
and many cities are using a circle-radial system. Second, even 
when a city uses a grid-style network, using grid distance to 
compute true street distance can be inaccurate. For example, 
in Figure 2(c), the grid distance between P1 and P2 is x + h but 
the shortest-path distance between P1 and P2 is substantially 
greater than this. Therefore, neither Euclidean distance nor 
grid distance is an appropriate distance metric to use while 
analyzing events on a linear network. The shortest-path 
distance or true street distance is the proper distance [12]. 

 

 

 

 
 
Figure 2: (a) Situation in which Euclidean distance differs 

greatly from shortest-path distance. (b) Illustration of grid 
distance between P1 and P2. (c) The situation in which grid 
distance differs greatly from shortest-path distance. 
(Note: Solid lines are streets.) 

 

Complete Spatial Randomness  
 

Point pattern analysis differs from other spatial 
processes in that the number of events and their locations 
occur randomly. Point pattern analysis has been studied 
since the early 1920s in the fields of ecology and forestry. 
The simplest point patterns are those which exhibit 
Complete Spatial Randomness (CSR), which is (roughly 
speaking) the absence of structure [14]. Mathematically, 
CSR is equivalent to a point process being a homogeneous 
Poisson process. Checking for CSR is of paramount 
importance for point pattern analysis. The lack of 
sufficient evidence for rejecting CSR implies that events 
can be modeled with a uniform distribution and hence 
there is no spatial dependence. Therefore, there is no 
further reason to carry out a spatial analysis because there 
will be no or limited gain. Secondly, CSR analysis carries a 
fundamental role in exploring and learning about the data 
[15]. 

Many methods have been developed for testing CSR 
for point patterns in the plane, for example, the quadrat 
method is commonly used (although [14] notes that this 
method is not powerful enough to catch characteristics of 
the pattern on multiple scales). However, CSR on a linear 
network has not been widely studied. In this paper, we will 
explore the use of the Voronoi diagram to test CSR on a 
linear network.  

 
Complete Spatial Randomness on 𝑹𝑹𝟐𝟐 
CSR is synonymous with a homogeneous Poisson 

process. For such a process, the points (events) which 
occur in any bounded region B ⊂ R2 are uniformly 
distributed over this region and are independent and do 
not interact with each other. Let N(B) denote the number 
of events of the process in B. Given that N(B) = n, the 
ordered n-tuple of events (𝑢𝑢1,𝑢𝑢2, . . . ,𝑢𝑢𝑛𝑛)  ∈  𝐵𝐵𝑛𝑛  satisfies 
𝑃𝑃(𝑢𝑢1 ∈ 𝐴𝐴1, … ,𝑢𝑢𝑛𝑛 ∈  𝐴𝐴𝑛𝑛)

= ��
|𝐴𝐴𝑖𝑖|
|𝐵𝐵|�

𝑛𝑛

𝑖𝑖=1

,      𝐴𝐴1, … ,𝐴𝐴𝑛𝑛 ⊂  𝐵𝐵, 

where |𝐴𝐴| ≡ ∫ 𝑑𝑑𝑢𝑢 
𝐴𝐴 . This implies the events have the 

same probability to occur anywhere within B with no 
interaction between them, either repulsively or 
attractively. 

It is difficult to identify whether points are distributed 
randomly through visual methods. Figure 3 shows three-
point patterns, each containing 39 points in the same 
study area but generated by different methods. For 
example, Figure 3(c) shows 39 points created by a CSR 
process. Intuition can be misleading. People frequently do 
not expect a homogeneous Poisson process to display the 
apparent clustering and gaps observed in Figure 3(c); they 
expect the Poisson process to look more like Figure 3(c) 
which in fact is a process exhibiting fairly strong repulsion 
between the points leading to the more regular spacing 
between them. Formal statistical methods are needed to 
test for complete spatial randomness on R2. Some 
commonly used tests are based on quadrat analysis, the 
nearest neighbor distance, and the K function. 
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Figure 3: Three-point patterns produced by different 

processes, each with 39 points. 
 
The current focus is on quadrat analysis because 

quadrat analysis and a test for CSR based on Voronoi 
diagrams will be compared in the next subsection. Details 
about the nearest neighbor distance and K function 

methods can be found in many books, including [16], [14], 
and [15]). 

 
Quadrat Analysis  
Quadrats are defined as unions of regular sub-regions 

[17]. The name quadrat comes from dividing the study 
area in R2 into small sub-regions of equal areas, preferably 
square or rectangular, and counting the number of events 
in each sub-region. The intensity of events in each quadrat 
is the ratio of the number of events it contains to the area. 

Two main assumptions about quadrat methods are: 
 
1. The study area is represented by the Euclidean 

space. 
2. The events in the study area are homogeneous, 

which implies that the probability of a random 
event happening in any part of the study area is 
constant despite the location of the event. 
 

Testing the randomness assumes the event counts in 
each quadrat follow a Poisson distribution. If there are n 
quadrats with equal areas having events counts 
𝑥𝑥!, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛, the test statistics will be  

 
 

𝑋𝑋2 =
(𝑛𝑛 − 1)𝑆𝑆𝑥𝑥2

�̅�𝑥
=
∑ (𝑥𝑥𝑖𝑖 − �̅�𝑥)2𝑛𝑛
𝑖𝑖=1

�̅�𝑥
, (1) 

 

where, �̅�𝑥 is the mean of observed counts and 𝑆𝑆𝑥𝑥2 is the 
variance of observed counts. Under the null hypothesis of 
CSR, the statistic 𝑋𝑋2 has approximately a chi-square 
distribution with 𝑛𝑛 − 1 degrees of freedom so long as  �̅�𝑥 
is not too small. 
       When χ2 is too big, it is a sign of clustering. When χ2 is 
too small, it may indicate regularity. In [16], the index of 

dispersion is computed by 𝑆𝑆𝑥𝑥
2

�̅�𝑥
 , and 𝑆𝑆𝑥𝑥

2

�̅�𝑥
− 1 is defined as the 

index of cluster size(ICS). Based on the expected value of 
ICS one can conclude whether or not the events follow 
CSR; 
 

�
𝐸𝐸(𝐼𝐼𝐶𝐶𝑆𝑆) > 0, 𝐶𝐶𝑙𝑙𝑢𝑢𝐶𝐶𝑡𝑡𝐶𝐶𝐶𝐶𝐶𝐶𝑑𝑑
𝐸𝐸(𝐼𝐼𝐶𝐶𝑆𝑆) = 0,                     𝐶𝐶𝑆𝑆𝑅𝑅
𝐸𝐸(𝐼𝐼𝐶𝐶𝑆𝑆) < 0,       𝑅𝑅𝐶𝐶𝑅𝑅𝑢𝑢𝑙𝑙𝑅𝑅𝐶𝐶𝑖𝑖𝑡𝑡𝑦𝑦

 

 
 
One drawback of this method is choosing the optimal 

number of quadrats. There is no agreed-upon number or 
a mechanism to check. Therefore, it is possible that some 
quadrat areas are too small or too big, and some quadrats 
might even be empty which will affect the number of 
observed events. That would make the interpretation 
difficult or misleading. Another weakness is that quadrat 
analysis is not actually a measure of pattern analysis 
because the test statistics in Equation (1), do not include 
the location or distance between points. Even though they 
are in the same quadrat, how many of the points are in 
particular quadrats is the only interest. 
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Figure 4: The location of 100 Leon County accidents 

occurring 
 
For illustration, Figure 4 shows 100 traffic accidents 

sampled in Leon County, Florida, between January 1, 
2008, and December 31, 2013. A quadrat analysis with 3x3 
and 6x7 quadrats was executed. Figure 5 shows an 
example of a quadrat analysis using a 3x3 quadrat setup. 
In each quadrat, the values represent observed, expected, 
and residuals. Where residuali = (𝑂𝑂𝑖𝑖 − 𝐸𝐸𝑖𝑖)/�𝐸𝐸𝑖𝑖. As seen 
in the 3x3 square quadrat analysis, the quadrat size affects 
the observed and expected counts and the residuals, 
which affects the test statistics. 

 
(2) 

Figure 6 shows a 6x7 quadrat analysis for the same 
study area with the same number of events. Increasing 
the number of quadrats can create smaller, possibly 
empty quadrats (right bottom of Figure 6) that will affect 
the test statistics. 

 

 
Figure 5: Quadrat analysis: equal-distance 3x3 square 

quadrats (Note: In each box, the top left is the number of 
observed points, the top right is the number of expected 
points and the bottom is the residual) 

 
Figure 6: Quadrat analysis: equal-distance 6x7 square 

quadrats (In each box, the top left number is the 
observed value, the right top is the number of 
expected value and the bottom number is residual) 

 
Voronoi tessellation  
An alternative method for testing CSR on planar spaces 

is Voronoi tessellation, also known as Voronoi diagrams or 
Dirichlet tessellation. 

Suppose n distinct points 𝑧𝑧1, 𝑧𝑧2, . . . , 𝑧𝑧𝑛𝑛 (with n ≥ 2) are 
chosen in planar space. The Voronoi tessellation 
determined by these points (which are called generator or 
seed points) is a subdivision of the planar space into n 
regions (known as tiles, cells, or polygons) denoted 
𝛷𝛷(𝑧𝑧1),𝛷𝛷(𝑧𝑧2), . . . ,𝛷𝛷(𝑧𝑧𝑛𝑛). Each of these tiles surrounds one 
of the generator points. The tile 𝛷𝛷(𝑧𝑧𝑖𝑖) consists of all points 
in the space that are closer to 𝑧𝑧𝑖𝑖  then to any of the other 
generators 𝑧𝑧𝑗𝑗  , 𝑗𝑗 ≠ 𝑖𝑖. That is, 

𝛷𝛷(𝑧𝑧𝑖𝑖) = �𝑧𝑧�𝑑𝑑𝐸𝐸(𝑧𝑧, 𝑧𝑧𝑖𝑖) ≤ 𝑑𝑑𝐸𝐸�𝑧𝑧, 𝑧𝑧𝑗𝑗�, 𝑗𝑗 = 1, … ,𝑛𝑛� (3) 
where  𝑑𝑑𝐸𝐸(𝑧𝑧, 𝑧𝑧𝑖𝑖)   =  ∥ 𝑧𝑧 −  𝑧𝑧𝑖𝑖 ∥  is the Euclidean 

distance in 𝑅𝑅2  between 𝑧𝑧 and 𝑧𝑧𝑖𝑖.  (For information on 
Dirichlet tessellations see [18] and [19].) 

 
Complete spatial randomness on linear networks  
One of the assumptions for quadrat analysis is the 

study area is represented by Euclidean space. Some cases 
show this assumption holds, especially on planar space 
examples, but some cases show this assumption does not 
hold such as street crimes, store locations, or traffic 
accidents. These events are observed along a linear 
network. 

In Figure 8, a linear network is divided into 4x3 
quadrats, and the two events 𝑧𝑧1  and 𝑧𝑧2 are in the same 
quadrat. The shortest-path distance between these two 
events could be far because there may or may not be a 
direct connection between them. Therefore, even if these 
events are in the same quadrats, they may not be close. 
[12] noted that one needs to update these assumptions 
based on the problem; 

1. The study area is represented by a linear network. 
2. The events on the network are homogeneous, 

which implies the probability of a random event 
happening on any segment is constant despite the 
location of the segment. 
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Figure 7: Illustration of Voronoi tessellation in Leon County 

 
In Figure 8, a linear network is divided into 4x3 

quadrats, and the two events 𝑧𝑧1  and 𝑧𝑧2 are in the same 
quadrat. The shortest-path distance between these two 
events could be far because there may or may not be a 
direct connection between them. Therefore, even if these 
events are in the same quadrats, they may not be close. 
[12] noted that one needs to update these assumptions 
based on the problem; 

1. The study area is represented by a linear network. 
2.  The events on the network are homogeneous, 

which implies the probability of a random event 
happening on any segment is constant despite the 
location of the segment. 

[17] notes that there have been some attempts to use 
quadrat analysis on a linear network such as a river 
network, or on a road network to identify zones with high 
concentrations of traffic accidents, but [17] uses a 
heuristic approach. Creating quadrats on a linear network 
is not as straightforward as in planar space. Therefore, this 
paper proposes to use Voronoi tessellation on a linear 
network to test complete spatial randomness. 

In Equation (3), [8] showed how to create Voronoi 
tessellation on planar networks using the Euclidean 
distance between two events. Therefore, 

Equation (3) is updated with the shortest path 
between 𝑧𝑧 and 𝑧𝑧𝑖𝑖  in Equation (4) for Network Voronoi 
diagram; 
𝛷𝛷(𝑧𝑧𝑖𝑖) = �𝑧𝑧�𝑑𝑑𝐿𝐿(𝑧𝑧, 𝑧𝑧𝑖𝑖) ≤ 𝑑𝑑𝐿𝐿�𝑧𝑧, 𝑧𝑧𝑗𝑗��, 𝑗𝑗 = 1, … ,𝑛𝑛   (4) 

 
Voronoi tessellation sets are shown as 𝛷𝛷(𝒁𝒁) =

{𝛷𝛷(𝑧𝑧1), …𝛷𝛷(𝑧𝑧𝑛𝑛)}. The configuration of the Voronoi 
tessellation is determined by the number and location of 
the generator points and the particular distance metric 
which is used [9]. Various numbers of tiles have been tried 
and finally, 15 tiles have been used. 

 

 
Figure 8: Illustration of quadrat analysis on a linear network 

in Leon County 
 
There is no a straightforward method to decide the 

number of tiles. In Figure 9, using Voronoi tessellation, 
Leon County’s Road network is divided into 15 tiles. 

 
Data Analysis  
 

There are two parts to this section. The first one is 
about how to obtain a linear network and the second part 
is about where to get the accident data. Road information 
of Leon County is downloaded from the Florida 
Department of Transportation (FDOT)’s website. More 
detail on how Leon County linear network was created is 
explained in [20]. The data set, which totals 59,773 
accident records, consists of accidents occurring from 
2013 through 2019 and was provided by the GeoPlan 
Center affiliated with the Department of Urban & Regional 
Planning at the University of Florida. 

The programming languages used in this paper are R 
4.02 and ArcMap [21, 22]. ArcMap has been used to read 
and manipulate shapefiles that contains road information 
from Leon County. It is the first step which is creating the 
linear network. R programming has been used for creating 
Voronoi tessellation on the linear network and analyzing 
it, mainly the package spatstat has been used [23]. 

The locations of reported traffic accidents between 
January 2013 and December 2019 are placed on this 
tessellation, and the number of accidents in each tile is 
counted. Figure 10 shows these events. A histogram in 
Figure 11 shows the number of events in each tile, and tile 
13 has the most events. Afterward, the observed number 
of events in each tile is counted, and a histogram is 
created for this tessellation. 
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Figure 9: Voronoi tessellation on a linear network in Leon 

County 
 

 
Figure 10: Voronoi tessellation of traffic accidents in Leon 

County 
 

To get the expected number of points in each tile, the total 
length of each tile is computed and shown in Table 2’s first 
row. Afterward, the homogeneous intensity is assumed 
and λ0 is estimated as the total number of points over the 
total length of the linear network 

 

 
Figure 11: Observed event counts 

 
(λ0=0.07585275). Finally, the expected value in each 

tile is computed as λ0 times the total length in each tile 
which is shown in the second row of Table 2. 

 

 
(5) 

Table 1: Observed counts of events in Leon County 
Tile 1  2 3 4 5 6 7 8 9 10 11  12 13 14 15 

Observed 5126 42 280 373 1939 3308 336 254 9069 2301 5197 221 29528 348 1448 

 
Table 2: Total length and expected points in each tile in Leon County 

Tile 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Length 46113.4 10135.48 18208.63 46408.23 63609.3 32589 16190.31 56148.9 57209.4 28667.7 114416.5 52673.3 166410 56182.2 23011.64 

Expected 3497.83 768.8 1381.17 3520.19 4824.94 2471.96 1228.08 4259.05 4339.49 2174.52 8678.81 3995.41 12622.66 4261.57 1745.5 

 
The null hypothesis is whether these events follow 

complete spatial randomness. To test this hypothesis, 
Equation (5) is used to compute the χ2 test statistic as 
47969.96. There are 15 tiles and one unknown parameter 
to estimate. The degree of freedom for the χ2 test 
employed is 14. Therefore, the 0.05 critical value of χ2 

distribution is 𝑋𝑋142 = 23.69. The p-value for this test is 
computed as 𝑃𝑃(𝑋𝑋2 > 47969.96) = 0. The null 
hypothesis is rejected. This suggests that these events do 
not follow complete spatial randomness. 

In situations where the total length of each tile is 
difficult to compute, an approach to get the expected 
number of points is to use Monte Carlo Approximation. To 
create a long-run average for each tile to approximate the 
“expected’’ counts, n number of uniformly random points 
repeatedly generate M random uniform points on the 

linear network (where M is the total number of events we 
have in our data) and for each repetition count the 
number of events in each tile. Averaging the event counts 
in each tile over sufficiently many repetitions leads to 
estimates of Ei which may be used in equation (5) to 
compute χ2. Applying this procedure to our data (which 
has M = 59770 events on the network in Figure 9) and 
using 10000 repetitions leads to the estimates of 𝐸𝐸𝑖𝑖  given 
in Table 3. Using these values in equation (5) produces the 
test statistic χ2 = 47967.39, which is very close to the 
earlier value and leads to the same conclusion. 

Ten thousand simulations are executed for randomly 
generated 59770 uniform events on the linear network 
and the expected average number of points in each tile 
are shown in Table 3. 
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Table 3: Average expected counts of events in Leon County 

Tile 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Expected 3497.25 769.11 1381.5 3519.6 4825.29 2471.78 1227.95 4259.59 4340.39 2174.26 8678.78 3995.66 12622.75 4260.67 1745.41 

 
Equation (5) computes χ2 test statistic as 47967.39. 

There are 15 tiles and one unknown parameter to 
estimate. The degree of freedom for the χ2 test employed 
is 14. Therefore, the critical value of 𝜒𝜒2 distribution is 
𝜒𝜒2 = 23.69. Under a significance level of 0.05, the p-value 
for this test is computed as P(χ2 > 47967.39) = 0. The null 
hypothesis is rejected. This suggests that these events do 
not follow complete spatial randomness. 

 
Conclusion 
 
Spatial point processes are everywhere from gold 

mines to tree species and from river streams to road 
maps. Therefore, testing the randomness of events in 
these study areas is the first natural step. Quadrat 
analysis, the nearest neighbor distance, and the K function 
are common methods to test complete spatial 
randomness on plane spaces. However, when the study 
area is a linear network such as a fault line, river stream, 
and road map, Quadrat analysis is misleading. Therefore, 
in this paper, Voronoi tessellation is used for testing 
complete spatial randomness on a linear network.  

The proposed method is an upgrade to the quadrat 
analysis. The road map of Leon County, Florida, USA, has 
been used for a real data analysis purpose. As in quadrat 
analysis, a weakness of this approach is that there is not 
an optimal number of tiles. However, we have seen 
applied from 5 to 20 tiles and see no significant difference. 
Hence, 15 tiles have been used in this analysis, with the 
critical value of 𝜒𝜒2 distribution is 𝜒𝜒2 = 23.69 obtained. 
Based on a significance level of 0.05, the p-value for this 
test is computed as P(χ2 > 47967.39) = 0. It has been 
observed that there is no spatial randomness and can be 
further investigation of analysis of the data. The purpose 
of the paper is to find a quick randomness test on linear 
networks and the Voronoi tessellation is an easy and quick 
approach to test complete spatial randomness on linear 
networks.  
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