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The epithelial to mesenchymal and the mesenchymal to epithelial transitions (EMT and MET) are fundamental 
developmental processes required for shaping the embryo but are also hijacked by cancer cells during 
metastasis. The regulation of EMT is very well studied, and major regulators have been identified. A similar 
understanding of the regulation of MET is needed. Recently we and others have described essential factors for 
the initiation and progression of MET; among them is the ETS transcription factor Elf3. Recent reports showed 
that Crif1 is critical for the function of Elf3, yet the influence on MET has not been reported. Here, we studied 
the involvement of Crif1 in MET using a loss of function approach in NMuMG cells. We found that the depletion 
of Crif1 resulted in an impaired MET. We have also noticed that Cdh1 mRNA and protein expression was not 
affected; instead, E-cadherin, the protein product of Cdh1, was localized to the cytoplasm. These results are in 
agreement with our previous findings following the depletion of Elf3. In conclusion, Crif1 was essential for the 
mesenchymal to epithelial transition, and it may exert its function in cooperation with Elf3. 
 
 
Keywords: EMT, Elf3, Crif1, 
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Introduction 

The epithelial to mesenchymal transition (EMT) is a 
very well studied developmental process [1]. It is 
essential for proper gastrulation as well as many 
developmental stages, including organogenesis and 
embryo shaping [2, 3]. This process is also hijacked by 
tumor cells for dissemination into distant sites during 
metastasis [4-6]. The cells undergoing EMT establish a 
new non-polarized phenotype and motile capacity due 
to changes in gene expression of key EMT-related genes 
[7, 8]. The most notable changes include the 
downregulation of Cdh1 and the upregulation of Cdh2 
(the cadherin switching) [9]. 

On the other hand, the mesenchymal to epithelial 
transition (MET) is also a developmental process; it is 
critical for cell fate determination and during 
organogenesis [2]. MET is the reversal of EMT because 
the cells will gain epithelial characteristics. Still, recent 
research suggested that MET is not simply the opposite 
of EMT, considering the differences in the regulatory 
cues controlling these transitions [10-12]. Despite the 
well-characterized EMT, a similar understanding of MET 
and its regulation is lagging. 

The regulation of MET has gained attention in 
recent years, and novel mechanisms appear to impact 
its control. One of the earlier reports suggested that 
MET is required to reprogram induced pluripotent stem 
cells (iPSCs) [12]. MET activation is initiated by the 
activation of Cdh1 in response to exogenous Klf4 
leading to the activation of the core pluripotency 
network [12]. More recently, Grhl2 and Grhl3 have 
been shown to regulate MET by activating Cdh1 

expression [10, 13]. Other factors such as Ovol2 have 
also been attributed to safeguarding the epithelial state 
by sustaining MET [14, 15]. Finally, the Ets transcription 
factor Elf3 was described as an essential requirement 
for proper MET, which may be due to its role in 
regulating the transcription of Grhl3 [16]. The 
accumulated evidence on the regulation of MET is still 
limited to a few transcription factors and pathways, 
limiting the understanding of MET in general and 
negatively impacting the understanding of metastasis. 
A better knowledge of MET is of utmost importance for 
knowing the associated disease and understanding 
basic concepts in developmental biology. 

Recently, the CR6-interacting factor 1 or Crif1 was 
described as an essential factor for the proper function 
of Elf3 during intestinal development. Crif1 is better 
known as mitochondrial protein taking part in the large 
mitochondrial ribosomal subunit [17]. But other 
reports showed a nuclear expression of Crif1 acting as 
a transcriptional repressor of the orphan nuclear 
receptor NR4A1 [18]. Despite the diverse roles of Crif1 
in controlling different aspects of cellular metabolism, 
the relationship with Elf3 was of significant interest to 
us. We have recently shown a fundamental 
requirement of Elf3 during MET [16], which makes it 
reasonable to ask whether Crif1 is also assisting Elf3 
during its role on MET. To this end, we hypothesized 
that Crif1 could be a component of the regulatory 
circuit of MET, and to test this hypothesis, we applied a 
loss of function approach using the well-known 
NMuMG cells. 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0001-7423-9653
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Materials and Methods 
 
Cell Line 
NMuMG, normal murine mammary gland cell line, 

was obtained from ATCC. In general, cells were 
cultured at 37°C in an incubator supplied with 10% 
CO2. The culture medium was DMEM (Gibco) 
supplemented with 10% fetal bovine serum (FBS), 10 
U ml-1 Penicillin/Streptomycin, 0.1 mM non-essential 
amino acids, 2 mM L-glutamine (Gibco), and 10 µg ml-

1 insulin (Sigma). Culture media were replenished 
every couple of days. Cell passaging was performed at 
80-90% confluence. 

 
Initiation of EMT and MET 
NMuMG cells were treated with TGFβ3 (5 ng/ml, 

PeproTech) for 3 days. For the induction of MET, TGFβ 
withdrawal was applied by washing the cells two times 
with PBS and incubating for an additional 3 days in 
fresh DMEM. 

 
siRNA Transfection 
For loss of function experiments, 100000 cells 

were seeded in 6-well plated and transfected with 50 
nM siRNAs targeting Elf3 (Qiagen), Crif1 (Qiagen), or a 
non-targeting control siRNA (Ambion) using 
Lipofectamine RNAi Max (Invitrogen). After 
transfection, cells were incubated for 3 days and then 
collected for RNA isolation or immunofluorescence 
labeling. 

 
mRNA Expression Level Analysis 
Total RNA was prepared from treated and control 

cells using the Nucleospin RNA II kit (Macherey-
Nagel). Changes in mRNA levels were measured from 
isolated RNA by qPCR. Generally, 1 ug total RNA was 
used for cDNA synthesis using Maxima First Strand 
cDNA Synthesis Kit (Thermo). qPCR analysis and 
quantification were performed using the ΔΔCt 
method. Primer sequences are available upon 
request. 

 
Western Blot Analysis 
For gene expression changes at the protein level, 

cultured cells were collected with the aid of a cell lifter 
(Corning). Cells were then lysed in cell lysis buffer (50 
mM Tris–HCl, pH 8.0, 250 mM NaCl, 0.1% Nonidet P-
40, and 1X protease inhibitor cocktail (Roche)). 
Protein quantification was performed with Bradford 
assay. 50 μg total lysate was loaded on a 10% 
acrylamide gel transferred onto PVDF membranes 
(Millipore). The membranes were blocked in Blotto 
containing 5% nonfat milk for 1 h at room 
temperature. The membranes were then incubated 
with mouse monoclonal anti-E-cad (1:1000, BD), anti-
Vimentin (1:1000), or anti-Gapdh (1:1000, SantaCruz) 
for 1h at RT, washed three times with Blotto and 
incubated with peroxidase-conjugated secondary 

antibodies for 1h. Detection of protein bands was 
done with ECL-plus (Amersham). The membranes 
were exposed to X-ray films (AGFA) for 1 min. The 
films were then developed using a hyper-processor 
developer (Amersham). 

 
Immunofluorescence Labeling and Confocal 

Microscopy 
Cells on coverslips were washed two times with PBS 

and fixed with 4% formaldehyde for 10 min. The cells 
were then washed two times with PBS and 
permeabilized with 0.25% Triton X- 100 for 5 min. After 
washing twice with PBS, the cells were incubated with 
anti-E-cadherin antibodies (BD Bioscience) in PBS 
(1:200) for 2 h at room temperature. Next, the cells 
were washed twice with PBS and incubated with 
Alexa594-conjugated secondary antibodies together 
with Phalloidin (Invitrogen) for 1 h. Nuclei were stained 
with DAPI (1:1000, Invitrogen), and the slides were 
mounted with CitiFluor antifadant solution. 
Immunostained cells were imaged with a Zeiss LSM780 
confocal microscope powered by the ZEN software 
(Zeiss). 

 
Statistical Analysis 
qPCR experiments were performed in triplicates. 

Statistical evaluation of the results was performed 
using the student's t-test; a 95 % confidence interval 
was applied. All experiments were performed at least 
three times. Error bars depict “standard error of the 
mean”, * p-value < 0.05; ** p-value < 0.01; *** p-value 
< 0.001. 

 
Results 

 

EMT and MET in NMuMG Cells 
We used NMuMG cells to study the role of Crif1 

during MET. We first confirmed the transition to the 
mesenchymal and the epithelial states by monitoring 
the cellular morphology changes associated with each 
transition, followed by immunofluorescent staining 
with E-cadherin-specific antibodies. The results 
revealed, as expected, a successful EMT and MET 
(Figure 1A). The reduction of E-cadherin expression and 
its disappearance from the plasma membrane during 
EMT is accompanied by the rearrangement of actin 
filaments (visualized by phalloidin staining) as stress 
fibers (Figure 1A - middle). E-cadherin expression 
reappears at the plasm membrane after the completion 
of MET (Figure 1A - right). These changes are also 
associated with a typical cadherin switching, where 
Cdh1 expression is lost in mesenchymal cells and 
restored during MET (Figure 1B). 

In contrast, Cdh2 expression is upregulated during 
EMT and then downregulated in MET (Figure 1C). The 
mesenchymal transition can also be confirmed by the 
elevated Vim and Zeb1 expression (Figure 1C). The 
expression pattern of Crif1 during EMT and MET 
resembled that of Elf3 (Figure 1B). 
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Figure 1. Cellular and gene expression changes in 
NMuMG cells in response to EMT and MET 
induction. A) Confocal images of NMuMG cells 
treated with vehicle (epithelial), TGFβ3 
(mesenchymal), or PT (post-treatment). B) Gene 
expression changes of Cdh1, Elf3, and Crif1 during 
EMT and MET. C) Changes in gene expression of the 
mesenchymal markers Cdh2, Vim, and Zeb1. qPCR 
results represent 3 independent experiments. *: P 
<.05, **: P <.001, ***: P<0.0001. 

Depletion of Crif1 Results in an Impaired MET 
We extended the correlation of expression studies to 

loss of function experiments. For this purpose, we utilized 
siRNAs against Crif1 and transfected NMuMG cells 
undergoing MET with either siCrif1 or siCntrl siRNAs at the 
time of TGFβ withdrawal (i.e., at the onset of MET). The 
cells were monitored daily, and changes in morphological 
appearance were recorded and were discernible using 
phase-contrast microscopy (Figure 2A). After 72 hours of 
treatment, the cells were prepared for confocal 
microscopy imaging by immunofluorescent staining as 
described in the methods section. The morphological 
changes resulting from Crif1 depletion were reminiscent 
of the changes previously described in response to Efl3 
depletion (Figure 2A, B). The absence of Elf3 expression 
resulted in an impaired MET [16]. We also noticed that the 
E-cad expression was not reduced but rather present in 
the cytoplasm (Figure 2B), leading to rearrangement of 
actin filaments as stress fibers, similar to what was 
observed in the Elf3 depleted cells (Figure 2B). 

To confirm the observed morphological changes, we 
studied the expression of key markers of EMT and MET in 
response to siCrif1 treatment. NMuMG cells were 
prepared and transfected as described in the previous 
section. 72 hours later, the RNA was isolated, and changes 
in Crif1 and Cdh1 mRNA levels were determined by qPCR 
and western blot analyses (Figure 3). 

 

 

Figure 2. The effect of Crif1 loss on MET. A) Phase-contrast images of NMuMG cells during EMT and MET, showing 
the morphological changes in control and siRNA treated cells. B) Confocal images of Crif1 and Elf3 depleted cells 
compared to the control. 
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First, we examined the knock-down efficiency by both 

siCrif1 and siElf3. Both genes were significantly 
downregulated upon siRNA treatment (Figure 3A, C). The 
downregulation of Crif1 did not impact the expression 
levels of Cdh1. Significant expression of Cdh1 was 
observed compared to the control-treated sample (Figure 
3A). This result confirmed our confocal imaging results, in 
which E-cad expression was detected but not localized to 
the plasma membrane (Figure 2B). 

The downregulation of Crif1 was also accompanied by 
elevated levels of key mesenchymal markers such as 
Snai1, Snai2, Zeb1, and Twist (Figure 3B). Finally, the levels 
of E-cad and Vimentin were studied by western blot. The 
results indicated the presence of E-cad protein and the 
increased Vim levels (Figure 3E, F). 

 

 

 

Figure 3. Gene expression changes in response to Crif1 depletion. A and C) qPCR results of Crif1 and Elf3 depleted 
cells showing the knock-down efficiency and the expression of Cdh1. B and D) the expression of key mesenchymal 
genes in response to Crif1 and Elf3 downregulation. qPCR results represent 3 independent experiments. **: P<.01, 
***: P<.001. E and F) Western blot analysis of E-cadherin and Vimentin in response to Crif1 and Elf3 depletion. 
Gapdh was used as an internal control 

 
Discussion 

In this study, we examined the effects of Crif1 
depletion on the progression of MET in NMuMG cells. 
Crif1 was selected for this study based on previous reports 
showing its importance for the function of Elf3 [19]. We 
have previously reported the importance of Elf3 for the 
progression of MET [16], so it was plausible to hypothesize 
a functional impact of Crif1 on MET.  

We selected the normal murine mammary gland cell 
line NMuMG, which is well known for its ability to switch 
between epithelial and mesenchymal states in response 
to TGFβ treatment and withdrawal [10, 16]. Besides, 

Besides, these cells are isolated from normal mammary 
tissue; thus, their lack of chromosomal abnormalities 
makes them a perfect cellular model for studying the 
biology of EMT and MET.  

The successful EMT and MET transitions are visible 
through the changes in cellular morphology and the 
changes in the expression of key epithelial or 
mesenchymal markers. For example, the cadherin switch 
[9] is the hallmark for a bona fide EMT since E-cad and N-
cad are expressed in a mutually exclusive manner, 
although they share about 70% homology [20]. Elf3 is a 
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known epithelial transcription factor [21], its expression 
was found essential for MET [16], yet its expression is not 
diminished in cells undergoing EMT. This may relate to a 
specific function of Elf3 in the mesenchymal cells. A similar 
expression pattern for Crif1 can also be observed during 
EMT and MET; its expression is not changed during the 
transitions, which provides evidence for the correlation of 
Elf3 and Crif1 expression. This correlation supports the 
possible dependency of Elf3 on Crif1; as suggested by 
published research, Crif1 was reported as an essential 
factor for the function of Elf3 during intestinal 
development [19].   

Depleting Crif1 during MET resulted in an aberrant 
transition; cells could not progress to the epithelial state 
and retained the expression of mesenchymal markers. 
The reduction of E-cadherin expression and its 
disappearance from the plasma membrane is 
accompanied by the rearrangement of actin filaments 
(visualized by phalloidin staining) as stress fibers. These 
changes are also associated with cadherin switching [9]; 
epithelial cells lose Cdh1 expression and gain Cdh2 
expression. These changes in morphology and gene 
expression were also visible in response to the loss of 
other key regulators of MET, such as Grhl3 and Hnf4a [10] 
and, more recently, Elf3 [16]. In fact, having a similar 
phenotype due to the depletion of several transcription 
factors can only suggest a common mechanism controlled 
by different factors in the form of a regulatory network. 
Growing evidence suggests the involvement of other 
transcription factors within this network, such as Ovol2 
[15, 22, 23].  

The disrupted localization of E-cadherin away from the 
plasma membrane is as critical to the cells as its reduced 
mRNA levels (during EMT, for example). The impact of E-
cad loss has many outcomes, it is a key pluripotency 
marker [20], and its loss results in a disturbed epithelial 
state, with indications of EMT [24]. 

Crif1 was previously associated with functions in the 
mitochondria and the nucleus. It is a component of the 
mitochondrial large ribosomal subunit [17, 25]. The 
mitochondrial function is not limited to the ribosome 
since Crif1 has been reported to interact with key 
mitochondrial DNA replication components such as 
ATAD3A and ATAD3B [26]. In the nucleus, Crif1 was found 
to interact with DNA damage sensors such as GADD45A, 
GADD45B, and GADD45G [27] and also with the nuclear 
receptor NR4A1 via the NR4A1 AB domain [18]. Crif1 
negatively impacts the progression of the cell cycle; its 
overexpression led to latency in the G1 phase, while its 
inhibition accelerated the cell cycle by interacting with 
CDK2 [28]. 

The regulation of MET and the mechanisms governing 
its initiation and progression are poorly understood 
compared to EMT. The impaired MET observed here 
suggests a cell cycle defect, marked by the enlarged cells 
and the presence of multinucleation. It is reasonable to 
assume that the function of Crif1 during MET is, in part, to 
regulate the cell cycle through its interaction with Cdk2. 
The increasing evidence elucidating the regulation of MET 

will increase our knowledge about this vital process and 
widen our perspective for the search for novel 
therapeutics for the management of advanced cancer and 
metastasis. 

 
Conclusion 

 
In this study, we examined the effects of Crif1 loss on 

MET. We used the well-known EMT/MET cellular model, 
NMuMG cells, for their well-documented cellular 
plasticity and responsiveness to TGFβ. The overall results 
obtained here are in agreement with the current 
literature and with our previous research; they also 
provide new insights into the functional requirement of 
Crif1 during the initiation of MET. We showed for the first 
time a novel function for Crif1 during MET; Crif1 played a 
critical role within the transcriptional regulatory network 
regulating MET. This is of particular importance not only 
for understanding the basics of EMT/MET from the 
regulatory point of view but also for translational 
implications, which would help design novel therapeutics 
for the management of metastasis. 
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The aim of this research was to determine the total phenolic content, free radical scavenging activity and 
antibacterial activity of some Bupleurum species. In the study, twelve Bupleurum L. (Apiaceae) species were 
extracted using a mixture of methanol-water and tested for total phenolic content, free radical scavenging 
activity and antibacterial activity. Total phenolic content of Bupleurum species extracts ranged between 56.64 
and 317.54 mg gallic acid equivalent (GAE)/g dry extract. The free radical scavenging activity of extracts was 
determined using the IC50 method, and the results for the samples ranged from 0.39 to 3.41 mg/ml. The 
antibacterial properties of Bupleurum species extracts were tested using the microdilution method against a 
total of eleven bacterial strains in this study; no inhibition was observed in the range of the investigated extract 
concentrations. Bupleurum species were contained phenolic compounds and had some free radical scavenging 
potential, but they did not show inhibitory impact on bacteria in the investigated extract concentration range. 
All the analyses were made in three replications. Results were provided as a mean of the replicates. The methods 
for results were looked at by utilizing the single direction and multivariate investigation of difference (MANOVA) 
followed by Duncan's different reach tests. The contrasts between singular methods were considered to be 
critical at P < 0.05. 
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Introduction 

The Apiaceae (Umbelliferae) family includes high 
economic and medicinal plants [1]. Extracts and 
essential oils of Bupleurum use in traditional medicine 
for their antiseptic and anti-inflammatory activity [2]. 

In Turkey, the genus Bupleurum of the Apiaceae 
(Umbelliferae) family has 49 taxa, 21 of which are 
endemic [3, 4]. Recent studies are generally focused on 
the hepatoprotective activity of the plant commonly 
used in China. Bupleurum kaoi Liu has been utilized as 
a main component in traditional Chinese herbal 
therapy to treat hepatitis. B. kaoi Liu (Chao et Chuang), 
one of numerous variants of this species, is native to 
Taiwan. Only the root is utilized in Chinese medicine. As 
aerial portions such as leaves and stems also contain 
bioactive components, using these tissues in the 
creation of health-promoting goods is both practicable 
and cost-effective. Leaf infusion is one of the most 
economically feasible leaf products [5]. B. kaoi Liu 
(Chao et Chuang) is a traditional Chinese plant that has 
been used as a herbal drink in the Far East for many 
decades [6]. B. kaoi, according to Lin et al. [6] and Ohtsu 
et al. [7] has a wide range of actions, including 
hepatoprotective and antioxidant properties. 

Free radicals are hazardous wastes of cellular 
metabolism and transition-metal ions, and they appear 
to play a role in biomacromolecule destruction in vivo 
[8]. Antioxidants may protect our system from 

oxidative damage linked to diabetes, cancer, 
cardiovascular disease, and neurological disorders such 
as Alzheimer's and Parkinson's disease [9]. Several 
naturally occurring antioxidative substances derived 
from plants have been found as active oxygen 
scavengers, free radical inhibitors, or reducing agents 
in vitro [10, 11]. 

B. heldreichii, B. sulphureum, B. lycaonicum and B. 
pauciradiatum, which are among our study materials, 
are known as "tavşan kulağı" in our country [12, 13, 14]. 

B. rotundifolium species is known by the names 
"değirmi yapraklı tavşan kulağı", "yuvarlak yapraklı 
tavşan kulağı”, “sarıgayşeik” and “gıcır” [15, 16, 17]. 

B. croceum species is known as "altuni tavşan 
kulağı" and "tavşan kulağı", while B. lancifolium is 
known as “sivri tavşan kulağı" and "tavşan kulağı" [18, 
12, 17, 14]. 

Bupleurum species are not widely used in our 
country. There are limited studies on antimicrobial 
activity and antioxidant activity of Bupleurum species 
growing in Turkey. 

The purpose of this research was to evaluate the 
antibacterial activity, total phenolic content and free 
radical scavenging activity of the methanol-water 
extract of some Bupleurum species. 
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Materials and Methods 
 

Plant Materials  
Twelve samples of Bupleurum taxa collected from 

Turkey (Table 1) between May and August 2009 during 
their blossoming period and identified by Tuna Uysal from 
Selcuk University in Turkey used Flora of Turkey and East 
Aegean Islands Book [3]. 

 

 
 
 
A voucher specimen was placed in the Herbarium of 

the Faculty of Science at Selcuk University in Turkey 
(HT1001 KNYA, 1011, 1008, 1006, 1005, 1010, 1007, 1003, 
1004, 1002, 1014 and 1009). The aerial parts were air-
dried and grinded. 

 
 

Table 1. Sampled taxa of Buplerum   
Species Location of the samples 

Buplerum rotundifolium L. Konya: Bozkir, Cemetery of Bozkir, 1100 m,  
HT1001 KNYA 

Buplerum  falcatum L. subsp. cernuum (Ten.) Arcang. 
Konya: Between Altinapa and Basarakavak, Han position, 1280 m, 
HT1011 KNYA 

Buplerum cappadocicum Boiss. 
Karaman: Nearby Sertavul Gateway, 1400 m,  
HT1008 KNYA 

Buplerum heldreichii Boiss.&Bal.* Konya: Karapinar, Erosion area, 960 m,  
HT1006 KNYA 

Buplerum turcicum Snogerup* 
Konya: Salt lake, Nearby Yavsan Memlehasi, 910 m,  
HT1005 KNYA 

(Syn.) Buplerum intermedium Poiret 
Bupleurum subovatum Link ex Spreng. 

Karaman: Ermenek, Ermenek-Kazanci road intersection, 1450 m, 
HT1010 KNYA 

Buplerum croceum Fenzl 
Konya: Altinapa, Nearby Degirmenkoy, 1200 m,  
HT1007 KNYA 

Buplerum sulphureum Boiss.&Bal.* 
Konya: Konya-Beysehir road, Quarry position, 1250 m,  
HT1003 KNYA 

Buplerum lycaonicum Snogerup* 
Konya: Konya-Beysehir road, Quarry position, 1250 m,  
HT1004 KNYA 

Buplerum pauciradiatum Fenzl* 
Karaman: Baskişla, Yaylapinar position, 1450 m,  
HT1002, KNYA 

Buplerum zoharii Snogerup* 
Icel (Mersin): Mut-Ermenek roadside, 250 m,  
HT1014 KNYA 

Buplerum lancifolium Hornem. 
Karaman: Ermenek, Ermenek-Kazanci road intersection, 1125 m, 
HT1009 KNYA 

 
 

The Preparation of Extracts  
For the separation of non-polar compounds, mainly oils, 

the materials (20 g) were extracted with petroleum ether using 
a Soxhlet device at 40-60 °C. The petroleum ether was 
evaporated at 40 °C. The residue was mixed with 100 ml 
methanol-water mixture (70% methanol + 30% water), stirred 
for 30 min and filtrated. The filtrate was collected and this 
process was repeated for three times and the collected 
extracts were concentrated on a rotary evaporator in vacuum 
at 40 °C. Then the extracts were lyophilized and stored until 
the analysis [19]. 

 
Antimicrobial Assay  
The minimum inhibitory concentrations (MICs) of extracts, 

obtained by methods of microdilution identified by the 
National Committee for Clinical Laboratory Standards [20]. In 
microbiological tests, standard 11 bacterial strains that could 
be in humans, animals and foods as hazardous contaminants 
were used. These bacteria were Escherichia coli ATCC 25922, 
Escherichia coli ATCC 29988, Escherichia coli ATCC 25923, 
Escherichia coli ATCC 3166 09:K35:K99, Streptococcus 
salivarius RSHE 606, Proteus mirabilis ATCC 43071, Bacillus 
cereus ATCC 11778, Staphylococcus aureus ATCC 29213, 
Staphylococcus aureus ATCC 6538, Pseudomonas aeruginosa 

ATCC 15442, Pseudomonas aeruginosa ATCC 29853. Bacterial 
strains were taken from the Biotechnology Laboratory in 
Selcuk University. Bacterial cultures were activated for 24 
hours at 37 °C in Mueller Hinton Broth (MHB, Merck). The 
cultures grown in the liquid medium were standardized to 
108cfu/ml at the conclusion of the incubation period 
(McFarland No: 0.5). The extracts were dissolved in 25% 
dimethylsulfoxide (DMSO) and diluted to the maximum 
concentration of 4 mg/ml to be evaluated, followed by a two-
fold serial of dilutions in concentrations ranging from 2 mg/ml 
to 1.95 g/ml. Antibacterial activity was determined using the 
microdilution technique. A pre-sterilized micro titration dish 
(Brand) with 96 “U” type wells was used for antibacterial tests. 
At a microtitration petri plates, serial solutions of the extracts 
were made. The wells were filled with 100 μL of each microbial 
solution. The negative control was the last well, which 
contained serial dilutions of antibacterial agents without 
microorganisms. The solvent DMSO was used as a negative 
control, and Chloramphenicol (Sigma) was used as a positive 
control. 

 
Total Phenolic Content  
The results were expressed as mg GAE/g dry extract using 

the Folin-Ciocalteu colorimetric method. As a standard 
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phenolic compound, gallic acid was used. In a 25 ml volumetric 
flask containing 9 ml distilled water, 1 ml of standard solution 
of gallic acid or 1 ml of diluted samples were added. Also, blank 
was made with addition of 1 ml of distilled water. The mixture 
was stirred after adding 1 ml of Folin-Ciocalteu reagent. After 
5 minutes, 10 ml solution of 7% Na2CO3 was added, mixed 
thoroughly for 2 hours. At 760 nm, the absorbance was 
measured. Using an equation derived from a standard gallic 
acid graph, the content of total phenolic compounds in 
samples were determined as milligrams of gallic acid 
equivalent in gram dry extracts [21]. 

 
Free Radical Scavenging Activity  
Extracts were diluted to nine concentrations (0.1, 0.3, 

0.6, 0.9, 1.0, 1.5, 2.0, 3.0 and 4.0 mg/ml) with 70% 
methanol mixture. To make, DPPH was weighted and 
dissolved in ethanol 0.004% (w/v) solution. A magnetic 
stirrer was used to make that the mixture dissolved 
equally. A solution of 0.004% DPPH (1 ml) was applied on 
each test tube containing 50 µL dilutes. The test tubes 
were then placed in the dark for 30 minutes. At the same 
time, the blank test tubes were treated with DPPH, which 
contained only 70% methanol. After 30 min, the 
absorbances of each test tube were measured by a UV 
spectrophotometer at 517 nm. IC50 values were calculated 
from percent inhibition versus concentration graphs. IC50 
(mg/ml) value is the minimum extract required to inhibit 
the 50% of 1,1-diphenyl-2-picrylhydrazyl [22]. 

 
Statistical Analyses  
All experiments were performed in three replications. 

The mean of the data was recorded. The results of 
multivariate analysis of variance (MANOVA) and Duncan 
multiple range test were given in this part. Since p-
values of these tests are less than 0.05, it can be 
concluded that the individual mean differences are 
statistically significant [23]. 

 
Results and Discussion 
 

The total phenolic content of the extracts of 
Bupleurum species ranged from 56.64 to 317.54 mg GAE/g 
dry extract. The detected total phenolic content of 
Bupleurum cappadocicum Boiss. was the highest while it 
was lowest for the Bupleurum pauciradiatum Fenzl. The 
IC50 values of the samples have ranged between 0.39-3.41 
mg/ml. The lowest free radical scavenging activity was 
detected for the Bupleurum pauciradiatum which was in 
correlation with total phenolic content. The total phenolic 
content of B. cappadocicum, B. zoharii Snogerup, and B. 
lycaonicum Snogerup was higher in comparison to other 
samples and their free radical scavenging activities was 
also higher. While the total phenolic content of 
Bupleurum turcicum Snogerup was three times of 
Buplerum intermedium Poiret, their free radical 
scavenging activities were similar (Table 2). 

It was seen that the mixture of methanol-water 
extracts of twelve Bupleurum species, studied surprisingly 

did not present any antibacterial activity against the test 
microorganisms used in the study.  

Sökmen et. al. [24, 25] studied on antimicrobial activity 
of Bupleurum sulphureum Boiss&Bal. They tested the 
activity of the methanol extracts of culture and methanol 
extract of aerial parts. They were examined through the 
method of Minimal Inhibitory Concentration (MIC) Test. 
They reported no antimicrobial activity against B. cereus, 
E. coli, S. aureus for both mentioned extracts. 

Bazzaz and Haririzadeh [26] studied for the 
determination of antimicrobial activity of 306 plants 
representing 52 families. They examined the method of 
cylinder plate assay. According to their results the 
methanol extract of the total parts of Bupleurum 
rotundifolium L. had no antimicrobial activity towards to 
E. coli ATCC 10536 and Pseudomonas aeruginosa ATCC 
4027. Their findings are in accordance with our findings 
for the aerial parts of the Bupleurum rotundifolium.  

Shafaghat [27] prepared the methanol extract of B. 
lancifolium plant collected from Iran. The antimicrobial activities 
of the extracts were determined by the disc diffusion method. It 
has been reported that methanol extract has antimicrobial 
activity against E. coli ATCC 25922, which we also used in our 
study. 

Jaradat et al. [28] obtained different extract of B. lancifolium 
plant collected from Palestine. In their study, they reported that 
methanol extract had antibacterial activity against E. coli ATCC 
25922 strain, which we also used in our study. 

Ertan [29] studied on antimicrobial activity and antioxidant 
activity of B. lycaonicum. According to researcher’s results, the 
methanol extract of B. lycaonicum had antibacterial activity 
against E. coli ATCC 25922 and antioxidant activity. However, we 
did not detect antibacterial activity on the same bacteria. 

Tseng et. al. [5] studied the infusion prepared from the 
leaves of B. kaoi. They reported the IC50 of DPPH free radical 
scavenging activities of leaf infusion as 0.46 mg/ml. Also, they 
expressed as a conclusion that the leaf infusions possessed 
antioxidant activities and hepatoprotective capacity. Their 
results on free radical scavenging activity of the leaf extracts are 
higher than the Bupleurum species we studied except for 
Bupleurum lycaonicum and Bupleurum zoharii. The higher free 
radical scavenging activity may be due to the higher amounts of 
phenolic substances.  

Wang et. al. [30] applied supercritical carbon dioxide 
extraction at four different pressures on ethanol extraction of 
roots of B. kaoi. They stated that the scavenging activity of 10 g/l 
fractions of supercritical carbon dioxide extracts on DPPH were 
ranged between 53%-76%. They also noticed that the phenolic 
content of the root extracts from 4.7 to 18.3 mg GAE/g dry 
extract. Their findings on scavenging activity of root extracts are 
lower than the results we obtained for extracts of aerial part. 
Besides, the total phenolic content they expressed for root 
extracts are lower than our findings on aerial parts of Bupleurum 
species.               

There are limited studies on free radical scavenging 
activity and total phenolic content of Bupleurum species. 
Limited studies are generally focused on Bupleurum kaoi. 
Our results may be valuable data for the further studies. 
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Table 2. Total phenolic content and antioxidant activity of Bupleurum species  

Sample Total phenolic content (mg/g 
dw of extract) 

DPPH (IC50)(mg/ml) 

Bupleurum rotundifolium 202.39±2.57 e 1.31±0.02 e 

Bupleurum falcatum subsp. cernuum 210.57±1.43 e 1.08±0.01 d 

Bupleurum cappadocicum 317.54±2.52 h 0.71±0.03 b 

Bupleurum heldreichii 157.54±2.06 d 1.27±0.02 e 

Bupleurum turcicum 208.45±2.67 e 1.61±0.02 f 

Bupleurum intermedium 73.00±0.82 b 1.61±0.03 f 

Bupleurum croceum 74.82±0.57 b 2.97±0.02 h 

Bupleurum sulphureum 109.66±1.47 c 2.66±0.06 g 

Bupleurum lycaonicum 288.75±0.88 f 0.41±0.01 a 

Bupleurum pauciradiatum 56.64±0.57 a 3.41±0.04 ı 

Bupleurum zoharii 301.18±1.40 g 0.39±0.02 a 

Bupleurum lancifolium 151.18±2.39 d 0.94±0.01 c 

 
Acknowledgment 
 

An earlier version of this study entitled by 
“Determination of total phenolic content, antibacterial 
activity and free radical scavenging activity of some 
Bupleurum species” was presented by the same authors 
at European Biotechnology Congress, 05-07 May, 2016, 
Riga, Latvia. 

 
Conflicts of interest 

 
All authors declare that they have no conflict of 

interest. 
 
References 
  
[1] Kubeczka K.H., Aromatic plants, basic and applied aspects. 

The Hague, Boston, London:  Martinus Nijhoff Publishers, 
(1982) 165. 

[2] Nose M., Amagaya S., Ogihara Y., Corticosterone secretion-
inducing activity of saikosaponin metabolites formed in 
the alimentary trac., Chemistry Pharmavcy Bulletin, 37 
(1989) 2736-40. 

[3] Davis P.H., Turkey and the East Aegean Islands. University 
Press: Edinburgh, 4 (1982) 393-418. 

[4] Güner A., Özhatay N., Ekim T., Başer K.H.C., Flora of Turkey 
and the East Aegean Islands. University Pres: Edinburgh, 11 
(2000) 143-144. 

[5] Tseng C.Y., Liu C.T., Chen W.L., Weng Y.M., Antioxidative 
properties and in vitro hepato-protective activity of 
Bupleurum kaoi leaf infusion, IFT Annual Meeting, Las 
Vegas, NV, July 12-16, (2004). 

[6] Lin C.C., Chiu H.F., Yen M.H., Wu C.C., Chen M.F., The 
pharmacological and pathological studies on Taiwan folk 
medicine (III): The effects of Bupleurum kaoi and cultivated 
Bupleurum falcatum var. komarowi, Amer. J. Chinese Med., 
18 (1990) 105-112. 

[7] Ohtsu S., Izumi S., Iwanaga S., Ohno N., Yadomae T., 
Analysis of mitogenic substances in Bupleurum chinenese 
by ESR spectroscopy, Biol. Pharm. Bull., 20 (1997) 97-100. 

[8] Muller F.L., Lustgarten M.S., Jang Y., Richardson A., Van 
Remmen H., Trends in oxidative aging theories, Free Radic. 
Biol. Med., 43 (2007) 477-503. 

[9] Lin M.T., Beal M.F., The oxidative damage theory of aging, 
Clin. Neurosci. Res., 2 (2003) 305-315. 

[10] Yen G.C., Duh P.D., Scavenging effect of methanolic 
extracts of peanut hulls on free-radical and active-oxygen 
species, J. Agric. Food Chem., 42 (1994) 629-632. 

[11] Duh P.D., Antioxidant activity of burdock (Arctium lapa 
Linne): its scavenging effect on free radical and active 
oxygen, J. Amer. Oil Chem. Soc., 75 (1998) 445-461. 

[12] Anonymous, Available at: 
http://www2.cedgm.gov.tr/icd_raporlari/ispartaicd2008.
pdf, Retrieved May 20, 2011. 

[13] Bayram A., Isparta’nın korunan alanları, Gülçevrem, 1(1) 
(2007) 1-34. 

[14] Yıldızbakan A., Gündoğdu E., Fakir H., Akgün C., Ulusoy H., 
Cehennemdere yaban hayatı geliştirme sahasında yaban 
keçisi Capra aegagrus Erxleben 1777’nin yayılışı ve habitat 
kullanımı, Doğu Akdeniz Ormancılık Araştırma Enstitüsü, 
Çevre ve Orman Bakanlığı Yayın No: 433, DOA Yayın No:59, 
SBN 978-605-393-100-3, Tarsus,. (2011) XI+43 s. 

[15] Cansaran A., Kaya Ö.F., Contributions of the 
ethnobotanical investigation carried out in Amasya district 
of Turkey (Amasya-Center, Bağlarüstü, Boğaköy and 
Vermiş villages; Yassıçal and Ziyaret towns), Biological 
Diversity and Conservation, 3(2) (2010) 97-116. 

[16] Kordali Ş., Zengin H., Bayburt ili buğday ekim alanlarında 
bulunan yabancı otların rastlama sıklığı, yoğunlukları ve 
topluluk oluşturma durumlarının saptanması, Atatürk 
Üniv. Ziraat Fak. Derg., 38(1) (2007) 9-23. 

[17] Yıldırım A., Ekim T., Orta Anadolu Bölgesi yabancı ot florası, 
Bitki Koruma Bülteni, 43(1-4) (2003) 92-93. 

[18] Anonymous, Available at: 
http://www2.cedgm.gov.tr/icd_raporlari/mersinicd2006.
pdf, Retrieved May 20, 2011. 

[19] Tunalıer Z., Öztürk N., Koşar M., Başer K.H.C., Duman H., 
Kırımer N., Bazı Sideritis türlerinin antioksidan etki ve 
fenolik bileşikler yönünden incelenmesi, 14. Bitkisel İlaç 
Hammaddeleri Toplantısı. Bildiriler, 29-31 Mayıs 2002, 
Eskişehir, (2002). 

[20] Wayne P.A, Performance standards for antimicrobial 
susceptibility testing; Ninth informational supplement, 
NCCLS document M100-S9. National Committee for 
Clinical Laboratory Standards, (2008) 120-126.  

[21] Slinkard K., Singelton V.L., Total phenolic analysis, 
automation and comparison with manual methods, Amer. 
J. Enol. Vitic., 28 (1977) 49-55. 

http://ift.confex.com/ift/2004/techprogram/ataglance.htm
http://ift.confex.com/ift/2004/techprogram/ataglance.htm


Saraçoğlu et al. / Cumhuriyet Sci. J., 43(2) (2022) 171-175 
 

175 

[22] Gyamfi M.A., Yonamine M., Aniya Y., Free radical 
scavenging action of medical herbs from Ghane: 
Thonningia sanguinea on experimentally-induced liver 
injuries, General Pharm., 32(6) (1999) 661-667. 

[23] Püskülcü H., İkiz F., Introduction statistic. Bornova-İzmir, 
Turkey: Bilgehan Press , (in Turkish) (1989). 

[24] Sökmen A., Jones B.M., Erturk M., Antimicrobial activity of 
extract from the cell cultures of some Turkish medicinal 
plants, Phytother. Res., 13 (1999) 355-357. 

[25] Sökmen A., Jones B.M., Erturk M., The in vitro antibacterial 
activity of Turkish medicinal plants, J. Ethnopharmcol., 67 
(1999) 79-86. 

[26] Bazzaz B.S.F., Haririzadeh G., Screening of Iranian plants 
for antimicrobial activity, Pharm. Biol., 41(8) (2003) 573-
583. 

[27] Shafaghat A., Antioxidant, antimicrobial activities and fatty 
acid components of leaf and seed of Bupleurum 
lancifolium Hornem., Journal of Medicinal Plants Research, 
5(16) (2011) 3758-3762. 

[28] Jaradat N., Al-Masri M., Al-Rimawi F., Zaid A.N., Saboba 
M.M., Hussein F., Aker A., Qasem D., Hejazi S..  
Investigating the impacts of various solvents fractions of 
Bupleurum lancifolium on the antimicrobial and 
antioxidant potentials, J. Intercult Ethnopharmacol., 6(4) 
(2017) 401-406. 

[29] Ertan S., Bupleurum lycaonicum Snogerup bitki türünün 
biyolojik aktivitesi, Yüksek lisans tezi, Gazi Üniversitesi, Fen 
Bilimleri Enstitüsü, (2017). 

[30] Wang B.J., Liu C.T., Tseng C.Y., Yu Z.R., Antioxidant activity 
of Bupleurum kaoi Liu (Chao et Chuang) fractions 
fractionated by supercritical CO2, LWT-Food Sci Tech., 38 
(2005) 281-287. 

 
 
 
 

 



176 

  

Cumhuriyet Science Journal 
Cumhuriyet Sci. J., 43(2) (2022) 176-182 

DOI: https://doi.org/10.17776/csj.1069230 

 

│  csj.cumhuriyet.edu.tr  │ Founded: 2002 ISSN: 2587-2680    e-ISSN: 2587-246X Publisher: Sivas Cumhuriyet University 

 

Selection and Validation of Potential Reference Genes for Quantitative Real-Time 
PCR Analysis in Blaptica Dubia (Serville, 1838) (Blattidae, Blaberidae) 
Emin Ufuk Karakaş 1,a, Ayşe Nur Pektaş 2,b, Şeyda Berk 1,c,* 

1 Department of Molecular Biology and Genetics, Faculty of Science, Sivas Cumhuriyet University,  Sivas, Türkiye 
2 Advanced Technology Research Center (CUTAM), Sivas Cumhuriyet University, Sivas, Türkiye 
*Corresponding author  

Research Article ABSTRACT 
 

History 
Received:  07/02/2022 
Accepted: 03/06/2022 
 
 
 
 
 
 
Copyright 

 
©2022 Faculty of Science,  
Sivas Cumhuriyet University 

Reverse transcription-quantitative polymerase chain reaction (RT-qPCR) is an effective, reproducible, and 
dependable method for evaluating and targeting expression of genes. It is very important to normalize according 
to stably expressed housekeeping genes in order to facilitating gene expression studies and to acquire exact and 
meaningful results. The purpose of this study was to identify and validate six housekeeping genes (GADPH, 
RPS18, α-TUB, EF1α, ArgK and ACTB) in adults of cockroach species Blaptica dubia employing five different 
algorithms (geNorm, Bestkeeper, Normfinder, ΔCt method and RefFinder) to assess putative housekeeping gene 
expression stability. Our study also showed that the geNorm, Normfinder ΔCt method and RefFinder algorithms 
identified GADPH as the most stable housekeeping gene in B. dubia adults. Additioanlly, RPS18 was suggested 
as the most stable gene by GeNorm and BestKeeeper. ACTB has been shown to be by far the least stable of all 
algorithms. In addition, since there are few validation studies for reference genes in cockroaches in the 
literature, it is considered that it would be beneficial to increase the number of studies related with RT-qPCR on 
the reference genes validation under biotic and abiotic conditions in cockroaches. 
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Introduction 

With the next-generation sequencing technologies 
development, it has provided in important increases in 
genomic and transcriptomic throughput for varied 
organism [1]. Normalization of gene expression has been 
imperative for evaluating and reporting these 
transcriptomic and genomic data quality [2,3]. Although 
RT-qPCR is a strong, reproducible and dependable method 
for targeting and measuring expression of genes [4], the 
quality and unity of RNA examples, reverse transcription, 
normalization, and this has become limited by PCR 
efficiency [5-7]. The characteristic method, normalization, 
is the evaluation of reference genes (housekeeping genes  
or internal control) expression levels that have important 
roles in major and common cellular functions and typically 
display consistent ubiquitous expression levels to 
measure simultaneously under varied biotic and abiotic 
conditions [4]. 

Gene expression normalization in RT-qPCR is 
accomplished by adding reference genes that are 
regularly expressed under various experimental 
conditions and act as endogenous controls [4, 6, 7]. The 
reference genes, described as “essential expressed to 
maintain cellular function”, may not supply the necessary 
conditions for an ideal housekeeping gene expression at 
constant levels in a diversity of biotic and abiotic 
circumstances [2, 5, 7]. Many studies revealed that mostly 
used reference genes are expressed differently in 
numerous experimental circumstances have suggested 

that multiple housekeeping genes need be included in the 
study for correct normalization [2, 5, 6]. 

There are many reference genes commonly used in the 
determination of mRNA levels by q-RT-PCR, such as 
ribosomal protein, glyceraldehyde-3-phosphate 
dehydrogenase (GAPDH), β-actin (ACTIN), elongation 
factor 1a (EF1A), and superoxide dismutase (SOD) [8-11]. 
Housekeeping genes are essential for survival, and it is 
generally considered that there is a slight variation in 
transcription of these genes. Ribosomal proteins, which 
are substantial parts of ribosomes, play crucial roles in 
many biological processes such as intracellular protein 
biosynthesis, DNA repair and cell differentiation [12]. 
EF1A is involved in translation by catalysing the binding of 
GTP-dependent aminoacyl-tRNA to the acceptor site of 
the ribosome. [13]. SOD serves as a metalloenzyme that 
can catalyse the dismutation of superoxide anion to 
hydrogen peroxide and elemental molecular oxygen [14]. 
While ACTIN is an essential component of the cellular 
skeleton providing structural unity and shapes cells [13], 
GAPDH joint in energy metabolism [15]. On the other 
hand, there are many studies showing differently 
expressed housekeeping genes under various 
experimental situations [13, 16]. Genes expressing 
differentially can often induce significant biological 
changes in tissues, sexes, and other samples at various 
developmental stages from a variety of experimental 
conditions, therefore, identification of genes with a 
consistent expression requires evaluation of specific 
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https://orcid.org/0000-0001-5621-2844
https://orcid.org/0000-0001-5621-2844
https://orcid.org/0000-0001-5813-5678
https://orcid.org/0000-0001-5621-2844
https://orcid.org/0000-0003-4687-0223


Karakaş et al. / Cumhuriyet Sci. J., 43(2) (2022) 176-182 
 

177 

changes in gene expression. The smallest variation in 
successive stability levels of the analysed samples is 
defined as the stability of gene expression. Therefore, 
different software programs including GeNorm [4], 
BestKeeper [17], NormFinder [7], ΔCt Method [18], and 
RefFinder (http://www.leonxie.com/referencegene.php) 
have been improved to identify many of these stable 
genes .  

Cockroaches are highly diverse insects with about 
4500 species commonly found worldwide [19]. Most 
cockroaches live in terrestrial habitats and have good 
adaptations to survive in extreme conditions, but of the 
diversity that exists, only a small number have adapted to 
human habitats [19]. The Orange Spotted 
Cockroach/Argentine Wood Cockroach (Blaptica dubia) is 
a tropical cockroach species not native to human 
dwellings, although human exposure to B. dubia has 
increased with their widespread commercial reproduction 
as feeder insects [20]. Because cockroaches  have ability 
to live in habitats containing varying quantity of toxic 
substances including environmental pollutants, 
insecticides, microbial toxins, they have been proposed as 
a good experimental model to study their stress response 
and detoxification abilities [21].  

RT-qPCR has accelerated its progress in many fields 
and has become very important in entomology. Gene 
expression analysis has been used to study in gene 
expression changes between developmental stages, 
tissues, and other samples from varied experiments in 
insects, thus gene expression analyses have become of 
increasing importance in the field of insect molecular 
biology. Studies in the literature to assess the selection 
and validity of housekeeping genes in numerous biotic 
and abiotic situations in insects are summarized in the 
reviews by Lü et al. and Shakkel et al. [22, 23]. When the 
studies in the literature are examined, various traditional 
and new housekeeping genes have been selected in many 
studies to determine gene expression stability by RT-qPCR 
normalization in different insect species. Although RT-
qPCR is widely used for the detection of gene expression 
in insects, there is no suitable housekeeping gene (HKGs) 
and consistent gene quantification system for B. dubia, 
yet. Our current study objectives are to determine 
appropriate reference genes and evaluate their 
expression stability in B. dubia before they are used as 
endogenous controls in effective genomic studies of six 
housekeeping genes commonly used to normalize qRT-
PCR data in B. dubia. 

 
Material and Methods 
 

Sample and Ethics Statement 
Adults of Blaptica dubia (Blattodea, Blaberidae) were 

commercially obtained from a producer in Antalya/Turkey 
(https://www.antalyacekirge.net/). Blaptica dubia adults 
were brought to the laboratory by controlled storage in 
the RNAlater® (Qiagen) that is RNA stabilization reagent 
and stored at freezer (-20°C) until used in further 
experiments. 

Total RNA Extraction and cDNA Synthesis 
Total RNA was isolated from adult of B. dubia 

specimens using the commercially purchased RNA 
isolation kit (GeneAll® Hybrid-R™, Seoul, Korea) in 
accordance with the manufacturer's protocol. After RNA 
isolation from B. dubia adult samples evaluated in this 
study, A260/A280 and A260/A230 ratios were analysed to 
determine whether there was DNA or protein 
contamination. The A260/A280 ratio is between 1.90 and 
2.12 for all samples; The A260/A230 ratio was found to be 
over 1.90, meaning that these ratios show that all samples 
do not contain DNA or protein contamination. The total 
RNA concentration of all samples was obtained as a value 
between 1210ng/µL and 2000ng/µL and was considered 
suitable for cDNA synthesis. cDNA synthesis was 
performed using first strand synthesis kit (GeneAll® 
HyperScript™, Seoul, Korea) to yield the cDNA product 
containing 1500 ng/uL RNA according to the 
manufacturer's recommendations. 

 
Reverse Transcription-Quantitative Polymerase 

Chain Reaction (RT-qPCR) 
In present study, six candidate housekeeping genes 

(GADPH, RPS18, α-TUB, EF1α, ArgK and ACTB) were 
selected among the most studied reference genes on 
insects in the literature. Primer’s properties are given in 
Table 1. Correlation coefficients (R2) and efficiencies of 
PCR amplification (E) were determined for primer 
validation. Standard curves were generated using cDNA 
serial dilutions (1, 1/5, 1/25, 1/125 and 1/625) for each 
primer pair. 

qPCR experiments were conducted based on the 
method previously described [11]. Briefly, a 5-fold cDNA 
dilution series of 1:625 from an undiluted B. dubia cDNA 
sample was used to identify the efficiencies of 
amplification and each primer pair specificity used in qPCR 
assays. For expression analysis of six putative reference 
genes, all experimental specimens for B. dubia were 
analysed simultaneously in the reverse transcription 
proceeding.  

RT-qPCR analyses in 96-well plate (ABI- Type) using 
commercial qPCR Master Mix (iGreen, 2X, Biomatik, 
Canada) were conducted utilizing the StepOnePlusTM Real-
Time PCR system (Applied Biosystems, USA). The reaction 
conditions are as follows, with 20 µL of final volume: [10 
µL of Master Mix (2X), 0.7 µL of forward and reverse 
primers (10 µM), 2 µL of cDNA, and 6.6 µL of nuclease-free 
water]. 

The RT-qPCR schedule is as follows: initial 
denaturation at 95°C for 3 minutes, followed by 40 cycles 
of denaturation at 95°C for 10 seconds, annealing at 58°C 
for 30 seconds, and extension at 72°C for 15 seconds. For 
melting curve analysis, it is as follows: a cycle of 
decomposition steps (58°C -1 minute- followed by 0.5°C 
up to 95°C for 10 seconds). A melting curve was composed 
at per PCR reaction final to approve a single peak and 
eliminate the primer-dimer possibility and formation of 
non-specific product. Efficiency of PCR amplification (E) 
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was determined in accordance with the equalization: E = 
(10[-1/slope]-1) x 100. 

 
Data Interpretation 
Cq values of six housekeeping genes were analysed 

using statistical analysis software GraphPad Prisim 6.0 
(GraphPad software, San Diego, C). A boxplot of Cq values 
was created. The stability of these six genes is determined 
by GeNorm [4], BestKeeper [17], NormFinder [7], ΔCt [18] 
and RefFinder (https://www. Heartcure.com.au), the 
comprehensive web-based analysis tool integrating all 
four software algorithms. Evaluated using 
/refinder/?type=reference). GeNorm reveals the mean 
expression stability value (M2) of each candidate (M 

value) to demonstrate expression stability. The gene with 
the lowest M2 value is determined as the most stable 
gene [4]. BestKeeper evaluates the coefficient of variance 
(CV) and standard deviation (SD) of the Cq values of each 
housekeeping gene, and the gene with the lowest CV and 
SD is defined as the most constant gene [17]. In 
NormFinder, expression stability (M1) is revealed by the 
Cq values obtained by RT-qPCR analysis of candidate 
genes and are ranked. The gene with the lowest M1 value 
is the most stable [7]. RefFinder appoints a relevant 
weight to each gene and evaluates the geometric mean of 
these weights to make an overall final ranking 
(https://www.heartcure.com.au/reffinder/?type=referen
ce). 

 
Table 1. Overview of housekeeping genes evaluated in RT-qPCR analysis 

Symbol Gene name Description Primer sequence (5’→3’) GenBank 
accession 
number 

Length 
(bp) 

R2 Ref. 

EF1α Elongation 
factor 1α 

GTPase; Elongation 
factor translation 

F: ACCAGATTTGATGGCTTTGG 
R: CACCCAGAGGAGCTTCAGAC 

XM_003705
302 

194 0,989 [15] 

ACTB β-actin Cytoskeleton F: TCCATCATGAAGTGCGATGT 
R: CCACATCTGTTGGAATGTCG 

NM_001172 
372 

228 0,982 [24] 

RPS18 Ribosomal 
protein S18 

Ribosomal protein; 
Ribonucleoprotein; 
rRNA-binding; RNA-

binding; 

F: TACACCTTTGATCGCTGTGAG 
R: GGCTCTGGTCATTCCAGATAAG 

XM_045615
265 

108 0,967 [25] 

ArgK Arginine 
Kinase 

 
Phosphotransferase 

activity 

F: CTCGTGTGGTGCAACGAAGA 
R: GGTGGCTGAACGGGACTCT 

NT_037436 130 0,951 [26] 

GADPH Glyceraldeh
yde-3-

phosphate 

Oxidoreductase in 
glycolysis; 

Gluconeogenesis 

F: GCCAAGGTGATCCATGACAA 
R: GTCTTCTGAGTGGCAGTTGTAG 

NC_007420 80 0,963 [27] 

α- TUB Alpha-
tubulin 

Microtubule F: TCAAATGCGACCCACGTCAT 
R: GGCAATAGCCGCGTTGACAT 

XM_970811 191 0,893 [28] 

 
Results and Discussion 
 

Expression Stability of Selected Reference Genes  
Each primers PCR amplification was approved by the 

formation of only one peak in analyses of melting curve 
and the existence of specific band on agarose gel 
electrophoresis (1.5%). All primers evaluated in this study 
were found to have a correlation coefficient (R2) varying 
between 0.89 and 0.98. It also gave a primary efficiency 
value between 90% and 110% (Table 1). There was no 
fluorescent signal amplification in the negative control. 
This showed that both RNA isolation process and RNA 
clearance steps were effective. 

The variation of Ct values among B. dubia adult 
samples for six reference genes is represented in Figure 1. 
Cycle threshold (Cq) values obtained amplifying the six 
candidate reference genes from B. dubia adults were 
plotted (Figure 1). Cq values for the six genes ranged from 
20.92 to 36.67 in B. dubia.  GADPH represented the lowest 
Cq values in B. dubia (24.95 ± 2.70, mean Cq ± std. dev.).   
Amplification of α-TUB, RPS18, ArgK, ACTB and EF1α 
showed mean Cqs of 28.49 ± 2.23, 29.64 ± 1.12, 
30.45 ± 2.59, 32.28 ± 4.18 and 32.45 ± 2.59, respectively. 

 

 

Figure 1. Amplification profiles of putative 
housekeeping genes. Box plot of qPCR cycle 
threshold values (Cq) of housekeeping genes in 
Blaptica dubia.  
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The smallest variation in successive stability levels of 
the analysed samples is defined as the stability of gene 
expression. Programs have been developed that identify 
most of these stable genes, including GeNorm [4], 
BestKeeper [17], NormFinder [7], ΔCt [18] and RefFinder. 

In current study, to identify optimal reference genes in B. 
dubia adults, four statistical Excel macro programs 
(geNorm, BestKeeper, NormFinder, and Δ-Ct method) and 
the web-based analysis tool RefFinder were used to assess 
the stability of six candidate genes (Table 2 and Figure 2). 

 
Table 2. Stability of housekeeping gene expression in Blaptica dubia adults. 

Reference genes Genorm Bestkeeper Normfinder Delta Ct RefFinder 
M Rank SD r Rank SV Rank SD Rank Stability Rank 

ACTB 1.755 6 3.24 0.936* 6 2.245 6 2.47 6 6.000 6 
RPS18 0.699 1 1.70 0.972* 1 1.050 3 1.54 3 1.730 2 
EF1α 1.058 4 2.00 0.906* 2 1.307 4 1.80 4 3.360 4 
ArgK 1.397 5 3.20 0.969* 5 1.486 5 1.95 5 5.000 5 

GADPH 0.699 1 2.20 0.987* 4 0.350 1 1.32 1 1.410 1 
α-TUB 0.715 3 2.00 0.966* 3 0.772 2 1.45 2 2.450 3 

SD, standard deviation; r, Pearson correlation coefficient; SV, stability value; *p≤0.001. 
 

The geNorm assuming candidate genes are not co-
regulated, normally calculates M value (stability value of 
gene expression) for every housekeeping gene tested as the 
mean pairwise variation with other housekeeping genes for 
that gene. While the genes with low M are defined as having 
constant expression, the highest M value of gene is removed 
and this process continues until the two most stable genes 
remain, and this last gene pair is defined as the optimal 
reference gene pair. Therefore, it is recommended to use at 
least two reference genes to ensure correct normalization in 
geNorm. [4]. In B. dubia adults, geNorm ranked the set of 
candidate reference genes: RPS18, GADPH > α-TUB > EF1a 
>ArgK > ACTB. Based on this algorithm data, the M value was 
determined as 0.699 for both RPS18 and GAPDH and both 
genes were suggested as the two most stable genes. ACTB 
with an M value of 1.755 was determined as the gene with 
the least stable expression (Figure 2 and Table 2). 

Normfinder, the analysis that takes into account 
systematic differences between sample subsets, is an 
ANOVA (analysis of variance) model identifying genes with 
the least variation of expression in all samples [7]. In B. dubia 
adults, Normfinder ranked the six reference genes as follows: 
GADPH > α-TUB > RPS18 > EF1α > ArgK > ACTB with a stability 
value SV of 0.350, 0.772, 1.050, 1.307, 1.486, 2.245, 
respectively. GADPH was found to be the most constant with 
a stability value of 0.350 and ACTB the least constant with a 
stability value of 2.245 (Table 2 and Figure 2). 

Reference genes that exhibit the lowest standard 
deviation (SD) according to BestKeeper analysis, which can 
calculate the candidate genes stability, the standard 
deviation (SD) based on the Cq values of all putative 
housekeeping genes, are taken as the most stable genes. 
Also, values exceeding the threshold value (SD < 1) are 
considered unstable in all samples. [17]. According to this 
analysis, all housekeeping genes [RPS18 (SD: 1.70), EF1α (SD: 
2.0), α-TUB (SD: 2.0), GADPH, (SD: 2.20), ArgK (SD: 3.20), 
ACTB (SD: 3.24)] exceeded the threshold in B. dubia adults 
(Table 2 and Figure 2). 

In the ΔCt method, which calculates the mean SD of each 
gene cluster using the raw Ct values based on relative 
pairwise comparisons, the SD value is oppositely correlated 
to the gene expression stability. Standard deviation below 1 

indicates appropriate stability [18]. As the mean SD of each 
gene set was over 1, none of the accessible housekeeping 
genes were found to be stable enough for B. dubia adults 
according to the ΔCT method. The overall ranking based on 
the ΔC t method of reference genes was: GADPH, α-TUB, 
RPS18, EF1a, ArgK, ACTB (Table 2 and Figure 2). 

RefFinder is a comprehensive algorithm combining four 
software tools (geNorm, BestKeeper, NormFinder, and Δ-Ct 
method) to order putative housekeeping genes stability. The 
overall ranking based on RefFinder of reference genes in B. 
dubia was: GADPH, RPS18, α-TUB, EF1α, ArgK, and ACTB 
(Figure 2 and Table 2). 

The sensitivity of RT-qPCR has made this analysis method 
the most important technique for the relative expression of 
mRNA quantities. However, the validity of RT-qPCR 
normalization studies is depending on the reference genes 
included in the study, and these reference genes expression 
stability may be affected by variances in the examined 
tissues, physiological or experimental situations [4]. On the 
other hand, there is no single "universal" housekeeping gene 
that is constantly expressed and viable for all cell and tissue 
types under various experimental cases [2, 10, 27, 29]. 
Therefore, several reports suggested that multiple stably 
expressed housekeeping genes need to be used, as the use 
of such genes for the experimental setup without prior and 
appropriate validation can induce estimation of inaccurate 
expression levels of target genes and thus interpretation of 
data incorrectly [4, 30, 31].  

The result of a meta-analysis of control gene expression 
studies on insects by Lü et al. was that actin, RPL, GAPDH, 
Tub, 18S, TATA, RPS, EF1A, HSP and SDHA are among the 
mostly used housekeeping genes [23]. In many studies 
evaluating the stability of reference genes in various insect 
species such as Liposcelis bostsrychophila, Diabrotica 
virgifera virgifera, Chilo supressalis and Spodoptera exigua, 
actin has been reported to show high stability at varied 
developmental stages [15, 32, 33]; actin has also been 
determined to have fairly stable expression under numerous 
abiotic situations in Liposcelis bostsrychophila (insecticide) 
[32], Hippodamia convergens (diet) [27]. 
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Figure 2. Stability of gene expression and ranking of the 
housekeeping genes evaluated by Genorm, 
Normfinder, Bestkeeper, ΔCt metod, RefFinder.  

 

On the other hand, ACTB expression in some insect 
species was reported to be less stable [27, 34]. Ribosomal 
protein S genes (RPS18, RPS15, RPS11 and RPS3), C. 
maculata, S. inferens, N. lugens, M. domestica and H. 
armigera were found to have high expression stability at 
varied developmental stages [25, 30, 35]. Tubulin (α-, β-, 
γ-tubulin) encoding cytoskeletal structure proteins, 
another most studied reference gene, has been found to 
have highly stability under several biotic situations such as 
sex, tissues and developmental stages of Sogatella 
furcifera, Coleomegilla maculata, Bactrocera dorsalis, 
Liposcelis bostsrychophila, Drosophila suzukii [32, 36, 37] 
and abiotic conditions including temperature, 
photoperiod, insecticide and diet in Nilaparvata lugens, 
Helicoverpa armigera, Bemisia tabaci [29, 31, 36]. 
Similarly, GAPDH expression showed high stability under 
different tissue and developmental stages of Schistocerca 
gregaria, Tenebrio molitor, Rhodnius prolixus, Diabrotica 
virgifera virgifera, Hippodamia convergens, Bombyx mori, 
Chilo suppressalis, Sesamia inferens, Spodoptera litura [8, 
11, 15, 27, 30, 33]. Additionally, GADPH was found to be 
stable reference gene under abiotic conditions including 
viral infection in Sogatella furcifera, insectiside in 
Liposcelis bostsrychophila, photoperiod in Hippodamia 
convergens, diet in Danaus plexippus, mechanical injury 
and viral infection in Helicoverpa armigera [27, 32, 35, 36]. 
On the other hand, GADPH expression in some insect 
species was reported to be less stable [2, 27, 32, 37]. 
Furthermore, the EF1A gene showed high stability under 
different developmental stages and tissues  of Cimex 
lectularius and Bombus lucorum [38, 39] whereas the 
EF1A gene was selected as the least constant 
housekeeping gene in A. craccivora in different 
temperatures  and developmental stages [25]. Under 
starvation conditions, ArgK, EF1A, RPS11 were 
recommended for N. lugens [31]. In summary, the 
expression of mostly used reference genes may alter 
under numerous experimental situations. Therefore, it 
would be beneficial to evaluate gene expression profiles 
widely in different biotic and abiotic cases and to 
determine gene stability.  

In present study, a validation study was performed for 
reference genes (GADPH, RPS18, α-TUB, EF1α, ArgK, and 
ACTB) in cockroach species B. dubia adults using five 
different algorithms (ΔCt method, geNorm, Bestkeeper, 
Normfinder and RefFinder) to assess the expression 
stability of selected housekeeping genes. Among the six 
putative housekkeping genes, GADPH was determined as 
the most stable housekeeping gene in B. dubia adults 
according to the geNorm, Normfinder ΔCt method and 
RefFinder algorithms. At the same time, RPS18 was 
proposed by GeNorm and BestKeeeper as the most stable 
gene. It has been shown that ACTB is by far the least stable 
of all algorithms. To the best of our knowledge, only one 
validation study [40] has been reported in cockroaches to 
date. In this study, only two algorithms (Normfinder and 
geNorm) were employed to assess eight housekeeping 
genes stability (β-actin, GAPDH, EF1a, RpL32, Arm, AnnIX, 
α-Tub and SDHa) in various developmental stages of 
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Diploptera punctata. The a-Tub, EF1a, and RpL32 genes 
have been suggested as the most stable genes for D. 
punctata. On the other hand, they suggested that Actin 
and AnnIX are the least stable genes and should not be 
used to normalize transcript levels. Our results suggested 
that GADPH and RPS18 genes according to the five 
algorithms can be used for normalization of transcript 
levels in B. dubia adults, while ACTB should not be used to 
normalize transcript levels for cockroach D. dubia, as 
suggested in the study by Marchal et al. [40]. In the future 
planning of this study, as in other insect species, it is 
planned to investigate especially cockroaches under 
conditions of many biotic and abiotic conditions such as 
developmental stage, starvation, temperature, pesticide, 
diet.  In addition, validation studies for reference genes in 
cockroaches are very few in the literature. Therefore, 
considering our current study and the studies in the 
literature, it is necessary to increase the number of studies 
to verify reference genes under biotic and abiotic 
conditions in q-RT-PCR studies in cockroaches. 
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Chemotherapeutic treatments focusing on cisplatin, ovarian cancer, testicular cancer, breast cancer, colon 
cancer, lung cancer etc. seen in adults and children. Cisplatin is an antineoplastic agent frequently used in cancer 
types. Drug resistance to cisplatin has an effect on the success of the treatment. After cisplatin-administered 
treatments, patients may experience cisplatin-induced side effects of various toxic dimensions, such as nausea, 
nephrotoxicity, cardiotoxicity, hepatotoxicity, and neurotoxicity. As a result of the literature review, various 
studies have been carried out to reduce the side effects and toxic effects of cisplatin and other anticancer 
molecules without interfering with their activities. In this study, we planned to prepare a cisplatin-loaded 
chitosan nanoparticle formulation based on the ionic gelation method using chitosan and tripolyphosphate (TPP) 
with the information obtained from the literature. In this study, chitosan nanoparticles containing the same 
concentration of cisplatin were applied to MDA-MB-231 breast cancer cell lines obtained from the American 
Type Culture Collection (ATCC). As a result, biocompatible nanoparticles with similar cytotoxic effects cause less 
side effects in other cells and tissues than other nanoparticles. 
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Introduction 
 

Cancer is one of the most important diseases that 
visibly affects living standards, requires long-term heavy 
treatment stages, has a very high mortality and morbidity 
rate, requires special care after diagnosis, and threatens 
human health today [1].  Many types of cancer usually 
begin with the uncontrolled division and proliferation of 
abnormal cells. Cancer types are mostly named according 
to the tissues and organs from which they originate [2]. 
Cancer cells accumulate over time to form tumors. 
Tumors may be benign or malignant according to their 
activity. Tumors that cause cancer are malignant tumors. 
The cells of such tumors are abnormal. Depending on their 
size, these tumors have the ability to compress, penetrate 
and destroy normal cells. When cancer cells leave the 
tumor of origin, they can reach the rest of the body 
through the blood or lymph circulation. They form 
colonies in these regions and continue their growth 
processes. The spread of cancer cells to the body in such 
a way is called metastasis, that is, the spread of cancer to 
other tissues and organs [3]. Patients with cancer are 
treated with either surgical treatment methods such as 
surgical interventions or newer treatment methods such 
as gene therapy, depending on the type of cancer and its 
stage. Radiation therapy is used dangerous doses of 
radiation to shrink or kill cancerous cells [4-6]. In addition 
to these, many drugs and drug active substances such as 
cisplatin are used in the treatment of cancer. Cisplatin is 
one of the first metal-based, widely used 
chemotherapeutic agents [7].  

Cisplatin is one of the most widely used 
chemotherapeutic drugs for various tumors in the clinic 
due to its high activity and broad spectrum of action. [8, 
9]. Cisplatin is an important chemotherapeutic agent 
widely used in the treatment of various diseases such as 
testis, ovary, breast, cervical, prostate, bladder, and lung 
[10]. Cisplatin is formed by the coordination of a central 
platinum atom in the "cis" position, two chlorine and two 
ammonia molecules. Molecular strructure of cisplatin was 
shown in Figure 1. 

 

 

Figure 1. 2-dimensional and 3-dimensional structure of 
cisplatin [11] 

 
Cisplatin generally binds to DNA from its genomic 

region to form gDNA or binds from its mitochondrial 
region to form mtDNA. It causes lesions in DNA. By acting 
on DNA, mRNA and proteins, it causes their inhibition and 
prevents their production. It activates multiple 
transduction pathways by interfering with the DNA 
replication mechanism. These events eventually lead to 
apoptosis and necrosis. [12-13]. Nephrotoxicity, 
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ototoxicity, gastrointestinal, neurotoxicity and 
hepatotoxicity often occur after cisplatin treatment [14]. 
It is known that cisplatin causes nephrotoxicity by 
contributing to the formation of free oxygen radicals such 
as superoxide and hydroxyl radical. Platinum response to 
combined cisplatin use is primarily high, however, many 
cancer patients will eventually resurface with cisplatin-
resistant diseases. Therefore, significant resistance to the 
drug has been observed in many patients whose condition 
relapses due to cisplatin therapy. Suggested cisplatin-
resistant mechanisms include differences in uptake and 
flux of cisplatin into cells, increased biotransformation 
and detoxification in the liver, and increased over DNA 
repair and anti-apoptotic mechanisms [15]. Cisplatin 
treatment is very beneficial on the life expectancy of 
breast cancer patients [16].  

The MDA-MB-231 cell is an epithelial line of human 
breast cancer cells. Metastatic breast and 
adenocarcinoma from pleural effusion of a woman and is 
one of the breast cancer cell lines frequently used in 
research laboratories [17]. Many risk factors that cause 
breast cancer have been identified. Among these risk 
factors, hereditary factors are very important in the 
formation of breast cancer. Approximately 40% of human 
breast cancers are caused by mutations in the p53 gene 
[18]. In addition, cancer patients experience physical 
collapse such as nausea, loss of appetite, weight loss, hair 
loss, and psychological collapse such as depression and 
depression as a kind of side effect during chemotherapy 
treatment. These treatments are provided with 
psychological support [19] 

Nanoparticles are used in cancer treatment. In 
general, as a result of the studies chitosan inhibits cell 
proliferation, induces apoptosis and has been shown to 
reduce its size. Therefore, it is widely used in breast 
cancer. Chitosan has many advantages such as 
bioavailability, biocompatibility, biodegradability, and 
mucoadhesiveness. It is distinguished from other 
nanoparticles by its properties [20]. It also has features 
such as antibacterial, antifungal, antitumor and 
hemostatic activities. It stimulates wound healing and 
immune system. Chitosan is one of the natural 
polysaccharides obtained from the shells of shellfish and 
fungal cell walls and is obtained as a result of 
deacetylation of chitin [20, 21]. Molecular structure of 
chitosan was shown in Figure 2 [22]. 

 

 

Figure 2. The structure of chitosan [22] 

 
In this study, it was aimed to prepare nanoparticles 

with chitosan, a biocompatible polymer and cisplatin, 

which has a cytotoxic effect on cancer cells. As seen in the 
studies, it has been stated that cisplatin has various toxic 
and side effects together with its use in cancer treatment. 
Our hypothesis is that the preparation of chitosan 
nanoparticles containing cisplatin in the concentration it 
is applied alone and that the biocompatible nanoparticles 
on cells and have more effective cytotoxic effect on MDA-
MB-231 cancer cells. 

 
Materials and Methods 
 

Chemicals and Medical Consumables 
MDA-MB-231 breast cancer (HTB-26 ™) cell line, 

penicillin/streptomycin (10,000U/mL), DMEM/Nutritional 
Mixture, Fetal Bovine Serum (FBS), Trypsin-EDTA solution 
and various consumables required for cell culture were 
used. In the preparation of chitosan nanoparticles, 
medium molecular weight chitosan, tripolyphosphate 
(TPP), glacial acetic acid were used. 

 
Preparation of Chitosan Nanoparticles 
The ionic gelation method was used for the 

preparation of nanoparticles. It were dissolved in 0.05 % 
acetic acid, with a medium molecular weight chitosan 
concentration of 2,5 mg/ml. The dissolution process of 
chitosan was performed using a magnetic stirrer. The 
dilution of acetic acid was done with sterile bidistilled 
water. TPP was dissolved in sterile bidistilled water with 
stirring on a magnetic stirrer at a concentration of 2,5 
mg/ml. The determined concentration of cisplatin were 
added to the dissolved TPP and mixed for 10-15 minutes 
to distribute it homogeneously. Afterwards, TPP 
containing cisplatin were dropped into the chitosan mixed 
in a magnetic stirrer with a certain dropping rate, and the 
mixing process were continued for 3 hours after the 
dropping process. Then, the chitosan-TPP mixture were 
added to a 50 ml centrifuge tube and centrifuged at 
12.000 rpm for 15 minutes. After centrifugation, 
discarding the supernatant in the upper part, sterile 
bidistilled water were added and centrifugation were 
taken place again. After this process was repeated three 
times, the chitosan nanoparticles containing cisplatin at 
the bottom of the tube were maintained at -20 ºC 
overnight. The next day, our frozen nanoparticles were 
lyophilized in the lyophilizer. Our lyophilized nanoparticles 
were put into an eppendorf tube and stored in a moisture-
free environment after passing through the sieves used in 
nanoparticle preparation. Mechanical characterization 
studies of nanoparticles were performed using Malvern 
Zetasizer device [23]. 

 
Cell Culture 
MDA-MB 231 cells obtained from American Type 

Culture Collection (ATCC) were in an incubator at 37°C and 
5% CO2, in flasks, in DMEM cell culture medium including 
1% L-glutamine and penicillin-streptomycin, 10% fetal 
bovine serum were reproduced in vitro condition. When 
the cells reach a certain density (80%), the cells were 
passaged and work were started after a certain passage. 
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XTT Cell Viability Assay 
The effect of cisplatin and cisplatin-loaded 

nanoparticles on the viability of MDA-MB 231 cell line 
were investigated with the XTT cell viability assay. In this 
method, metabolically active cells reduce XTT, a 
tetrazolium salt, to orange colored formazan crystals. 
Because of the dye was water-soluble, the dye density can 
be read at certain wavelengths (450 nm) with the use of a 
spectrophotometer. The dye density in orange is 
proportional to the number of metabolically active cells. 
For cytotoxicity experiments, first of all, 10x103 cells were 
taken from the medium containing 100 µL of DMEM + 10% 
FBS + 1% antibiotic, and cells were seeded in a sterile 96-
well microplate and incubated overnight for cells to 
adhere. The next day, the medium on the cells were 
removed, the wells were washed with PBS, fresh medium 
were added to the cells, different concentrations of 
cisplatin were applied to the cells and incubated for 24 
hours. At the end of this period, the medium were 
removed and the cells were washed three times with PBS. 
Then, 100 µl of clear (colorless) DMEM and 50 µl of XTT 
solution were added to each well and incubated in a CO2 
incubator for 4 h. After the incubation, the optical density 
value were read at 450 nm in the microplate reader, the 
cell viability rate of the control group were considered as 
100% [24]. 
 

Results and Discussion  
 

Mechanical Characterization Result of 
Nanoparticles 

The zeta potential is known as the electrostatic 
interactions between particles and cells in a fluid medium. 
According to the results, the zeta potential values of the 
nanoparticles ranged between 2.36 ± 0.03 mV and 2.58 ± 
0.02 mV (Table 1). Thanks to the positive zeta potential of 
nanoparticles, it is easier to adhere to the negatively 
charged cell membrane and enter the cell through 
receptors. The zeta potential values of the nanoparticles 
obtained at the end of the study can be evaluated as 
suitable for application. Particles above a certain 
molecular size are not able to pass through the cell 
membrane and show the desired effects in the target 
region. For this reason, it is desired that the nanoparticles 
have size in the specified ranges (< 400 nm). In this study, 
nanoparticle sizes were observed to be between 312.14± 
1.8 nm and 336.25 ± 2.2 nm. It can be concluded that 
nanoparticle sizes are appropriate for in vitro cell culture 
assay, hence its antiproliferative effect may be within the 
expected values in in vitro studies. The polydispersity 
index value is a significant parameter in the homogeneity 
of the size distribution of the nanoparticle and in the 
evaluation of the aggregation risk.This value is required to 
be less than 0.4 in terms of application.

 
Table 1. Particle size, zeta potential and polydisperse index values of chitosan nanoparticles 

Formulations 
(Chitosan- TPP nanoparticles) Zeta potential(mV) ± SD Size (nm) ± SD Polydispersity 

index ± SD 
*NP1 2.46 ± 0.04 312.14± 1.8 0.242 ± 0. 02 
*NP2 2.58 ± 0.02 334.22 ± 2.6 0.273 ± 0.04 
*NP3 2.36 ± 0.03 336.25 ± 2.2 0.258 ± 0.03 

*All nanoparticles (NP1, NP2, NP3) containing medium molecular weight chitosan, tripolyphosphate and cisplatin.  

When we evaluate the results, it can be said that the 
polydisperse index values of nanoparticles are lower than 
0.4 and it is suitable for application. According to the 
results of the mechanical characterization study, the NP1 
formulation has the most suitable particle size, zeta 
potential and polydisperse index values, so its applicability 
is higher in terms of in vitro studies. 

 
Antiproliferative Activity Result of Cisplatin and 

Nanoparticles Loaded With Cisplatin 
Nanoparticles loaded with cisplatin and only cisplatin 

were treated to the MDA-MB 231 cells at concentrations 
(2.5 µg/ml, 5 µg/ml, 10 µg/ml, 25 µg/ml, 50 µg/ml) and 
the cytotoxic efficiencies and IC50 values of the samples 
were calculated and evaluated. Nanoparticles used in in 
vitro studies were prepared using the same method but 
mechanical features such as particle size, zeta potential 
and polydispersity index may differ owing to the 
differences arising from the experimental environment 
and minor mistake. Due to this difference, the 
antiproliferative activities of nanoparticles may also show 
slight differences. Concentration-dependent MDA-MB 
231 antiproliferative activity of samples including only 

cisplatin was calculated as 74.36 % at 2.5 µg/mL 
concentration and 47.28 % at 50 µg/mL concentration. 
Cell viability of NP1 samples 64.28 % at 2.5 µg/mL 
concentration and 41.23 % at 50 µg/mL concentration. If 
we evaluate the cell viability of NP2 samples on MDA-MB 
231 cells, cell viability ranged between 68.87 % and 43.36 
% depending on the concentration. In addition, cell 
proliferation of NP3 samples 69.22 % at least 
concentration and 45.52 % at highest concentration. 
According to XTT cell viability results, it was observed that 
NP samples including cisplatin had significantly more 
effective cytotoxic activity against MDA-MB 231 cells 
compared to cisplatin alone. Especially, the NP1 
formulation showed the highest cytotoxic activity at all 
concentrations. According to the results of in vitro cell 
culture studies and XTT cytotoxicity studies, we can 
conclude that cisplatin has an important antiproliferative 
effect on MDA-MB 231 cells so has a cytotoxic effect. In 
addition, the main aim of preparing nanoparticles 
containing cisplatin in this study was to increase the 
antiproliferative activity of cisplatin on MDA-MB 231 cells 
and to obtain a more effective anticancer activity. 
According to the results, it can be said that nanoparticles 
show the desired efficiency in XTT cell viability assay. 
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Table 2. Concentration dependent MDA-MB 231 cell viability results of cisplatin and NPs including cisplatin 
 MDA-MB 231 Cell Viability (%) 

Samples/Concentration  (2.5 µg/mL)   (5 µg/mL) (10 µg/mL) (25 µg/mL) (50 µg/mL) 
Cisplatin 74.36 71.12 63.74 57.78 47.28 

NP1 64.28 61.35 54.28 49.57 41.23 
NP2 68.87 63.37 57.58 51.36 43.36 
NP3 69.22 64.12 57.86 54.78 45.52 

 
In a study performed Alp et al. HeLa cells were treated 

with different concentrations of CDDP at 24 and 48 hours. 
The XTT technique was used to measure cell viability. 
Furthermore, using Real-Time PCR, the quantitative 
mRNA expression of the mTOR, AKT, CCND1, and STAT-3 
genes was examined following treatment with various 
dosages of cisplatin. In summary, different mRNA 
expression pattern was found after CDDP treatment 
regarding to exposure time [25]. 

In another study performed Arslan et al. A549 and SK-
MES-1 which had been kept as frozened form in the liquid 
nitrogen tank were prepared in order to use. The 
cytotoxicity was determined using XTT and MTT, and the 
apoptotic effects were assessed first by comparing the 
mRNA levels of the BAX, BCL-2, and CASPASE-3 genes, and 
then by counting the percentage of early apoptotic cells 
observed on the cell lines. When all of the data was 
analyzed properly, the effects of -Bgtx treatment with and 
without cisplatin were shown to be significant, particularly 
in the SK-MES-1 squamous lung cancer line, where 
tobacco use was the primary cause of cancer with a high 
percentage of cases. [26]. 

42 female patients were included in this study who 
were neoadjuvantly treated with the ETC combination ( 
epirubicin 60 mg/m², docetaxel 60 mg/m², and cisplatin 60 
mg/m²) every three weeks between March 2010 and 
March 2011 provided having the diagnosis of breast 
cancer. There wasn’t any treatment related death. 
Combination of ETC chemotherapy can be preferred in 
neoadjuvant treatment of breast cancer because of high 
response rate and tolerability [27]. Unlike our study, 
cisplatin was used in combination. Epirubicin and 
docetaxal were used in combination. 

Perez et al. reported a high response rate of up to 62% 
in a study they conducted with paclitaxel and carboplatin 
as the first choice treatment for patients with metastatic 
breast cancer. Based on the findings of these research, 
platinum compounds are becoming more popular as first-
line treatments, particularly for triple-negative breast 
cancer. Cisplatin is utilized alone or in various 
combinations in these recent research. The inclusion of 
gemcitabine or capecitabine to anthracycline and taxanes-
containing regimens is also being investigated[ 28]. 

The advantage of our study over other studies is that 
we used chitosan polymer in addition to cisplatin. Among 

the features of chitosan; Biodegradable, biocompatible, 
antimicrobial activity, non-toxic, chemical and physical 
properties, can be converted into a wide variety of 
physical forms with appropriate technological methods. 
Since chitosan in cationic structure contains amino group 
that can react, it can easily react with ions in anionic 
structure. Chitosan has many advantages, especially with 
its ability to transform into microspheres, microparticles 
and nanoparticles. These forms can control the controlled 
release of active substances. Due to the biocompatible 
chitosan nanoparticle, it shows antiproliferative activity in 
cancer cells and prevents the progression of cancer cells. 
At the same time, it does not have any side effects and 
toxicity to healthy cells. 

 
Conclusion 
 

The experiment was to investigate what kind of effect 
cisplatin has on breast cancer cells by observing its 
antiproliferative activity. It was aimed to prepare 
cisplatin-loaded chitosan nanoparticles and obtain better 
cytotoxic activity on cancer cells. In this study, 
nanoparticles with positive zeta potential showed the 
desired effect because they can easily adhere and pass 
through the cell membrane. The acceptable value of the 
polydisperse index value should be at most 0.4, and as a 
result of the experiment, it was found to be less than 0.4. 
Based on the results of the study, we can conclude that 
cisplatin loaded nanoparticle has a significant 
antiproliferative effect on MDA-MB 231 cells. 
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The goal of this research is to develop a spectrofluorometric method for analyzing carvedilol in pharmaceutical 
preparations and apply this method to the formulations. The method’s calibration curve was plotted between 
25 and 500 ng/mL. The mean calibration equation from six replicate experiments is y=1.8736x+7.7291. The 
correlation coefficient value was higher than 0.997 for the mean calibration curve. The trueness results were 
better than 2.09% and the precision results were less than 2.73% for carvedilol. The detection and quantitation 
limits were determined as 2.196 and 6.654 ng/mL, respectively. In addition, the method was used to study 
carvedilol in pharmaceutical preparations. The method had recovery values >98.4% for all samples in 
pharmaceutical preparations. The detection wavelength was optimized to maximize the sensitivity of the 
method. This method has good sensitivity with satisfactory results. Therefore, the method can be used in 
carvedilol analysis. 
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Introduction 

Carvedilol is an antagonist of α1 and β1, β2 receptors 
as cardiovascular agent [1-3]. In addition, it is used to treat 
congestive heart failure, myocardial infraction, high blood 
pressure and ischemic heart disease. The chemical 
formula structure of carvedilol is (±)-1-(carbazol–4-yloxy)-
3-((2-(o-methoxyphenoxy)ethyl)amino)-2-propanol 
(Figure 1). 

 

N
H

O N
H

O
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Figure 1. Structure of carvedilol 
 
Carvedilol is available 12.5 mg and 25 mg varying doses 

in tablet formulations. Carvedilol has got 
C24H26N2O4 molecular formula and of 406.474g/mol 
molecular mass [4]. Since it is polar, its solubility in polar 
solvents is good [5]. 

In literature research, UV-Visible spectrophotometry 
[6-13], spectrofluorometry [14], HPLC [15-21] and 
capillary electrophoresis [22,23], either as a single entity 
or with other drugs in methods for determining carvedilol 
in pharmaceutical formulations or biological fluids have 
been reached.   
 

These methods, except spectrophotometric methods, 
offered the required sensitivity and selectivity for the 
analysis of carvedilol in biological fluids, however their 
sophisticated instrumentation and high-analysis cost 
limited their use in quality control laboratories for analysis 
of carvedilol in its pharmaceutical dosage forms. 
Moreover, these instruments are not available in most 
quality control laboratories specially, third world 
countries. In general, spectrofluorometry is considered 
one of the most convenient analytical techniques, 
because of its inherent simplicity, low cost, and wide 
availability in most quality control laboratories. For these 
reasons, the goal of this research is to develop a 
spectrofluorometry method for analyzing carvedilol in 
pharmaceutical preparations and apply this method to the 
formulations. The developed method was then 
validated with respect to the ICH Topic Q 2 (R1) guideline 
[24].  

The presented method is based on a simple and 
single analysis step in a short time using inexpensive 
chemicals. At the same time, the approach was also 
used to examine carvedilol levels in pharmaceutical 
preparations.   

 
Materials and Methods 
 

Chemicals   
Carvedilol standard (98≥ purity) and methanol were 

obtained from Sigma (Germany). From a pharmacy, 
Dilatrend, Carvexal and Coronis tablet that included 25 mg 
carvedilol was purchased. 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-8574-7570
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Spectrofluorometry System  
Fluorescence analyses were performed with 

SHIMADSU RF-5301 PC spectrofluorometer system. In 
this work, a Xenon lamp was used. Excitation and emission 
wavelenghts were  as λexc=285 nm and λem=335 nm. Slit 
width was selected as 5.0 nm on spectrofluorometer 
system equipped with a 1 cm quartz cells. 
 

Preparation of Standard Solutions 
Methanol was used to make a 1000 ng/mL carvedilol 
solution. Carvedilol standard solutions were diluted with 
methanol. Standard calibration samples were prepared 25-
500 ng/mL (25, 50, 100, 200, 300, 400 and 500 ng/mL). 
The carvediol solutions were all kept at 4 0C. Carvedilol 
quality control standard solutions were produced 75, 150 
and 450 ng/mL.   
 

Statistical Analysis 
The statistical analyses were done with SPSS V.15.0 
version at computer program. Regression analyses 
were used in the preparation of the carvedilol 
standard line and calculations. For statistical 
significance, the results were given with the mean ± 
standard error. 
 
Results and Discussion 
 

Development and Optimization of the Method 
In this work, the various solvent systems (acetonitrile 
and methanol) were investigated for 
spectrofluorometry method. Methanol was selected 
as the solvent for sensitivity and stability. Excitation 
and emission spectra were recorded at λexc=285 nm 
and λem=335 nm, respectively.  
 

Validation of the Method 
Spectrofluorometry method was validated with validation 
parameters according to CDER. These parameters were 
specificity, linearity, precision, trueness, recovery, limit of 
detection (LOD), limit of quantification (LOQ) and 
stability. 
 

Specificity  
All the standard, quality control and tablet solutions 

were recorded at λexc=285 nm and λem=335 nm, 
respectively. The emission spectrum of carvedilol 
solutions showed maximum values. The spectrums of 
carvedilol standard were given in Figure 2. 

The emission wavelenghs of standard, quality control 
and tablet solutions did not changed at λem=335 nm. The 
effects of common excipients and additives were tested 
for their possible interferences in the assay of carvedilol. 
The simulated and placebo samples were prepared and 
analyzed. 

 

 
Figure 2. The spectrums of carvedilol. 

 
It has not been determined any interference of these 

substances at the levels found in dosage forms. Excipient 
that was used in this preparation was the most commonly 
used by the pharmaceutical industry. The presence of 
titanium dioxide, talc, lactose, starch, and magnesium 
stearate did not appear interfere in the results of the 
analysis. Endogenous interference substances were not 
observed in spectra. According to the analysis results the 
method can be specific. 
 

Linearity 
Standard calibration curve was drawn according to 
emission value (y) of carvedilol versus carvedilol 
concentration. It was found to be linear over the 25-500 
ng/mL concentration range for carvedilol. The mean 
calibration equation from three replicate experiments is 
y=1.8736x+7.7291. The correlation coefficient value was 
higher than 0.997 for the mean calibration curve. The 
results are listed in Table 1. 
 
Table 1. Linearity values of carvedilol 

Parameters Carvedilol 

λexc (nm) 285 
λem (nm) 335 
Linearity range (ng/mL) 25-500 
Slope 18.736 
Intercept 77.291 
Correlation coefficient 0.997 
Standard deviation of slope 0.002 
Standard deviation of intercept 1.247 
LOD (ng/mL) 2.196 
LOQ (ng/mL) 6.654 

 
Precision and trueness  
The %RSD value values were used to assess the 

proposed method’s precision. Six replicates for each of 
three different concentrations were analyzed to 
determine intra-day precision. The same samples were 
analyzed in three successive days to measure the 
intermediate precision. In addition, the percentage 
relative error was used to assess the method's trueness. 
The results are listed in Table 2. 

 

http://www.sciencedirect.com/science?_ob=ArticleURL&_udi=B6TGX-4KBDWH5-3&_user=610102&_coverDate=11%2F16%2F2006&_alid=1039729714&_rdoc=1&_fmt=full&_orig=search&_cdi=5266&_sort=r&_docanchor=&view=c&_ct=1&_acct=C000031788&_version=1&_urlVersion=0&_userid=610102&md5=07802527400c1780f256e051d3b9c866#fig2
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Table 2. Precision and trueness of carvedilol 

  Intra-day Inter-day 

Added 
(ng/mL) 

Found ± SDa Precision 
% RSDb 

Truenessc Found ± SDa Precision 
% RSDb 

Truenessc 

75 74.6 ± 1.424 1.91 -0.53 75.2 ± 2.052 2.73 0.27 
150 148.5 ± 3.121 2.10 1.00 152.2 ± 3.149 2.07 1.47 
450 445.2 ± 4.243 0.95 -2.09 453.4 ± 5.325 1.17 0.76 

 
In addition, the percentage relative error was used to 

assess the method's trueness. The results are listed in 
Table 2. 

The precision and trueness for carvedilol from 
standard solution samples were gratifying. %RSD value is 
obtained as lower than 2.73%. In addition to this, trueness 
is detected to be within ± 2.09% with relative error. From 
the results obtained, it is understood that both the 
precision and the trueness of this method are good. 

 

Recovery 
The percentage recovery was checked to study the 

formulation interference effects at three different 
concentrations. The recoveries were performed by adding 
known amount of pure drugs to pre-analyzed samples of 
carvedilol tablets. The percentage recoveries were 
calculated by comparing concentration obtained from the 
spiked samples with actual added concentrations. The 
results are listed in Table 3. 

 
Table 3. Recovery of carvedilol in tablets (n=6) 

Tablet Added 
(ng/mL) 

Found ± SD Recovery 
(%) 

RSD 
(%) 

Dilatrend 
(150 ng/mL) 

50 49.2 ± 1.312 98.4 2.67 
150 149.2 ± 3.124 99.5 2.09 
250 253.0 ± 6.847 101.2 2.71 

Carvexal 
(150 ng/mL) 

50 49.3 ± 1.097 98.6 2.23 
150 152.4 ± 3.473 101.6 2.28 
250 247.4 ± 3.146 98.9 1.27 

Coronis 
(150 ng/mL) 

50 49.6 ± 1.073 99.2 2.16 
150 147.8 ± 3.624 98.5 2.45 
250 252.7 ± 4.369 101.1 1.73 

Also, the proposed method was compared with the 
official method [25]. Besides, the results of the proposed 
method were compared with the reported method [26]. 
The results revealed no significant difference between the 

proposed and reference methods using F test at the 95% 
confidence level (Table 4). Also, the limit of quantitation 
of the proposed method is lower than those of the official 
method [25]. 

 
Table 4. Comparison of the methods 

Parameters Spectrofluorometry Official method [25] Reported method [26] 

Trueness % 99.68 99.98 99.93 

SD 0.847 0.012 - 

% RSD 0.849 0.012 0.28 

Variance 0.717 1.44x10-4 
 

Standart error 0.346 4.89x10-3 
 

Calculated F-value (Fc) 1.76 
  

Tabulated F-value (Ft) 3.00           Ft > Fc: (P > 0.05)  
 

 
LOD and LOQ 
The LOD and LOQ values were calculated using 

calibration standards as 3.3 σ/S and 10 σ/S, respectively 
[27,28].    (Where, σ: Standard deviation of the response, 
S: Slope of the calibration curve). The LOD and LOQ for the 
method were obtained as 2.196 and 6.654 ng/mL, 
respectively. 

 
 
 

Stability 
Carvedilol stock solution stability was evaluated for at 

least 72 hours at room temperature. In addition, 
carvedilol standard sample solutions were stable at room 
temperature, 4 and -20 0C refrigeration temperature for 
72 h. The trueness of carvedilol stability are within the 
acceptance range of 90-110%. No significant degradation 
product of carvedilol in these conditions. The results are 
also listed in Table 5. 
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Table 5. Stability of carvedilol in different temperatures (n=6) 

Added 
(ng/mL) 

 

Room temperature  
24 h 

 (Mean ± SD) 

Room temperature  
72 h  

 (Mean ± SD) 

Refrigeratory 
+4 °C, 72 h 

 (Mean ± SD) 

Frozen  
 -20 °C, 72 h 
 (Mean ± SD) 

150 98.6 ± 2.65 98.6 ± 2.74 101.9 ± 1.47 98.6 ± 3.32 

300 98.9 ± 1.62 98.9 ± 2.04 100.6 ± 1.79 98.2 ± 3.62 

450 99.4 ± 3.61 101.2 ± 3.41 98.6 ± 2.64 101.9 ± 3.71 

Procedure for Pharmaceutical Preparations 
The preparation of tablet sample solution was done by 

taking twenty tablets of carvedilol. Tablets were 
powdered in a mortar pestle. After, an amount of the 
powdered sample equivalent to 25 mg of drug was taken 
in a 25 mL volumetric flask and then solubilized with 25 
mL methanol.  Standard sample was prepared as 
1.0 mg/mL. The tablet solution was filtered by Whatman 
No 42 paper.  Then, it was diluted to get in the range of 
100 and 400 ng/mL with methanol (Figure 3). 

 

 
Figure 3. The spectrums of Dilatrend tablet containing 

carvedilol. 
 

Conclusions 
 

In this work, a simple, new and fast 
spectrofluorometry method has been completely 
developed in order to analyze carvedilol in pharmaceutical 
preparations. Furthermore, the validation parameters 
were used to validate the procedure. The method was 
found to easy for the analysis of carvedilol. The carvedilol 
recoveries in tablets was in good agreement with their 
respective label claims. The method described has been 
effectively and efficiently used to analyze carvedilol 
pharmaceutical tablets without any interference from the 
pharmaceutical excipients. On the other hand, no 
extraction procedure is used. Therefore, the 
spectrofluorometric run time of 1 min allows the analysis 
of a large number of samples in a short period of time.  
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In this study, 3-(N-ferrocenylmethylamino)-1-propanol, FcCH2N(CH2)3OH, is prepared by the reduction of Schiff 
base with NaBH4,  which is obtained from the condensation reaction of ferrocenecarboxaldehyde and 3-amino-
1-propanol in methanol. Reaction of octachlorocyclotetraphosphazene (OCCP, tetramer, N4P4Cl8, 1) and 
bidentate ligand (L), sodium 3-(N-ferrocenylmethylamino)-1-propanoxide, give hexachloromonoferrocenylspiro 
(2). Fully substituted mono-ferrocenylhexaamino(N/O) spirocyclotetraphosphazenes (2a and 2b) have been 
synthesized by the reaction of 2 with excesses of propylamine and butylamine, respectively. The structures of 
2a and 2b were determined using elemental analysis, mass spectrometry (ESI-MS), FTIR, 1H, 13C and 31P NMR 
data. In addition, antituberculosis activity studies of 2a and 2b against Mycobacterium Tuberculosis H37Rv 
reference strain were performed. 
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Introduction 

Cyclophosphazenes are an inorganic ring system 
consisting of a skeleton (N=PX2)n (n = 3, 4, 5…)  linked by 
sequential binding of N and P atoms and two inorganic-
organic and/or organometallic side groups (X) covalently 
bonded to each P atom [1,2]. 
Hexachlorocyclotriphosphazene (HCCP, trimer, N3P3Cl6) 
and octachlorocyclotetraphosphazene (OCCP, tetramer, 
N4P4Cl8, 1) are the renowned starting reagents [3]. Both 
starting reagents have been widely used in the 
preparation of trimeric and tetrameric phosphazenes 
substituted with a lot of mono- and multifunctional 
heterocyclic reagents 4-6]. However, since the number of 
Cl atoms is higher in tetrameric phosphazene than in 
trimeric phosphazene, the number of geometrical and 
optical isomers that can be formed is also higher as 
expected. Thus, the products formed from the reactions 
of the tetramer are more difficult to separate. However, 
although the product variety is more interesting, the 
studies on the tetramer are very limited [7,8].        

In phosphazenes, geometrical (nongeminal, cis/trans 
and geminal) and chiral isomers are formed depending on 
the number of replacements of Cl atoms with nucleophiles 
and the reaction conditions [9]. Moreover, the reaction of 
unsymmetrical bidentate ligands, such as sodium 3-
amino-1-propanoxide and N-methyl-1,3 diaminopropane, 
with HCCP resulted in the formation of monospiro-, 
dispiro-, and trispirocyclotriphosphazenes [10, 11]. It was 
noticed that monospiro product was created 
stereoselectively in THF from the reaction of sodium 3-(N-
ferrocenylmethylamino)-1-propanoxide (L) with an 
equimolar amount of HCCP [12].  

In addition, it is stated in the literature that many 
cyclophosphazene derivatives can be used as biologically 
active materials [13], ionic liquids [14, 15], fluorescent 
indicators [16], lubricants [17], and organic light-emitting 
diodes (OLEDs) [18]. Moreover, some ferrocene 
compounds are of interest in various applications such as 
photoluminescent systems [19], drug release systems 
responsive to redox stimuli [20], electron-transfer 
mediators [21], organometallic catalysts [22]. Moreover, 
the antituberculosis and anticancer activities of ferrocene 
derivatives have been investigated against some 
reference strains and cancer cells [23, 24]. In addition, in 
recent years, there are studies in which trimeric and 
tetrameric phosphazenes containing ferrocenyl groups 
were obtained and their biological activities were 
investigated [25, 26]. 

In the last two decades, partially/fully substituted 
cyclophosphazene derivatives have received great 
attention for their potential as antituberculosis, 
antimicrobial and anticancer agents [27]. 
Ferrocenylcyclophosphazenes show antituberculous 
activity against Mycobacterium tuberculosis H37Rv [28]. 

In the present study, hexachloro(N/O) 
spirocyclotetraphosphazene containing monoferrocenyl 
pendant arm (2) was resynthesized as the starting 
compound [29,30]. In dry THF, the reaction of 2 with 
excess propyl and butylamine gave the 
hexaamino(N/O)spirocyclotetraphosphazene derivatives 
(2a and 2b) (Figure 1). These compounds were also 
synthesized to study their bioactivity. 
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Figure 1. Synthesis of hexaaminomonoferrocenyl 
spiro(N/O)cyclotetraphosphazenes. 

 
Materials and Methods 

 
Apparatus 
Nucleophilic substitution reactions were made under 

the Ar atmosphere. Necessary solvents were dried before 
use and purified by appropriate methods lit. N4P4Cl8 
(Otsuka Chemical Co. Ltd., crystallized from n-hexane), 
ferrocenecarboxaldehyde, (Aldrich), 3-amino-1-propanol, 
propylamine and butylamine (Merck) were procured. All  
the reactions were followed by TLC on Merck DC Alufolien 
Kiesegel 60 F254 plates in suitable solvents. Column 
chromatography was performed with Merck Kiesegel 60 
(230-400 micronized ATSM) silica gel. The melting points 
of mono-ferrocenyl(N/O)cyclotetraphosphazenes were 
determined with a Gallenkamp instrument using a 
capillary tube. Micronalyses were performed with the 
Leco CHNS-932 instrument. FTIR spectra were recorded 
on KBr discs on a Jasco FTIR-430 spectrometer and 
reported in cm-1 units. Electron spray ionization-mass 
spectra (ESI-MS) were taken with a Waters 2695 Alliance 
Micromass ZQ spectrometer. The 1H and 13C NMR spectra 
of the phosphazenes were recorded on the Varian 

Mercury FT-NMR (400 MHz) spectrometer operating at 
400.13 MHz and 100.62 MHz, respectively, and the 31P 
NMR spectra were recorded on the Bruker Avance III HD 
(600 MHz) spectrometer operating at 242.94 MHz. 

 
Synthesis of Phosphazenes 
Synthesis of compound 2 
The starting compound, hexachloro(N/O)spirocyclo 

tetraphosphazene (2), was synthesized from the reaction 
of OCCP (1) and equimolar amount of sodium L according 
to previous studies [29, 30]. 

 
Synthesis of Compound 2a 
A propylamine solution (0.80 mL, 9.75 mmol) in dry 

THF (50 mL) was slowly added into a stirred solution of 
triethylamine (0.63 mL, 4.52 mmol) and 2 0.50 g, 0.75 
mmol) in dry THF (100 mL) at room temperature. The 
mixture was refluxed for over 90 h. After the solvent was 
evaporated, the product was purified using column 
chromatography [THF-toluene (2:3)], and then it was 
purified by hexane: ethyl acetate (3:1) preparative thin-
layer chromatography. Afterwards, the product was 
crystallized from n-hexane. Yield: (0.37 g, 62%). mp: 148 
°C. Compound 2a: Anal. Calcd. for C32H65ON11P4Fe.2C7H8O: 
C, 47.88; H, 8.14; N, 15.35. Found: C, 48.38; H, 8.50; N, 
15.20. ESI-MS (Ir %, Ir designates the fragment abundance 
percentage): m/z 801 ([M2H]+, 100). FTIR (KBr, cm-1): ν 
2928, 2869 (C-H aliph.), 1265 (asymm.), 1113 (symm.) 
(P=N). 1H NMR (400 MHz, CDCl3, ppm):  δ 4.23 (m, 2H, H2), 
4.16 (d, 2H, 3JPH=13.2, 3JHH=5.6 Hz, O-CH2), 4.10 (bp, 5H, 
H4), 4.06 (m, 2H, H3), 3.92 (d, 2H, 3JPH=7.6 Hz, H5), 2.98 (m, 
2H, Fc-CH2-N-CH2), 2.83 (m, 12H, P-NH-CH2), 2.38 (bp, 6H, 
P-NH), 1.63 (m, 2H, O-CH2-CH2), 1.49 (m, 12H, P-NH-CH2-
CH2), 0.91 ve 0.89 (t, 18H,  3JHH=6.8 ve 3JHH=7.6 Hz, CH2-
CH3). 13C NMR (100 MHz, CDCl3, ppm): δ 85.27 (d, 3JPC=10.8 
Hz, C1), 69.82 (s, C2), 68.41 (s, C4), 67.69 (s, C3), 66.41 (d, 
2JPC=5.3 Hz, O-CH2), 53.42 (s, P-NH-CH2- CH2), 47.36 (s, C5), 
45.56 (s, Fc-CH2-N-CH2), 42.96 ve 42.90 (s, P-NH-CH2), 
25.72 (s, O-CH2-CH2), 11.70 ve 11.64 (s, CH2-CH3). 31P NMR 
(242.94 MHz, H3PO4 (85%), ppm): δ 3.32 (t, 2JAC: 41.3 Hz, 
PA, OPN), 6.01 (t, 2JBC: 26.7 Hz, PB, NPN), 5.80 (t, PC, PNN). 

 
Synthesis of Compound 2b 
The experimental procedure was similar to that of 

compound 2a, using 2 (0.50 g, 0.75 mmol), triethylamine (0.63 
mL, 4.52 mmol) and butylamine (0.97 mL, 9.75 mmol). The 
mixture was refluxed for over 96 h. After the solvent was 
evaporated, the product was purified using column 
chromatography [THF-toluene (1:3)], and crystallized from n-
hexane.  Yield: (0.35 g, 53%). mp: 157 °C. Compound 2b: Anal. 
Calcd. for C38H77ON11P4Fe.2C7H8: C, 58.48; H, 8.77; N, 
14.42.Found: C, 58.98; H, 8.99; N,13.92. ESI-MS (Ir %, Ir 
designates the fragment abundance percentage): m/z 885 
([M+2H]+, 100). FTIR (KBr, cm-1): ν 2926, 2859 (C-H aliph.), 1271 
(asymm.), 1117 (symm.) (P=N). 1H NMR (400 MHz, CDCl3, 
ppm):  δ 4.20 (m, 2H, H2), 4.17 (d, 2H, 3JPH=11.6, 3JHH=4.0 Hz, O-
CH2), 4.11 (bp, 5H, H4), 4.06 (m, 2H, H3), 3.92 (d, 2H, 3JPH=7.6 Hz, 
H5), 3.01 (m, 2H, Fc-CH2-N-CH2), 2.85 (m, 12H, P-NH-CH2), 2.68 
(bp, 6H, P-NH), 1.61 (m, 2H, O-CH2-CH2),1.53 (m, 12H, P-NH-



Binici / Cumhuriyet Sci. J., 43(2) (2022) 193-200 

195 

CH2-CH2-CH2) 1.47 (m, 12H, P-NH-CH2-CH2), 0.91 ve 0.89 (t, 
18H,  3JHH=7.2 ve 3JHH=4.0 Hz, CH2-CH3). 13C NMR (100 MHz, 
CDCl3, ppm): δ 83.88 (d, 3JPC=11.2 Hz, C1), 70.11 (s, C2), 68.58 (s, 
C4), 68.32 (s, C3), 66.41 (d, 2JPC=6.9 Hz, O-CH2), 53.45 (s, P-NH-
CH2- CH2), 47.42 (s, C5), 45.60 (s, Fc-CH2-N-CH2), 41.41 ve 41.27 
(s, P-NH-CH2), 30.39 ve 30.29 (s, N-CH2-CH2), 29.40 (d, 3JPC=3.0 
Hz, O-CH2-CH2), 26.39 ve 26.37 (m, P-NH-CH2-CH2-CH2) 13.84 
ve 13.79 (s, CH2-CH3). 31P NMR (242.94 MHz, H3PO4 (85%), 
ppm): δ 3.20 (t, 2JAC: 41.2 Hz, PA, OPN), 6.30 (t, 2JBC: 36.4 Hz, PB, 
NPN), 5.62 (t, PC, PNN). 

 
Evaluation of Antituberculous Activity 
The antituberculosis activities of the 

hexaamino(N/O)spirocyclotetraphosphazenes (2a and 2b) 
were evaluated against the reference strain Mycobacterium 
tuberculosis H37Rv (ATCC 27294) using the “Agar proportion 
method” in agar-based Middlebrook 7H10 medium with 
respect to the recommendations of the Clinical and Laboratory 
Standards Institute (CLSI). The final concentrations of each 
tetraphosphazene derivative in the medium were set at 5, 10, 
20, 40 and 80 µg/mL, respectively. The rest of the experiments 
were carried out as stated in the literatüre [31]. 

Results and Discussion 
 
Synthesis 
It is known from previous studies that the replacement 

reaction of OCCP with an equimolar quantity of L yields 
two different types of products [29, 30]. These two 
products are mono-ferrocenyl-2-cis-4-dichloro-ansa- (2,4-
ansa; yield 14%) and mono-ferrocenyl-spiro- (spiro; yield 
35%) hexachlorocyclotetraphosphazene derivatives. In 
this study, monoferrocenylspiro-(2) with a higher yield 
was used as the starting reagent in this study. Compound 
2 has six replaceable Cl atoms and is capable of 
substitution reactions with a wide variety of nucleophiles. 
In this study, hexapropylaminomonoferrocenylspiro(N/O) 
(2a) and hexabutylamino (2b) cyclotetraphosphazenes 
were obtained by reacting the spiro (2) (0.75 mmol) with 
excessive amounts of propylamine (9.75 mmol) and 
butylamine (9.75 mmol), respectively. Reactions during 
the formation of the spiro product are likely to proceed 
via the SN′ (P) and/or SN2 (P) reaction pathway (Fig. 2).  
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Figure 2. Proposed reaction mechanism of N4P4Cl8 compound and sodium salt (L) of bidentate ligand with N/O donor 
atoms 

 
Triethylamine (4.52 mmol) was used to keep the acid 

formed as a result of the replacement reaction of the 
tetramer with aminolkoxide as the Et3N.HCl salt. The 
intramolecular hydrogen bond occurred between the N–
H hydrogen of the Pendant FcCH2 arm and triethylamine 
plays a significant role in increasing the reaction yield. The 
yields of 2a and 2b were calculated as 62% and 53%, 
respectively. The structures of the products were 
characterized using elemental analysis, FTIR, ESI-MS, 1H-, 
13C- and 31P-NMR data. These findings are consistent with 
the structures of hexaaminomonoferrocenyl(N/O) 
spirocyclotetraphosphazenes. Analytical data and NMR 
results were presented in the "Experimental Part". 

 

NMR and IR Spectroscopy 
31P NMR results of monoferrocenylspiro 

(N/O)cyclotetraphosphazenes were given in Table 1. The 
starting compound 2 has ABCD spin system due to four 
different phosphorus environments in the molecule, while 
the spin systems of 2a and 2b are are designated as ABC2. 
The δP chemical shifts of 2a and 2b were found to be 
greater than the starting compound 2 (Table 1). 

Electron spray ionization-mass spectra (ESI-MS) of 2a 
and 2b were given in Figure 3. The molar masses of the 
compounds were calculated based on 35Cl and 56Fe 
isotopes. The mass spectrum of 2a and 2b gave a 
protonated molecular [M+2H]+ ion peak. 
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Table 1. 31PNMR data of mono-ferrocenyl-(N/O)cyclotetraphosphazenes.  

P N P

N

PNP

N
N

X

X

X

O

X

X

XFcH2C

A

C B

ABCC' (2); ABC2
 (2a and 2b)

C(D)

 
Fc= Ferrocenyl ; X= Cl,  propylamine and butylamine 

Compound Spin 
System 

OPN δ(ppm) 
ClPCl 

NPN 2JPP (Hz) 

2* ABCD -5.89 (PA) -5.89 (PB) 
-7.44 (PC) 
-7.60 (PD) 

- 2JAC: 38.9 
2JAD: 41.3 

 

2JBC: 26.7 
2JBD: 29.2 

 

2a ABC2 3.32 (PA) - 5.80 (PC) 
6.01 (PB) 

 

2JAC: 41.3 
 

2JBC: 26.7 
 

2b ABC2 3.20 (PA) - 5.62 (PC) 
6.30 (PB) 

 

2JAC:41.2 2JBC: 36.4 

a31P-NMR measurements were taken at 298 K in CDCl3 solution at 242.93 MHz. 
*31P {1H} NMR data are taken from the literature [31].  
 

 
(a) 

 
(b) 

Figure 3. (a) Mass spectra of the compound 
hexapropylmonoferrocenylspiro (2a) and (b) 
hexabutylmonoferrocenylspiro (2b).  

 

On the other hand, all δ chemical shifts, J coupling 
constants and abundance of signals are evaluated from 
the 13C and 1H NMR spectra of 
monoferrocenyl(N/O)cyclotetraphosphazenes. These 
values are given in the “Experimental Part”. The signals of 
O-CH2 carbon of 2a and 2b are observed at 66.41 ppm and 
2JPOC values are calculated as 5.3 and 6.9 Hz. Similarly, 
the 3JPOCC value for carbons O-CH2-CH2 was observed 
only for 2b (3JPOCC 3.0 Hz). In addition, the expected 
carbon (C1-C4) peaks from ferrocene rings were 
determined from the 13C spectra of 2a and 2b.  These 
results were found to be in agreement with literature 
findings for ferrocenylcyclotetraphosphazenes[32]. The 
ipso-C1 carbons of Fc of 2a and 2b were observed at 83.88 
and 85.27 ppm, respectively, and the average value of 
3JPNCC was calculated as 11.0 Hz. 

One of the best confirmations that the Cl atoms of the 
spiro (2) derivative are replaced by amines is the 
observation of the carbon signals of the amino groups in 
the 13C NMR spectra of 2a and 2b (Fig. 4).  

 

 

Figure 4. The stick diagram of 
hexaaminoferrocenyl(N/O)spirocyclotetraphospha
zenes (2a and 2b) 
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From the integral ratios of the 1H spectra of 2a and 2b 
compounds, it is determined that six alkylamino groups 
are bonded to the P2, P4 and P6 atoms. The average δ 
values of aliphatic OCH2, O-CH2-CH2 and NCH2 protons 
were calculated as 4.16, 1.61 and 2.98 ppm, respectively. 
In addition, the expected proton (H2-H4) peaks of 
ferrocene rings were observed in the 1H NMR spectra of 
aminocyclotetraphosphazenes. The results are consistent 
with the literature findings for ferrocenylphosphazenes 
[31]. Fc-CH2 (H5) protons were determined as a doublet 
with an average value of 3.92 ppm, and the coupling 
constant (3JPH =7.6 Hz) was calculated.  

The characteristic FTIR frequencies of 
hexaminospiro(N/O)cyclotetraphosphazenes were also 
given in the "Experimental Part". The characteristic 
symmetric and asymmetric νP=N bands of P=N bonds 
belong to the P4N4 ring and appear at 1113-1117 cm-1 and 

1265-1271 cm-1, respectively [33, 34]. In addition, νP-Cl 

stretching frequencies of the starting compound spiro (2) 
were observed at 556 cm-1 (asymm.) and 488 cm-1 (sym.), 
while these peaks disappeared in completely amino 
substituted products (2a and 2b) [35, 36, 37]. 

 
Antituberculosis Activity against M.Tuberculosis 

H37Rv Reference Strain 
Tuberculosis is an infectious disease caused by 

Mycobacterium Tuberculosis and is known to cause death 
in large numbers of people. Although the disease is 
controlled with various treatment methods, many 
patients die from this disease every year and it is among 
the top 10 causes of death worldwide [38].  

In this study, antituberculosis activities of 2a and 2b 
against M. tuberculosis H37Rv (ATCC 27294) reference 
strain were tested using the “Agar proportional method” 
[39] to contribute to the treatment of tuberculosis (TB). 
M. tuberculosis H37RV strain was found to be susceptible 
to two compounds [2a (35 μg/mL) and 2b (70 μg/mL)]. The 
MIC value of compound 2a (35 μg/mL) was found to be 
much smaller and more effective than compound 2b 
(Table 2) (Figure 5.).However, the MIC value of 2 was 
reported as 80 μg/mL in the literature [29], which shows 
that the new compounds (2a and 2b) formed by binding 
to primary amines are more effective.  

The MIC values of the drugs currently used against the 
reference strain of M. tuberculosis H37Rv are as follows; 
rifampicin (1.0 µg/mL), isoniazid (1.0 µg/mL), ethanebutol 
(10.0 µg/kg) and streptomycin (10 µg/mL). The MIC of 2a 
is closer to the MIC of streptomycin and ethanebutol. 
Therefore, it is thought that this compound can be used as 
a promising new drug in the treatment of TB at low doses. 

As a result, it can be stated that the synthesized 
compounds contain elements such as chlorine, 
phosphorus and nitrogen in the body and when these 
compounds are decomposed, they will not harm living 
cells by transforming into ammonium and phosphate ions 
in the human body. 

However, as a result of long-term use of first and 
second choice drugs used currently in the treatment of 

tuberculosis, many serious side effects are encountered in 
patients. 

 

 

 
 

Figure 5. Anti-tuberculosis activity test of compound 
2a against M. tuberculosis H37RV reference strain. 

Bacterial growth (control) was observed for 
compound 2a in the first 3-compartment petri dish 
(control, 40 and 35 µg/mL) in A.. B was reproduced 
in the second petri dish with 3 compartments (30, 
25 and 20 µg/mL). In this case, the MIC of 2a is 35 

µg/mL 
 
Table 2. Effects of compounds (2a and 2b) in DMSO 

against M. tuberculosis H37Rv strain. 
Comp. Concentration (μg/mL) MIC 

(μg/mL) 

80 40 20 10 5 

2a S S R R R 35 

2b S R R R R 70 

R: resistant, S: susceptible. 
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On the other hand, when the MIC values of the fully 
monoamine substituted monoferrocenylspiro 
cyclotetraphosphazene derivatives in the literature in 
antituberclosis activity studies against the reference strain 

M. tuberculosis H37RV were compared: it was seen that 
the most effective compounds were monoferrocenyl 
(N/N)spirocyclotetraphosphazene derivative pyrrolidine 
substitued derivatives (3 µg/mL) [26, 30, 31].  

 
Table 3. MIC values of the compounds of fully substituted monoferrocenylspirocyclotetraphospahazenes. 

Test organism M. tuberculosis  
H37Rv 

Compounds MIC (μg/mL) 
Monoamines-substituted monoferrocenyl (N/O)spirocyclotetraphosphazenes:   
Pyrrolidine-substituted [30] 65 
Piperidine-substituted [30] I 
Morpholine-substituted [30] 70 
DASD-substituted [30] I 
Hexylamine-substituted [31] 35 
Benzylamine-substituted [31] 70 
Monoamines-substituted monoferrocenyl (N/N)spirocyclotetraphosphazenes:   
Pyrrolidine-substituted (4a) [26] 3 
Pyrrolidine-substituted (5a) [26] 3 
Pyrrolidine-substituted (6a) [26] 3 
Morpholine-substituted (4b) [26] I 
Morpholine-substituted (5b) [26] I 
Morpholine-substituted (6b) [26] I 
DASD-substituted (4c) [26] I 
DASD-substituted (5c) [26] 70 
DASD-substituted (6c) [26] I 

   I:Ineffective 
 
Conclusion 
 

In phosphorus-nitrogen chemistry, the replacement of 
Cl atoms in OCCP with various organic/inorganic mono- 
and bidentate ligands can enable the synthesis of organic-
inorganic-based hybrid cyclotetraphosphazene 
derivatives or their composite materials and thus their 
application in various fields. For this purpose, in this 
article, organic-inorganic based hybrid 
cyclotetraphosphazenes; 2a and 2b were prepared. The 
structures of both tetraphosphazenes are elucidated 
using ESI-MS, FTIR and NMR data. 

On the other hand, the antituberculosis activities of 2a 
and 2b were compared and it was observed that 2a with 
MIC value (35 µg/mL) had a more significant 
antituberculosis effect against M. tuberculosis H37Rv 
reference strain than 2b. Also, since the MIC of 2 is greater 
than the amino-substituted derivatives (2a and 2b), this 
indicated that the antituberculosis activity increased 
when Cl atoms were replaced by amine groups.  

As a result of these findings, these phosphazenes may 
have the chance to be used as promising new 
antituberculosis agents in medicine in the future. 
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The present study was carried out between September 2019 and March 2020 in Yıldız River, which is located 
within the borders of the Yıldızeli district of Sivas province and used for agricultural irrigation purposes, to 
determine the chemical characteristics of river water and the trace elements. Water’s alkalinity, chemical oxygen 
demand (COD), chloride (Cl-), calcium (Ca2+), total hardness, total phosphate (PO4-P), dissolved reactive 
phosphate (SRP), ammonium nitrogen (NH4-N), nitrate-nitrogen (NO3-N), nitrite-nitrogen (NO2-N), soluble 
reactive silica (SiO2-Si) concentrations, as well as trace elements (ferrous, lead, cadmium). Moreover, during the 
sampling process, also the water temperature, dissolved oxygen, conductivity, pH, and total dissolved solids 
measurements were performed. Before using the flame atomic absorption spectrometer (FAAS) in determining 
the Fe, Pb, and Cd in water samples, a simple, environment-friendly, and new ultrasonic liquid-liquid micro-
extraction method was suggested. Several parameters (pH, ionic fluid amount, dispersive solvent volume, and 
temperature) influencing the performance of micro-extraction were optimized. Under the optimized conditions, 
the detection thresholds for Fe (II), Pb (II), and Cd (II) were found to be 0.6, 0.15, and 1.5 μg L-1, respectively. 
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Introduction 

Knowing the physical, chemical, and biological 
characteristics of the water, which is one of the 
necessities for our lives and activities (domestic use, 
industrial use, agricultural irrigation, recreational 
purposes, etc.), is very important [1]. Since the aquatic 
ecosystems and their near surroundings are important 
attraction centers for humans, as well as other organisms, 
they face the highest pollution pressure due to intensive 
settlement and use [2]. Water quality is affected by the 
wastes (canalization or toxic), intensive agriculture, and 
disposal of materials rich in phosphate or nitrogen [3]. It 
is important to identify the water quality by observing and 
determining the parameters (measurement locations, 
measurement times, and intervals) [4].  

Clean water (containing no heavy metal, chemical 
materials, or pathogen microorganisms), which is a 
necessity for all vital activities, should be provided for 
humans. Heavy metals reaching risky levels especially due 
to technological advancements and increasing 
environmental pollution, accumulate within the bodies of 
plants, animals, and humans and pose a threat to human 
health [5,6]. It is also interesting that the number of 
studies examining water pollution and quality from this 
aspect has increased in the recent period. 

Vegetables, which are widely consumed for their 
nutrient content and certain trace elements, have a 
significant contribution to human health [7]. Besides their 

benefits, these products also have harmful effects due to 
the metals they contain. The amount of trace elements 
depends on various factors such as the cultivation and 
harvest of vegetables, the use of chemicals such as 
fertilizers and pesticides/herbicides, and storage 
conditions [8]. The elements’ concentrations exceeding a 
specific limit in the human body create a toxic effect and 
cause undesired health results. In order to prevent such 
problems, it is necessary to perform the quality controls 
of water being used and to determine the concentrations 
of heavy metals. Various analytical methods are used in 
analyzing heavy metals. These methods include various 
atomic spectrometric methods such as high-resolution 
continuum source flame atomic absorption spectrometer 
(HR-CS-FAAS) [9], inductive coupled plasma mass 
spectrometry (ICP-MS) [10], inductive coupled plasma 
optic emission spectrometry (ICP-OES) [11], hydride 
generation atomic absorption spectrometer [12], and 
hydride generation atomic fluorescence spectrometry 
(HG-AFS) [13]. These methods are used in determining the 
metals such as zinc (Zn), cobalt (Co), manganese (Mn), 
nickel (Ni), ferrous (Fe), cadmium (Cd), lead (Pb), selenium 
(Se), and arsenic (As). 

Since these metals are present in water and plant 
samples at trace concentrations, a preliminary isolation 
and enrichment process should be performed. The 
analysis of the sample without preliminary processing is 
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mailto:ekasaka@cumhuriyet.edu.tr
https://orcid.org/0000-0001-7564-9777
https://orcid.org/0000-0003-0786-0196
https://orcid.org/0000-0001-9053-7570


Çakıcı et al. / Cumhuriyet Sci. J., 43(2) (2022) 201-210 

202 

preferred because it would protect the sample from 
contamination. However, few instrumental methods can 
be used in procedures requiring very low concentrations. 
Since many instrumental methods have the same 
principle for technical concentration measurement, 
isolation-enrichment is used to increase the concentration 
to achieve the suitable analysis range during the 
measurements below the detection threshold of the 
analyte. Some of the methods frequently used in isolating 
and enriching the metals in real samples include cloud 
point extraction (CPE) [14], solid-phase extraction (SPE) 
[15], co-precipitation [16] , liquid-liquid extraction (LLE) 
[17] and dispersive liquid-liquid micro-extraction (DLLME) 
[18], solid-phase micro-extraction (SPME) [19], liquid-
liquid micro-extraction (LLME) [20], stir bar sorptive 
extraction (SBSE) [21], coacervate micro-extraction (CME) 
[22], hollow fiber-based liquid-phase micro-extraction 
(HF-LPME) [23], electrochemical accumulation [24], and 
vortex-assisted liquid-liquid micro-extraction (VA-LLME) 
[25]. The enrichment methods used before the trace 
analysis offers various advantages such as enrichment of 
detection capacity of the method by increasing the 
concentration of analyte, minimizing the matrix 
intervention, decreasing the detection threshold of the 
method, and increasing the selectivity. 

In the present study, it was aimed to determine the Fe, 
Pb, and Cd metals in the water samples by using the ionic 
liquid dispersive liquid-liquid micro-extraction (IL-DLLME) 
method, which is an environment-friendly and useful 
method, to determine the water quality of Yıldız River 
located in Yıldızeli district of Sivas province. 

 
Materials and Methods 
 

Research Area and Sampling Points  
Yıldız River is located in the northeastern side of 

Central Anatolia region, 27 km away from Sivas, flowing 
from north to south, and merges with Kızılırmak [26]. 
Water samples were collected from 3 sampling stations 
with an interval of 2 months between September 2019 
and March 2020. The sampling stations were limited to 
the region between Yeniyapan hamlet and the merge 
point of Yıldız River and Kızılırmak and, their coordinates 
are given below; 

Station I (Yeniyapan Hamlet Bridge); 39°49'23.27"K / 
36°47'10.45"D, Altitude 1275 m. 

Station II (Historical Yıldız Bridge); 39°45'31.30"K / 
36°45'55.99"D, Altitude 1256 m. 

Station III (Historical Yıldız Bridge); 39°42'49.63"K / 
36°46'41.48"D, Altitude 1250 m 

 
Physicochemical Analyzes Related with Water 

Chemistry 
The water samples obtained from the stations were 

taken into 1-liter brown bottles without an air gap. The 
samples were immediately taken to the laboratory and 
subjected to the preservation, storage, and filtration 
procedures. The chemical analyses were performed 
within 24 hours after the sampling. Water temperature, 

electrical conductivity, dissolved oxygen, total suspended 
solids (TDS), and pH were measured during sampling. 
Chemical analyses (total phosphate, dissolved reactive 
phosphate ammonium, nitrate, nitrite, silica, chloride, 
alkalinity, water hardness, calcium, and COD) were 
performed in the laboratory. 

COD measurement was performed using the titration-
based Closed Reflux Method. Chloride was measured 
using titration method that is based on the brick red color 
created by silver nitrate with chloride or chromate ions 
[27], whereas total phosphate and dissolved reactive 
phosphate were determined spectrophotometrically 
using Ascorbic Acid Method [28] and, total alkalinity was 
measured using the weak acid titration between pH 4.5 
and pH 8.4 limits [29]. Nitrate analysis was performed by 
spectrophotometrically measuring the color originating 
from the reaction between sulfosalicylic acid, which forms 
because of the addition of sodium silicate and sulfuric 
acid, and nitrate in alkali medium. Nitrite analysis was 
performed by spectrophotometrically measuring the 
color arising from the reaction between nitrite ions and 
reactive-diluted phosphoric acid-containing sulfonamide 
and N-1 naphtylenediamine dihydrochloride, whereas 
ammonium was analyzed by spectrophotometrically 
measuring the indophenol blue originating from the 
reaction with phenol-alkali hypochlorite with the catalyzer 
pH 11.3-11.7 sodium nitroprusside [30]. Silica analysis was 
performed using Molybdosilicate Method [31], while 
calcium and total hardness analyses were performed 
EDTA titration method [32]. 

 
Chemicals  
All the reactive materials were at analytical purity and 

obtained from Sigma (St. Louis, MO, USA) and Merck 
(Darmstadt, Germany) companies. Stıck solutions of Fe 
(II), Pb (II), and Cd(II) were obtained from their nitrate 
salts. Calibration and standard working solutions were 
prepared by gradually diluting the stock solutions. Metal 
ions’ complexes were obtained using Patent Blue V 
(Sigma). Patent Blue V (1x10-4 M) solutions were prepared 
using ultrapure water and stock solutions. pH 6.5 
phosphate buffer solution (0.1 mol L-1) was prepared to 
mix sodium dihydrogen phosphate monohydrate and 
sodium hydroxide at sufficient amounts. 1-butyl-3-
methylimidazolium bis (trifluorosulfonyl) imid [C4mim] 
[Tf2N] was purchased from Sigma (St. Louis, MO, USA). 

 
Instruments 
The measurements in the research field were 

performed using the “Hanna HI9829” model 
multiparameter device, whereas COD analysis was 
performed using the “HACH DRB 200” model 
thermoreactor and spectrophotometric measurements 
were performed using Cecil CE5502 model 
spectrophotometer. The ferrous, lead, and cadmium 
concentrations of water samples were determined using 
a flame atomic absorption spectrometer (FAAS) 
(Shimadzu AAS-6300 model, Kyoto, Japan) device 
equipped with deuterium background correction. The 



Çakıcı et al. / Cumhuriyet Sci. J., 43(2) (2022) 201-210 
 

203 

measurement parameters of the device for each analyte 
are presented in Table 1. pH measurements of solutions 
were performed using a digital pH-meter (Sartorius Docu-
model, North America). An ultrasonic bath (UCS-10 model, 
Seul, Korea) was used to ease the phase separation and to 
increase the micelle formation of extraction solvent. 
During the the extraction experiments, the separation of 
the ionic fluid phase from the liquid phase was performed 
with a centrifuge (Universal Hettich, London, England). 
Ultrapure water with a resistance of 18.2 MΩ cm was 
obtained using a Milli-Q water purifier device (Millipore 
Corp., USA). 

 
Table 1. FAAS operating parameters 

Parameter Ferrous Lead  Cadmium 

Wavelength 
(nm) 248.3 283.3 228.8 

Lambda current 
(mA) 12 15 8 

Spectral band width 
(nm) 0.2 0.2 0.7 

Burning height 
(mm) 7.0 5 7 

Acetylene and air flow rates 
(L min-1) 2.2/18 1.8/17 1.8/15 

 

Suggested Method 
For the micro-extraction of Fe, Pb, and Cd, 10ml water 

samples containing 2-500 µg L-1 Fe(II), 0.5-300 Pb(II) µg L-

1, and 5-600 µg L-1 Cd (II) were taken to 15 mL centrifuge 
tubes. The sample solution’s pH was set to 6.5 by using 
phosphate-citrate buffer solution and 500 µL 1 x 10-3 mol 
L-1 Patent Blue V, 300 µL [C4mim] [Tf2N], and 500 µL 
ethanol (dispersive solvent) were added and the solution 
was diluted to 15 mL. Centrifuge tube was closed and 
sonication was performed using an ultrasonic bath at 40 
°C for 10 minutes until IL droplets got completely 
dispersed and a cloudy solution was achieved. The triplet 
complexes containing Fe, Pb, and Cd were extracted into 
fine micro-droplets [C4mim] [Tf2N]. After centrifuging at 
4000 rpm for 5 minutes, two phases including IL phase and 
liquid phase were obtained. The supernatant liquid phase 
was removed using a syringe. To increase the viscosity of 
IL phase and to ease the analysis process, IL phase was 
diluted to 2.0 mL using 0.1 mol L-1 HNO3 to protect the 
stability of triplet complexes based on the formation of 
ion couple and to ease the atomization of analytes. Then, 
it was aspirated to FAAS to determine the Fe, Pb, and Cd. 
All the experiments were repeated three times and the 
mean values of results were calculated. 

 
Results and Discussion 

 
Water Quality  
The parameters examined on the samples and the 

numerical data of these parameters were presented in 
Table 2.

 
Table 2. Physical and chemical analysis results of water samples taken from sampling stations on the Yıldız River 
 09.30.2019 11.30.2019 01.30.2020 03.24.2020 

STATIONS 

I II III I II III I II III I II III 

Calcium (mg/L) 144 144 144 133 130 137 88 88 92 98 95 98 

Hardness (Fr) 39.8 40.7 40.7 38.9 37.9 38.9 25.9 25.0 25.9 28.7 27.8 28.7 

Alkalinity (mg CaCO3/L) 320 320 325 300 295 310 205 200 210 215 225 220 

Ammonium(mg/L) 0.08 0.04 0.03 0.03 0.01 0.003 0.04 0.02 0.02 0.02 0.04 0.02 

Nitrate (mg/L) 0.43 0.48 0.56 0.84 0.79 0.86 0.78 0.77 1.04 0.74 0.81 0.88 

Nitrite (mg/L) 0.001 0.001 0.0004 0.002 0.002 0.002 0.013 0.012 0.010 0.014 0.021 0.017 

Total Phosphate (mg/L) 0.001 0.001 0.008 0.012 0.020 0.024 0.025 0.019 0.027 0.006 0.016 0.022 

SRP (mg/L) 0.002 0.002 0.002 0.013 0.002 0.005 0.016 0.018 0.02 0.01 0.01 0.01 

Chloride (mg/L) 9.4 18.9 18.9 14.2 16.5 18.9 9.4 9.4 9.4 9.4 9.4 9.4 

COD (mg O2/L) 16.0 48.1 32.1 32.1 3.2 16.0 32.1 32.1 16.0 32.1 32.1 16.0 

Silica (mg/L) 9.8 9.9 10.4 9.4 8.3 9.0 9.6 9.8 9.2 9.9 9.8 9.8 

Temperature (°C) 16.8 17.5 17.1 7.0 7.1 7.3 7.6 7.7 7.9 9.6 10 10 

Dis. Oxygen (mg O2/L) 9.8 9.6 8.9 11.4 11.3 11.3 8.5 7.9 8.1 7.0 7.0 7.1 

pH 7.9 8.1 7.9 8.0 8.0 8.0 8.2 8.2 8.2 8.2 8.2 8.2 

Conductivity (µs/cm) 568 581 625 480 507 562 327 331 347 349 367 378 

TDS (mg/L) 304 309 331 259 273 302 172 180 182 187 196 202 
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The mean value and total values of measurements and analyses were presented in Table 3. 
 
Table 3. Physical and chemical average analysis results of star river water  

Mean of Station I Mean of Station II Mean of Station III Total Mean 

Calcium (mg/L) 116 114 118 116 

Hardness (Fr) 33 33 34 33 

Hardness (mg CaCO3/L) 326 323 328 326 

Alkalinity 260 260 266 262 

Ammonium (mg/L) 0.043 0.024 0.017 0.028 

Nitrate (mg/L) 0.70 0.71 0.83 0.75 

Nitrite (mg/L) 0.008 0.009 0.007 0.008 

Total Phosphate (mg/L) 0.011 0.014 0.020 0.015 

SRP (mg/L) 0.010 0.008 0.010 0.009 

Chloride (mg/L) 10.6 13.6 14.2 12.8 

COD (mg O2/L) 28 29 20 26 

Silica (mg/L) 9.8 9.4 9.6 9.6 

Temperature (°C) 10.3 10.6 10.6 10.5 

Dis. Oxygen (mg O2/L) 9.2 9.0 8.9 9.0 

pH 8.1 8.1 8.1 8.1 

Conductivity (µS/cm) 431 447 478 452 

TDS (mg/L) 231 240 254 241 

 
Quality criteria of surface waters are presented in Table 4. 

 
Table 4. Quality criteria according to the classes of surface water resources [32] 

Water Quality Parameters 
Water Quality Classes  

I II III IV 

General Conditions 

Temperature (°C) ≤ 25 25 30 > 30 

Dissolved Oxygen (mg O2/L)  > 8 6 3 < 3 

Chloride Ion (mg/L)  25 200 400 400 

pH 6.5-8.5 6.5-8.5 6.0-9.0 < 6.0 or > 9.0 

Conductivity (µS/cm) <  400 1000 3000 > 3000 

Chemical oxygen demand (COD) (mg/L) < 25 50 70 > 70 

Ammonium nitrogen (mg NH4+-N/L)  < 0.2 1 2 > 2 

Nitrate nitrogen (mg NO3‾-N/L) < 5 10 20 > 20 

Nitrite nitrogen (mg NO2‾-N/L) < 0.01 0.06 0.12 > 0.3 

Total phosphor (mg   P/L) < 0.03 0.16 0.65 > 0.65 

 
According to the quality classes given in Table 4, the 

purposes of waters are: 
•Class I – Very high-quality water (Very good water) 
•Class II – Less polluted water (Good water) 
•Class III – Polluted water (Moderate water) 
•Class IV – Very polluted water (Poor water; “Poor water”) 

Yıldız River’s physical and chemical 
measurement/analysis results and the quality criteria set 
in SWQMR [33] are compared in Table 5. 

When comparing the water of Yıldız River to SWQMR 
as in Table 5, it was determined that the river has Class I 
water quality, except for COD. Class I water refers to “very 
good” water quality and, the waters in this class can be 
used as drinking water, for recreational purposes 
including body contact such as swimming, trout farming, 
animal husbandry/farming, and agricultural irrigation. 

Considering the aspect of water hardness, the river has 
very hard water. 
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Table 5. Water quality of Yıldız River  
Parameters Total 

Mean 
Quality Class in SWQMR 2008 

Temperature (°C) 10.5 Class I 

Dissolved Oxygen  (mg O2/L) 9.0 Class I 

Chloride (mg/L) 12.8 Class I 

pH 8.1 Class I 

Conductivity (µs/cm) 452 Class II 

COD (Mg O2/L) 26 Class I-II 

Ammonium (mg/L) 0.028 Class I 

Nitrate (mg/L) 0.75 Class I 

Nitrite (mg/L) 0.008 Class I 

Total Phosphate (mg/L) 0.015 Class II 

The hardness values of waters and Yıldız River’s hardness are presented in Table 6. 
 
Table 6. Hardness classification of Yıldız River water  

Hardness level  
(oF) 

mg CaCO3/L  
(ppm) Water Class Yıldız River 

0-7 0-72 Very soft water  

7-14 72-145 Soft water  

14-22 145-215 Moderately hard water   

22-32 215-325 Hard water  

32-42 325-545 Very hard water  33 (oFr) / 326 (mg CaCO3/L ) 

> 42  > 545 Excessively hard water  

 
Optimization of Extraction Parameters 
Effect of pH 
Before the sample preparation, because of the effects 

on ionization status and analyte solubility, it is generally 
difficult to avoid the effect of sample pH. Since the pH of 
the medium affects the formation of the complex 
between metal ions and ligand and the enrichment 
procedure at the final step, pH optimization is important. 
Given the data presented in Figure 1, it can be seen that 
the best analytical signal for target analytes was achieved 
at pH 6.5. 
 

 

Figure 1. Effect of pH, amount on recovery of ions Fe 
(II), Pb (II), and Cd (II) 

Effect of patent blue V volume 
The rapid and stable complex structure of Fe(II), Pb(II), and Cd(II) 

ions were achieved using Patent Blue V. Together with pH, for metal 
ions in medium to establish a complex, the amount of complexing 
material should be sufficient. Patent Blue V solution (1x 10-3 mol L-1) 
was added to the analyte solutions, pH of which was set to 6.5 by 
making use of a phosphate-citrate buffer, and the signals obtained 
after the enrichment process are presented in Figure 2. At 900 µL 
final volume of Patent Blue V, the highest signal among the 
absorbance values was achieved with 500 mL Patent Blue V. Thus, 
this amount was used as an optimal value in the next studies. 

 

 

Figure 2. Effect of Patent Blue V volume on amount on 
recovery of ions Fe (II), Pb (II) and Cd (II) 
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The effect of the amount of ionic liquid 
In maximizing the extraction and increasing the 

selectivity of target analytes, the selection of an 
appropriate ionic liquid is a very important 
parameter for the micro-extraction process. To 
achieve these targets, an ionic liquid meeting the 
following criteria should be chosen; (i) high capacity 
for target analytes; (ii) low water-solubility; (iii) 
capacity of mixing with a solvent more dispersive and 
viscose than water; (iv) being present in liquid form; 
and (v) affordable. In conclusion, 1-butyl-3-
methylimidazolium chloride [C4mim] [Tf2N] was 
used in the present study. After selecting the 
[C4mim] [Tf2N], its amount’s effect on the analytical 
signal was analyzed between 100 and 700 µL and in 
presence of ethanol (disperser solvent). According to 
Figure 3, the analytical signal for Fe, Pb, and Cd was 
increased between 100-300 µL by increasing the 
amount of [C4mim] [Tf2N]. Thus, 300µL [C4mim] 
[Tf2N] was chosen for the next studies. 

 

 

Figure 3. Effect of ionic liquid, [C6mim] [Tf2N], amount 
on recovery of ions Fe (II), Pb (II) and Cd (II). 

 
The effect of volume of dispersive solvent 
In this micro-extraction process, the selection of 

dispersion solvent is very important for solubility in 
both IL and liquid phases because it acts as a bridge 
in dispersing the extraction solvent to achieve fine 
droplets. In presence of [C4mim] [Tf2N], a cloudy 
phase system was achieved using ethanol dispersion 
solvent. As seen in Figure 4, the best analytical signal 
was achieved when using 500 µL ethanol as disperser 
solvent. In literature, the reasons for a decrease in 
analytical signal were reported to be related to (i) the 
increase in solubility of the complex in high volumes 
of water and (ii) the absence of complete cloudy 
phases at low volumes. In conclusion, 500 µL ethanol 
volume was found to be suitable for use as a 
dispersive solvent in future studies. 

 

Figure 4. The effect of volume of dispersive solvent on 
recovery of ions Fe (II), Pb (II) and Cd (II). 

 
Effect of temperature 
After the optimization of reactive materials influencing 

the extraction process, the balance temperature was 
optimized for the efficient separation of phases. The 
effect of balanced temperature on the recovery of trace 
elements was examined using ultrasonic force between 
25 and 55 °C. It was found that the recovery of Fe (II), 
Pb(II), and Cd (II) increased with the increase in 
temperature between 25 and 40 °C and reached the 
maximum at 40 °C. The recovery of ions decreased after 
40 °C. Since the complex including the analytes reversibly 
disperses into the aqueous solution depending on the 
increase in temperature, the recovery of analytes 
decreased at temperatures higher than 40 °C. Thus, the 
balance temperature of 40°C was chosen as the optimum 
temperature for the extraction experiments. 

 

 

Figure 5. Effect of temperature on recovery of ions Fe 
(II), Pb (II) and Cd (II). 
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Effect of ultrasonication time 
One of the important parameters for obtaining the 

best analyte signal is the sample solutions’ time in an 
ultrasonic bath. For this reason, the effect of sonication 
was investigated between 0 and 20 minutes. The results 
showed that the recovery of Fe (II), Pb(II), and Cd (II) 
increased with prolonging sonication time until 10 
minutes but partially decreased with longer durations. 
Excessive length of ultrasonication time causes a decrease 
in absorbance [34]. For this reason, 10 minutes of 
sonication time was chosen to be the optimum value for 
extraction experiments. 

 

 

Figure 6. Effect of ultrasonication time on recovery of 
ions Fe (II), Pb (II) and Cd (II). 

 
Effect of foreign ions 

To test the stability and selectivity of the suggested 
chemical method for Fe, Pb, and Cd ions, an interventional 
process was used. The results presented in Table 7 
showed that the best tolerance limits and high recovery 
achievements were obtained in presence of various 
analyte ions. These results suggest that the suggested 
method has good selectivity for the analyte ions under the 
selected conditions. 
Table 7. Selectivity of the method in the presence of 

foreign ions (n= 3) 

Foreign 
ions 

Ferrous Lead Cadmium 
Tolerance 

limit 
Recovery 

(%) 
Tolerance 

limit 
Recovery 

(%) 
Tolerance 

limit 
Recovery 

(%) 
Ca2+ 1500 97.5 1500 97.8 1000 97.5 
K+ 1500 96.1 1500 98.5 1000 97.2 

Ba2+ 1500 97.5 1000 97.3 1500 98.6 
Mg+ 1000 97.8 750 96.4 1500 98.5 
F− 1000 96.2 750 96.1 500 96.2 

Mn2+ 750 96.0 750 97.5 500 96.9 
Al3+ 750 98.5 1000 96.2 100 95.5 
Pb4+ 750 97.8 100 95.4 250 96.4 
CO32- 750 96.3 500 96.8 250 96.8 
Zn2+ 500 95.4 500 97.2 1500 98.8 
Fe3+ 500 97.5 250 97.7 100 97.1 
Cu2+ 250 96.1 250 96.1 50 95.2 
Co2+ 250 95.2 50 95.0 750 96.7 
Cr3+ 100 95.0 100 96.4 750 97.6 
As3+ 100 96.7 250 97.6 750 97.1 
VO2+ 50 96.3 100 96.2 250 96.3 

 

Analytical performance 
The analytical parameters of the suggested analyte 

method under the optimum conditions are listed in Table 
8. The linear operational range of methods for Fe, Pb, and 
Cd are 2-500, 0.5-300, and 5-600 µg L-1, respectively. 

 

Table 8. Analytical characteristics of the method  
Analytical characteristics Fe(II) Pb(II) Cd(II) 

Calibration equation A=0.0052[Fe(II)]+0.00085 A=0.00127[Pb(II)]+0.00103 A=0.00376[Cd(II)]+0.00053 
Correlation coefficient (r2) 0.9913 0.9972 0.9953 
Operational range (µgL -1) 2-500 0.5-300 5-600 
Detection limit(3Sempty/m, µgL -1) 0.6 0.15 1.5 
Detection limit(10Sempty/m, µgL -1) 2.0 0.5 5.0 
%BSS (accuracy for day, n:5) 1.4 1.7 2.0 
%BSS(accuracy for day, n:3x5) 2.3 2.6 3.2 
% Recovery 95.8 97.8 96.3 
Preliminary concentration factor  75 75 75 
Sensitivity factor 94 105 87 

 

3.2.8. Validation studies 
To test the accuracy and validity of the suggested 

method, the analysis of the certified reference sample was 
performed using the suggested method and the results 
and reference values were compared. The results are 
presented in Table 9. It can be stated that the results 
obtained from the suggested method were in good 
harmony with the certified values at the confidence level 
of 95%. 

After the reliability test of the suggested method, the 
applicability of the suggested method for detecting the 
ferrous, lead, and cadmium in the water samples of Yıldız 
River was invested. The accuracy of suggested methods 
was tested by adding the samples with different 
concentrations of standard analyte solutions and 
analyzing the recovery values. The results are presented 
in Table 10. As seen in the results, the recovery values are 
at acceptable levels. 
 



Çakıcı et al. / Cumhuriyet Sci. J., 43(2) (2022) 201-210 
 

208 

Table 9. Results of the method validation study  

CRM 
Fe Pb Cd 

Result %BSS,  
%Recovery 

texp Result %BSS,  
%Recovery 

texp Result %BSS,  
%Recovery 

texp 

INCT-TL-1 
(Tea leaves) 

42.7±1.7 3.9 (98.8) 0.75 17.2±0.
7 

4.0 (96.6) 1.38 29.6±1.4 4.7 (98.6) 0.96 

Certified values were found to be 43.2±1.3 µg kg-1 for ferrous, 17.8±2.4 µg kg-1 for lead, and 30±4.0 µg kg-1 for cadmium. For the 
confidence level of 95% and SD 4, tcrit. = 2.78 
 
Table 10. Analysis results of water samples by method (n: 3) 

Samples Months  
Additive (µg L−1) Result (µg L−1) Recovery (%) BSS (%) 

Fe(II)/Pb(II)/Cd(II) Fe Pb Cd Cu Pb Cd Cu Pb Cd 

Station -1   

 

09.30.2019 

- 45.7 14.3 6.8 - - - 2.4 1.8 2.4 

100 140.4 111.4 102.3 94.7 97.1 95.5 2.2 1.7 2.2 

Station -2 - 67.9 21.6 12.4 - - - 2.5 1.5 2.5 

100 164.1 115.4 108.5 96.2 94.4 96.1 2.4 1.4 2.3 

Station -3 - 24.3 7.5 16.2 - - - 2.3 1.7 2.3 

100 121.8 101.1 113.8 97.5 93.6 97.6 2.1 1.6 2.0 

Station -1  

 

11.30.2019 

- 62.1 33.4 19.9 - - - 1.9 1.4 2.6 

100 158.7 130.6 118.7 96.6 97.2 98.8 1.7 1.2 2.5 

Station -2 - 100.2 21.9 26.7 - - - 1.8 1.6 2.4 

100 195.1 120.4 119.2 94.9 98.5 92.5 1.5 1.4 2.4 

Station -3 - 44.8 11.6 8.1 - - - 2.3 1.5 2.5 

100 142.1 109.4 105.0 97.3 97.8 96.9 2.1 1.4 2.3 

Station -1  

 

01.30.2020 

- 65.8 33.6 9.5 - - - 2.1 1.5 1.9 

100 160.5 131.7 102.5 94.7 98.1 93.0 2.0 1.3 1.7 

Station -2 - 36.1 15.9 21.8 - - - 1.8 2.6 2.2 

100 132.6 112.3 117.6 96.5 96.4 95.8 1.6 2.4 2.0 

Station -3 - 89.3 64.1 17.3 - - - 2.3 1.9 1.8 

100 187.5 157.8 114.6 98.2 93.7 97.3 2.0 1.7 1.5 

Station -1  

 

03.24.2020 

- 32.4 14.1 10.6 - - - 2.7 1.8 2.6 

100 130.6 107.4 105.6 98.2 93.4 95.0 2.4 1.6 2.4 

Station -2 - 76.5 26.8 31.7 - - - 2.4 1.9 2.5 

100 173.6 122.8 128.9 97.1 96.5 97.2 2.3 1.7 2.3 

Station -3 - 65.8 42.9 17.3 - - - 2.4 1.7 2.1 

100 162.5 137.8 110.9 96.7 94.9 93.6 2.5 1.6 2.0 
 
Conclusions 
 

As a result of the analyses of water samples taken from 
Yıldız River, the lowest calcium concentration in the river 
was found to be 88 mg/L, and the highest one was found 
to be 144 mg/L. Water hardness ranged between 250 and 
400 mg/L. River water has an alkali character, and the 
maximum alkalinity was found to be 325 mg CaCO3 /L. The 
highest values of ammonium, nitrate and nitrite 
parameters in the water were found to be 0.0846 mg/L, 
0.857 mg/L, and 0.0004 mg/L, respectively. The highest 
total phosphate concentration in the present study was 

found to be 0.0268 mg/L and the lowest one to be 0.0011 
mg/L. During the sampling period, the water temperature 
ranged between 7 and 17.5 °C. The chloride concentration 
was found to range between 9.43 and 18.87 mg/L. pH 
values ranged between 7.94 and 8.18. The highest 
electrical conductivity in river water was found to be 625 
µS/cm and the lowest one to be 327 µS/cm. Oxygen 
concentration, which is important for the water quality, 
did not fall below 7.03 mg/L during the sampling period, 
and the highest value was found to be 11.35 mg O2/L. The 
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silica concentration in the river water was found to be very 
high. The highest silica concentration was 10.39 mg O2/L 
and the lowest one was 8.33 mg O2/L. Moreover, even 
though the sulfate analysis was performed for the water 
samples, no sulfate could be detected. The water of Yıldız 
River was found to be Class I water quality, and the 
hardness class was found to be very hard water. 

In the present study, a new, rapid, and simple method 
for preliminary concentration and isolation of ferrous, 
lead, and cadmium was optimized and then applied for 
measurements with FAAS. Fe (II), Pb (II), and Cd (II) ions 
become complex with [C4mim][Tf2N] at pH 6.5 and all the 
optimization procedures for the suggested method were 
completed. As a result of the experiment, it is predicted 
that, since the suggested method is simple, rapid, 
selective, highly sensitive, and suitable for the use at low 
concentrations, it would ease the observation, 
measurement, and identification of Fe (II), Pb(II), and Cd 
(II) heavy metals in water samples. 
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One of the deadliest diseases is the SARS-CoV-2 virus, today. The rate of spread of this virus is very high. 
Momordica Charantia extracts studied for this virus. The inhibitory activities of 96 components in the extract of 
Momordica Charantia were compared against the SARS-CoV-2 virus. Molecular docking method was initially 
used for this comparison. ADME/T analysis of the inhibitors with the highest inhibitory activity was performed 
using the results obtained from these calculations. The molecular docking calculations of the molecule with the 
highest inhibitory activity were tried to be supported by MM-PBSA calculations. The molecular mechanics 
Poisson-Boltzmann surface binding free energy values of area (MM-PBSA) calculations study interactions 
between inhibitor molecules and SARS-CoV-2 virus proteins at 100 ps. Finally, the molecules with the highest 
inhibitory activity were compared with FDA approved drugs. As a result of the made molecular docking 
calculations, the docking score parameter is Karaviloside III with -9.36, among the extracts of momordica 
charantia, which has the most negative value. The Gibbs free energy value of the Karaviloside III against 6X6P 
protein with the best docking score value was calculated. This value is -477143.61±476.53. As a result of the 
comparison of inhibitory activities of extracts of Momordica charantia against SARS-CoV-2 virus, it has been 
observed that the Karaviloside III molecule has higher inhibitory activity than other melodies and FDA drugs. 
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Introduction 

Severe Acute Respiratory Syndrome Coronavirus 2 
(SARS-CoV-2), which started in Wuhan city of China and 
affected the whole world, is currently the most contagious 
and effective virus [1]. This virus started in the last month 
of 2019, infected 23 million people in 7 months, and 
caused the death of 850 thousand people. This infection 
was declared a pandemic by the world health organization 
(WHO) in March 2020. SARS-CoV-2 is an enveloped 
positive-sense single-stranded ribonucleic acid (RNA) 
virus. It is a dangerous virus that can spread from person 
to person through droplet exchange while coughing, 
talking, and sneezing. The upper respiratory tract's 
symptoms such as fever, dry cough, nausea, head and 
throat pain, and runny nose are in the foreground for this 
virus [2]. In patients, all of these symptoms appear 
between 3 and 14 days. People with low immune systems 
such as diabetes, heart problems, cancer, asthma, and 
organ transplantation are reported to show acute 
symptoms [2]. When the virus's incubation period ends, 
these mild symptoms worsen and begin to accumulate 
water in the lungs. Subsequently, the virus leads to 
respiratory failure and finally causes the patient to 
become pneumonia. When the disease reaches this level, 
it is challenging for the patient to recover [3]. 

Another name for SARS-CoV-2 disease is COVID-19. 
This disease is the seventh coronavirus transmitted to 
humans. 

 
Figure 1. Chronological order of Coronavirus species 

 
This virus is classified under four main headings: alfa, 

beta, gamma, and delta [4]. The order of the coronavirus 
types by years is shown in Figure 1. The six known before 
that are HCoV-229E (Human coronavirus 229E), HCoV-
OC43 (Human coronavirus OC43), SARS-CoV (Severe acute 
respiratory syndrome- coronavirus), HCoV-NL63 (Human 
coronavirus NL63), HCoV-HKU-1 (Human coronavirus-
HKU-1), MERS-CoV (Middle East respiratory syndrome 
coronavirus) [5]. Although SARS-CoV-2 triggers diseases in 
different and multiple organ systems in animals, it 
generally targets humans' respiratory systems. Although 
HCoV-229E, HCoV-OC43, SARS-CoV, HCoV-NL63, and 
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HCoV-HKU-1 cause upper respiratory tract discomfort 
with mild symptoms, SARS-CoV, MERS-CoV, and SARS-
CoV-2 have serious and dangerous diseases. It is classified 
as the high pathogen that can cause [3,6]. The membrane 
receptor of host cells plays an essential role in the entry of 
coronaviruses into host cells and their pathogenesis. The 
coronavirus recognizes host receptors with its envelope-
anchored spike (S) protein and binds with this protein's 
help. It then enters the cell by binding the host and viral 
membranes [7]. It was seen in many experimental and 
theoretical studies conducted before that, it was observed 
that the genome sequences of SARS-CoV-2 were 80% 
similar to other coronaviruses [8]. But SARS-CoV-2 
infection rate is more than ten times higher [9]. The 
coronavirus genome consists of four main structural 
proteins. These are (1) the spike (S) protein, (2) 
nucleocapsid (N) protein, (3) membrane (M) protein, and 
(4) the envelope (E) protein [10]. 

Many theoretical studies have shown that it has been 
shown that four basic proteins within the SARS-CoV-2 
virus are focused. The first is the main protease of the 
coronavirus 3CLpro and PLpro. The antiviral drug lopinavir 
[11,12] is used. The second is the RNA-dependent RNA 
polymerase [(RdRp), also called nsp12] protein of the 
coronavirus. Remdesivir [11], ribavirin [11,13], and 
favipiravir [14] are used as antiviral drugs. The third is the 
coronavirus s protein (viral spike glycoprotein). Arbidol 
[15] is used as an antiviral drug. The fourth and last is the 
ACE 2 protein of the coronavirus. Arbidol [15] is used as 
an antiviral drug. 

Momordica charantia has many major components. 
The most important of these main components are 
cucurbitacins, sterols, triterpenoids, and vicine [16].  
Momordica charantia has been used for centuries, 
particularly in the treatment of stomach diseases. The 
fruit of Momordica charantia is separated when ripe, 
giving orange-yellow fruits. In recent years, research has 
been carried out for cancer treatment with Momordica 
charantia, whose homeland is considered to be India. 
With Momordica charantia, natural support can be 
provided for digestive system diseases. The active 
ingredient called quarantine in Momordica charantia is 
effective in gastritis, stomach ulcer, reflux problems. 
Momordica charantia reduces the number of Helicobacter 
Pylori bacteria, suppressing their activity, and preventing 
their growth. It is effective against stomach and intestinal 
infections with its anti-inflammatory properties. An article 
published in "Current Molecular Medicine" in May 2011 
wrote that Momordica charantia contains more than 20 
bioactive compounds that increase its therapeutic value. 
Nearly 100 in vitro studies have proven the blood sugar 
lowering effect of Momordica charantia to date. In the 
June 2001 issue of the journal "Planta Medica" published 
a study demonstrating the capacity of Momordica 
charantia to inhibit HIV [17]. The June 2009 issue of the 
"Pharmaceutical Research" newsletter also reported that 
Momordica charantia inhibits cancer cells' growth and 
promotes cancer cell death without touching healthy cells 
[18]. The October 2010 issue of "Cancer Science" included 

a study stating that Momordica charantia extract prevents 
carcinogenic cells from spreading from prostate tumors to 
the lung [19]. 

 

 
Figure 2. Target proteins of the sars-cov-2 virus 

 
In the study of Ahamad et al., Momordica charantia 

found 96 components. These ninety-six molecules are 
given in supplementary data file. However, the inhibitory 
effects of 96 molecules of Momordica charantia against 
proteins of spike glycoprotein (PDB ID: 6M0J, 6X6P), main 
protease (PDB ID: 5RGG, 7BUY), and RNA dependent RNA 
polymerase (RdRp) (PDB ID: 7BV1, 7BV2) of the SARS-CoV-
2 virus were compared by molecular docking calculations, 
are represented in Figure 2. The molecular mechanics 
Poisson-Boltzmann surface binding free energy values of 
area (MM-PBSA) calculations study interactions between 
inhibitor molecules and SARS-CoV-2 virus proteins at 100 
ps.  Afterward, ADME/T analysis of the molecules with the 
highest inhibitory activity among these 96 molecules was 
performed. 

 
Material and Methods 
 

Previous theoretical studies show that the inhibitory 
properties of the molecules formed by many components 
of the Momordica Charantia against SARS-CoV-2 proteins 
were compared using molecular docking, which is one of 
the most used methods. Inhibitory activities were 
compared using the numerical value obtained from the 
interactions between molecules and SARS-CoV-2 proteins 
by molecular docking method. Active regions of many 
SARS-CoV-2 proteins are determined by calculations. In 
this study, molecular docking calculations were made to 
compare the inhibitory activities with the molecules of the 
Momordica Charantia. 

Molecular docking calculations to calculate the 
inhibitory activities of 96 molecules studied were 
performed using the Maestro Molecular modeling 
platform (version 12.2) by Schrödinger. For these 
calculations, proteins and 96 pieces of Momordica 
Charantia molecules studied must be prepared. In 
docking calculations, a different process is 
performed for molecules at each stage. First, it was 
used from the Gaussian software program [20] to 
obtain optimized structures of molecules with 
extension *.sdf were created using these structures.  
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All calculations were made with the Maestro 
Molecular modeling platform (version 12.2) by 
Schrödinger, LLC [21]. The Maestro Molecular 
modeling platform (version 12.2) by Schrödinger 
comes together from many modules. In the first 
module, the protein was prepared and the active site 
of the protein was found. The protein preparation 
module [22,23] is used. In the next module, the 
LigPrep module [24,25] was used to do the necessary 
operations for docking calculations of molecules. 

For the next step, The Glide ligand docking 
module [26] was used to calculate interactions 
between the 96 therapeutic agents studied and the 
SARS-CoV-2 progeny. In this module, the OPLS3e 
method was used in all calculations for docking 
calculations of molecules and proteins. Numerical 
values of many parameters obtained as a result of 
molecular docking calculations using this module are 
used. After the docking calculations, studied 96 
therapeutic agents were made ADME/T analysis 
(absorption, distribution, metabolism, excretion, and 
toxicity) so that they could become drugs in the 
future. The Qik-prop module [27] of the Schrödinger 
software was used for ADME/T analysis. 

Molecular mechanics Poisson-Boltzmann surface 
area (MM-PBSA) calculations were performed for 
6X6P protein and molecule 4a. For MM-PBSA 
calculations, Nanoscale Molecular Dynamics (NAMD) 
[28] and Visual Molecular Dynamics (VDM) [29] 
software programs were calculated all calculations. 
Binding free energy provides an overview of 
biomolecular interactions between protein and 
inhibitor. The binding energy of protein and inhibitor 
constitutes of potential energy, polar and non-polar 
solvation energies. In these calculations, the free 
binding energy and the total free energy of the 
protein, inhibitors, and inhibitor-protein complex 
were calculated respectively. 

 
 
∆𝐺𝐺𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = ∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − (∆𝐺𝐺𝑃𝑃𝑃𝑃𝑐𝑐𝑃𝑃𝑐𝑐𝐵𝐵𝐵𝐵 + ∆𝐺𝐺𝐼𝐼𝐵𝐵ℎ𝐵𝐵𝑖𝑖𝐵𝐵𝑃𝑃𝑐𝑐𝑃𝑃) 

 
 
where; ∆𝐺𝐺𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 is the binding free energy, 

∆𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, ∆𝐺𝐺𝑃𝑃𝑃𝑃𝑐𝑐𝑃𝑃𝑐𝑐𝐵𝐵𝐵𝐵, and ∆𝐺𝐺𝐼𝐼𝐵𝐵ℎ𝐵𝐵𝑖𝑖𝐵𝐵𝑃𝑃𝑐𝑐𝑃𝑃 
demonstrates the total free energy of the protein-
ligand complex and total free energies of the isolated 
protein and ligand, respectively. Each term in the 
above equation consists of the combination of many 
energy components. These are composed of many 
components such as van der Waals energy, 
electrostatic energy, and polar contribution. 
 
 
 
 
 
 

Results and Discussion 
 

The ninety-three molecules of Momordica 
charantia will inhibit three different proteins of the 
SARS-CoV-2 virus. Three different SARS-CoV-2 virus 
proteins were taken into consideration, spike 
glycoprotein, main protease, and RNA dependent 
RNA polymerase proteins. It should be well known 
that the more that these 96 molecules interacts with 
the three different proteins of the SARS-CoV 2 virus, 
the most inhibition effect would be. The molecule 
with the most inhibition effect will stop the SARS-
Cov-2 virus from entering the cell. Hence, replication 
of the SARS-Cov-2 virus in human metabolism would 
be inhibited. 

Ninety-three molecules of the studied Momordica 
charantia were investigated by the molecular 
docking method against the SARS-CoV-2 virus's 
proteins. As a result of these calculations, many 
parameters about the inhibitors were calculated. 
These parameters provide much information about 
inhibitors' inhibitory properties against SARS-CoV-2 
virus proteins [23]. As a result of molecular docking 
calculations, the most important parameter among 
the obtained parameters is the docking score 
parameter. This parameter is used to explain the 
interaction between inhibitors and proteins. It 
should be well known that if the interaction between 
the inhibitor and the proteins increases, the 
inhibitor's activity increases [25]. This increase in 
interaction causes the SARS-CoV-2 virus to inhibit the 
protein. 

There are many more parameters obtained from 
docking calculations. These parameters are used to 
explain the interactions between the inhibitor and 
SARS-CoV-2 proteins. These parameters are Glide 
hbond, Glide evdw, and Glide ecoul. These 
parameters provide information about the number 
of chemical interactions that occur between the 
inhibitor and the proteins. These parameters give a 
numerical expression of hydrogen bonding, Van der 
Waals interactions, and Coulomb interactions 
occurring between inhibitors and proteins [30-32]. 
Apart from these parameters, there are Glide 
emodel, Glide energy, and Glide einternal 
parameters. All of these parameters explain the 
interaction of molecules with inhibitors. Table 1 
shows the numerical values of the five inhibitors with 
the highest inhibitory activity among 96 inhibitors for 
all parameters [33]. 

As a result of molecular docking calculations, the 
best inhibitors for the three active protein regions of 
the SARS-CoV-2 virus are given in Table 1. These 
inhibitors are 4-Methoxybenzoic Acid (1a), 
Gypsogenin (2a), Momordicine I (3a), Karaviloside III 
(4a), and Charantoside II (5a). The interactions of the 
highest inhibitory activity molecules of 96 inhibitor 
molecules of Momordica charantia with the studied 
proteins are given in Figure 3-8. 
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Table 1. Numerical values of the docking parameters of molecule against enzyms 
Protein Parameters 1a 2a 3a 4a 5a 

6MOJ Docking score -2.50 -3.34 -2.26 - - 
Glide ligand efficiency -0.23 -0.10 -0.07 - - 
Glide evdw -14.14 -18.81 -19.87 - - 
Glide ecoul -6.99 -7.75 -9.24 - - 
Glide energy -21.13 -26.55 -29.11 - - 
Glide einternal 0.04 2.41 5.20 - - 
Glide emodel -24.41 -26.83 -36.67 - - 
Glide hBond -0.31 -2.09 -1.48 - - 

6X6P Docking score -3.63 -7.32 -7.17 -9.36 -8.57 
Glide ligand efficiency -0.33 -0.22 -0.21 -0.21 -0.18 
Glide evdw -11.83 -26.94 -32.43 -28.75 -22.25 
Glide ecoul -5.27 -3.49 -1.61 -9.01 -11.31 
Glide energy -17.10 -30.44 -34.04 -37.76 -33.55 
Glide einternal 3.35 7.70 0.00 15.62 0.00 
Glide emodel -17.66 53.35 -46.09 10.46 26.41 
Glide hBond -1.94 -1.95 -1.06 -2.96 -2.40 

5RGG Docking score -2.65 -4.37 -6.44 -8.77 -7.09 
Glide ligand efficiency -0.24 -0.13 -0.19 -0.19 -0.15 
Glide evdw -15.39 -29.03 -32.83 -20.59 -31.84 
Glide ecoul -2.62 -6.09 -7.87 -19.36 -11.57 
Glide energy -18.01 -35.12 -40.70 -39.96 -43.41 
Glide einternal 0.83 2.27 5.20 13.26 11.53 
Glide emodel -21.91 -44.43 -51.48 -58.62 -55.18 
Glide hBond -0.60 -0.82 -1.33 -5.38 -3.05 

7BUY Docking score -3.12 -4.71 -4.52 -7.35 -7.27 
Glide ligand efficiency -0.28 -0.14 -0.13 -0.16 -0.15 
Glide evdw -15.10 -21.68 -22.73 -31.55 -37.42 
Glide ecoul -2.14 -8.80 -6.06 -12.79 -7.02 
Glide energy -17.24 -30.48 -28.79 -44.33 -44.44 
Glide einternal 0.00 1.23 7.86 10.51 0.00 
Glide emodel -21.91 -28.26 5.76 -32.36 -54.28 
Glide hBond -0.35 -2.16 -1.32 -3.41 -3.03 

7BV1 Docking score -3.66 -4.64 -5.14 -8.42 -7.98 
Glide ligand efficiency -0.33 -0.14 -0.15 -0.19 -0.17 
Glide evdw -13.52 -33.47 -23.84 -26.83 -28.73 
Glide ecoul -5.87 -0.58 -8.77 -18.24 -16.73 
Glide energy -19.39 -34.05 -32.61 -45.07 -45.46 
Glide einternal 4.43 1.72 22.87 9.81 7.35 
Glide emodel -21.47 -43.44 -18.74 -53.91 -55.02 
Glide hBond -1.89 -1.41 -2.22 -3.55 -3.51 

7BV2 Docking score -1.70 -4.18 -4.68 - - 
Glide ligand efficiency -0.15 -0.12 -0.14 - - 
Glide evdw -14.92 -28.86 -18.62 - - 
Glide ecoul 3.65 1.04 -5.51 - - 
Glide energy -11.28 -27.82 -24.13 - - 
Glide einternal 0.43 0.49 5.70 - - 
Glide emodel -12.60 -32.52 -28.47 - - 
Glide hBond -0.30 -2.01 -1.92 - - 

 
 

After comparing the inhibitory activity of 
inhibitors against the protein, ADME/T analysis was 
performed to theoretically predict the five 
molecules' effects and responses with the highest 
inhibitory activity in human metabolism. To predict 
the effects and responses of inhibitors on organs and 
tissues in the human body from the numerical values 
obtained with this theoretical analysis. The 
numerical values of all the inhibitors' calculated 
parameters with this analysis are given in Table 2 in 
detail. 

As a result of molecular docking calculations, 
there are two most essential parameters obtained 
due to ADME/T analysis for inhibitors, which are The 
RuleOfFive [34,35] and RuleOfThree [36] parameters. 
These two parameters constitute a combination of 
many parameters. Therefore, the numerical value of 
this parameter is required to be zero. Each other 
parameter gives the numerical value of the effects of 
inhibitor molecules on different organs and tissues. 
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Table 2. ADME properties of molecules 
  1a 2a 3a 4a 5a Referance Range 
mol_MW 152 471 473 635 663 130-725 
dipole (D) 3.9 4.7 4.0 7.1 6.4 1.0-12.5 
SASA 347 703 779 979 986 300-1000 
FOSA 93 534 613 789 797 0-750 
FISA 107 151 148 178 146 7-330 
PISA 147 17 17 11 43 0-450 
WPSA 0 0 0 0 0 0-175 
volume (A3) 539 1420 1526 1966 2008 500-2000 
donorHB 1 1 3 5 4 0-6 
accptHB 2.8 4.7 7.1 12.7 14.4 2.0-20.0 
glob (Sphere =1) 0.9 0.9 0.8 0.8 0.8 0.75-0.95 
QPpolrz (A3) 15.5 48.9 49.9 64.3 66.3 13.0-70.0 
QPlogPC16 5.3 12.7 14.1 18.9 18.9 4.0-18.0 
QPlogPoct 7.9 20.6 24.7 35.8 35.8 8.0-35.0 
QPlogPw 6.0 8.0 12.3 20.3 20.5 4.0-45.0 
QPlogPo/w 2.0 5.8 4.6 4.5 4.5 -2.0-6.5 
QPlogS -1.6 -6.8 -6.3 -6.9 -6.6 -6.5-0.5 
CIQPlogS -1.6 -7.0 -5.9 -6.8 -6.9 -6.5-0.5 
QPlogHERG -1.7 -1.9 -4.5 -5.2 -5.3 * 
QPPCaco (nm/sec) 243 92 387 202 410 ** 
QPlogBB -0.4 -1.0 -1.4 -2.2 -1.8 -3.0-1.2 
QPPMDCK (nm/sec) 136 48 177 88 189 ** 
QPlogKp -2.8 -4.0 -3.4 -3.5 -2.8 Kp in cm/hr 
IP (ev) 9.5 9.5 9.7 9.6 9.6 7.9-10.5 
EA (eV) 0.4 -0.5 -0.6 -1.0 -0.9 -0.9-1.7 
#metab 1 3 6 8 9 1-8 
QPlogKhsa -0.6 1.3 0.9 0.7 0.6 -1.5-1.5 
Human Oral Absorption 3 1 1 1 1 - 
Per. Human Oral Absorp. 81 83 100 82 87 *** 
PSA 59 94 84 125 116 7-200 
RuleOfFive 0 1 0 1 1 Maximum is 4 
RuleOfThree 0 1 1 2 2 Maximum is 3 
Jm 9.6 0.0 0.0 0.0 0.0 - 

 
Table 3. Representation of calculated parameters (kcal/mol) and standard deviation values of 6X6P protein and 

molecule 5a 
Time (ps) VDW Kinetic Potential Gibbs binding free energy 
5000 37115.05 ±6595.83 126302.61 ±13544.26 -608437.17 ±19585.05 -481644.11 ±33037.00 
10000 36094.54 ±623.60 127085.12 ±578.59 -603639.74 ±998.39 -476081.47 ±1441.35 
15000 35723.95 ±139.42 127073.28 ±475.47 -603548.75 ±488.83 -475969.93 ±586.26 
20000 36086.30 ±620.05 127484.33 ±347.71 -604501.37 ±413.03 -476526.19 ±462.71 
25000 36155.52 ±745.37 126908.49 ±446.19 -604120.55 ±421.86 -476727.22 ±490.26 
30000 34966.01 ±571.37 127412.85 ±383.23 -604979.05 ±457.17 -477087.87 ±515.18 
35000 35187.36 ±176.06 127982.60 ±434.36 -603731.49 ±595.22 -475245.12 ±708.41 
40000 34767.18 ±42.96 127740.12 ±366.03 -604973.83 ±608.04 -476719.04 ±657.72 
45000 35430.36 ±217.40 127164.10 ±411.80 -604112.24 ±547.16 -476449.45 ±618.66 
50000 35294.45 ±647.40 126133.13 ±473.90 -604967.54 ±519.74 -478338.59 ±583.24 
55000 35355.61 ±373.00 127982.63 ±413.69 -604620.99 ±626.82 -476140.86 ±686.34 
60000 35700.43 ±356.67 127658.33 ±417.18 -605190.27 ±442.57 -477014.96 ±392.80 
65000 35845.87 ±382.39 127679.02 ±408.40 -605115.02 ±415.79 -476944.97 ±419.74 
70000 35432.53 ±381.52 127188.26 ±345.76 -604172.07 ±493.60 -476523.05 ±469.70 
75000 35632.89 ±38.03 128005.92 ±384.58 -605709.68 ±474.10 -477214.31 ±491.85 
80000 35291.97 ±217.59 127035.33 ±389.65 -605856.03 ±612.38 -478314.93 ±531.02 
85000 35446.23 ±706.79 127629.78 ±398.57 -606125.94 ±405.27 -477988.34 ±357.15 
90000 35036.80 ±230.09 127879.09 ±425.58 -605938.91 ±486.29 -477577.82 ±452.78 
95000 35100.63 ±261.89 127409.73 ±449.25 -606042.63 ±515.98 -478126.02 ±513.01 
100000 34382.58 ±572.34 127594.93 ±376.68 -605226.04 ±533.65 -477143.61 ±476.53 
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Detailed analysis of these parameters is given in 
previous studies [37,38]. If these two parameters' 
numerical value becomes zero, it is expected that this 
inhibitor will be used as a drug in the future. 

Molecular docking calculations for nanosecond-level 
binding calculations between molecule and protein have 
some drawbacks. In molecular docking calculations, 
although inhibitors are very flexible, proteins are not 
flexible at all. Molecular mechanics-Poisson-Boltzmann 
surface area (MM-PSBA) calculations are used to examine 
the interaction between molecule and protein in more 
detail. With these calculations, flexibility is given to both 
proteins and inhibitors. In these calculations, the protein 
and inhibitor are too surrounded by solvent molecules. In 
this study, the binding stability of protein-inhibitory 
structures was found for every five nanoseconds due to 
calculations. The Gibbs free energy value of the 4a 
inhibitor against 6X6P protein with the best docking score 
value was calculated. As a result of these calculations, the 
binding free energy changes and their deviations values 
were calculated for each five ns. There are many 

interactions between protein and ligand. The most 
important interaction among these interactions is the 
hydrogen bond, which is one of the basic elements 
responsible for molecular interactions in biological 
systems [24]. The van der Waals energy (VDW), kinetic 
energy, potential energy, and Gibbs binding free energy 
changes of the inhibitor 4a against 6X6P protein were 
calculated. The final binding energy between protein and 
ligand is a cumulative sum of van der Wall, electrostatic, 
polar solvation, and SASA energy. An illustration of the 
interaction between protein and inhibitor is given at 
between 0-100 ns every 25 ns, in figure 9. These values 
are given in Table 3. Calculations made with molecular 
mechanics-Poisson-Boltzmann surface area (MM-PBSA) 
method were made to support molecular docking 
calculations. The more negative values obtained in these 
calculations indicate better binding [39-43]. The 
numerical values obtained from the calculations were 
plotted and given in Figure 10. 

 

 

0 ns 25 ns 50 ns 75 ns 100 ns  
Figure 9. Representation of the interaction between protein and inhibitor is given at between 0-100 ns every 25 ns 

 

 
Figure 10. Change of Gibbs free energy values of 6X6P protein and molecule 5a in every five ns intervals. 
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As a result of the calculations, the inhibitory activities 
of 96 components of Momordica Charantia were 
compared against the SARS-CoV-2 virus. The calculated 
molecular dock results were compared with the values of 
corona drugs approved by the Food and Drug 
Administration (FDA) of the United States Ministry of 

Health. Numerical values of FDA-approved drugs are given 
in Table 4. The structures of these FDA online drugs used 
were downloaded from the PubChem website 
(https://pubchem.ncbi.nlm.nih.gov/), and their 
calculations were made. 

 
 
Table 4. Numerical values of the docking parameters of molecule against enzymes 

Protein Inhibitor Docking 
score 

Glide ligand 
efficiency 

Glide 
evdw 

 Glide 
ecoul 

Glide 
energy 

Glide 
einternal 

Glide 
emodel 

Glide 
hBond 

6X6P 37542 -5.59 -0.33 -21.05  -8.78 -29.83 3.00 -41.96 -2.62 

6M0J 37542 -4.50 -0.26 -19.74  -5.20 -24.95 3.48 -37.19 -1.88 
 

84029 -2.57 -0.05 -20.46  -7.48 -27.94 15.61 10000 -1.18 
 

92727 -2.50 -0.05 -33.47  -11.57 -45.04 12.39 -58.92 -1.46 
 

131411 -1.38 -0.05 -27.55  -2.58 -30.12 3.80 -42.67 0.00 

5RGG 37542 -4.26 -0.25 -12.66  -9.40 -22.06 4.27 -26.29 -2.68 
 

121304016 -3.19 -0.08 -37.43  -11.24 -48.66 9.35 -53.75 -1.63 
 

492405 -3.05 -0.28 -10.30  -7.91 -18.21 0.01 -21.00 -1.31 

7BUY 92727 -6.13 -0.13 -45.13  -7.17 -52.30 13.77 -68.86 -1.18 
 

37542 -5.30 -0.31 -24.42  -8.92 -33.34 6.27 -40.09 -2.24 
 

492405 -4.53 -0.41 -17.50  -8.09 -25.59 0.01 -33.10 -1.79 

7BV1 37542 -5.79 -0.34 -18.85  -15.86 -34.71 1.97 -43.45 -3.25 

7BV2 37542 -6.94 -0.41 -15.81  -23.93 -39.74 3.44 -50.88 -4.38 

 
These drugs are ribavirin (Pubchem number: 37542), 

arbidol (Pubchem number: 131411), favipiravir (Pubchem 
number: 492405), remdesivir (Pubchem number: 
121304016), clarithromycin (Pubchem number: 84029), 
lopinavir (Pubchem number: 92727), and azithromycin 
(Pubchem number: 447043). These drugs are actively 
used against coronavirus. In the calculations for FDA 
approved drugs, the docking score of the ribavirin drug 
against the spike glycoprotein of the SARS-CoV-2 virus 
with 6X6P ID was -5.59, while the docking score value of 
the Karaviloside III (4a) inhibitor of Momordica Charantia 
was -9.36. Although the docking score of the ribavirin drug 
against the spike glycoprotein of the SARS-CoV-2 virus 
with 6M0J ID was -4.50, the docking score of Momordica 
Charantia's Gypsogenin (2a) inhibitor was -3.34. In the 
next protein, the docking score value of the ribavirin drug 
against the main protease protein of the SARS-CoV-2 virus 
with 5RGG ID was -4.26, while the docking score value of 
the Karaviloside III (4a) inhibitor of Momordica Charantia 
was -6.20. Although the docking score of the lopinavir 
drug against the main protease protein of the SARS-CoV-2 
virus with 7BUY ID was -6.13, the docking score value of 
the Karaviloside III (4a) inhibitor of Momordica Charantia 
was -7.35. In the next protein, the ribavirin drug's docking 
score against the RNA dependent RNA polymerase (RdRp) 
protein of the 7BV1 ID SARS-CoV-2 virus was -5.79 while 
the docking score value of Momordica Charantia's 
Karaviloside III (4a) inhibitor was -8.42. Although the 
docking score value of ribavirin drug against RNA 
dependent RNA polymerase (RdRp) protein of SARS-CoV-

2 virus with 7BV2 ID was -4.68, Momordica Charantia's 
momordicine I (3a) inhibitor had a docking score of -6.20. 

As a result of the calculations, the covid-19 inhibitory 
activities of the molecules were compared. In many 
previous studies, the activity comparison of molecules 
was made. In the study of Aktaş et al. [44], RNA dependent 
RNA polymerase (RdRp) proteins were targeted, 3-
Hydroxypyrazine-2-Carboxamide (CID 294642) and 2-oxo-
(1,4-15N2)1H-pyrazine-3-(15N). The inhibitory activities 
of )carboxamide (CID 76973015) molecules were found to 
have higher inhibitory activity than the molecules studied. 
In the study of Ataseven et al. [45], the inhibitory activities 
of many boron molecules against spike glycoprotein, main 
protease and RNA dependent RNA polymerase of SARS-
CoV-2 proteins were compared. ((R)-1-((S)-3-(4-
(aminomethyl)phenyl)-2-benzamidopropanamido)-4-
guanidinobutyl) boronic acid molecule was found to have 
higher inhibitory activity than other molecules. In the 
study by Tuzun et al. [46], the inhibitory activity of 
molecules in Peganum harmala extract was investigated 
to compare the inhibitory activities of SARS-CoV-2 against 
main protease, spike glycoproteins and RNA-dependent 
RNA polymerase proteins. It was observed that 1-methyl-
1-Methyl-9H-beta-carbolin-7-ol molecule had higher 
inhibitory activity than other molecules against RNA-
dependent RNA polymerase (RdRp) protein. In the study 
of Gedikli et al. [47], Inhibitory activities of SARS-CoV-2 
virus against spike glycoprotein (PDB ID: 6M0J, 6LZG), 
main protease (PDB ID: 5RGG, 6WTT), and RNA dependent 
RNA polymerase (RdRp) (PDB ID: 6YYT, 7BV2) proteins 
were studied, Carvedilol molecule was found to have 
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higher inhibitory activity than other molecules. Çetiner et 
al. [48], in their study on boron-containing compounds, 
compared the inhibitory activities of SARS-CoV-2 against 
main protease, spike glycoproteins and RNA-dependent 
RNA polymerase proteins. The 4,6-di-tert-butyl-2-(4-
methoxyphenyl) benzo[d][1,3,2] molecule was found to 
have higher inhibitory activity than other molecules. In the 
study of gedikli et al. [49], the inhibitory activities of 
clarithromycin, azithromycin and their analogues against 
the proteins of SARS-CoV2 virus were compared. In the 
comparison of SARS-CoV-2 virus against RNA-dependent 
RNA polymerase proteins, it is seen that 
Desosaminylazithromycin molecule has higher activity 
than other molecules. Many molecules have been studied 
in the above studies. Each molecule was found to have 
different activity in different SARS-CoV-2 protein regions. 

 
Conclusion 
 

A comparison of the inhibitory activities of Momordica 
Charantia against SARS-CoV-2 was performed for 96 
components found in the extract. ADME / T analysis of 
molecules with high inhibitory activity was performed 
using the molecular docking method used for this 
comparison. Based on these results, MM-PBSA 
calculations were made for the molecule with the highest 
inhibitory activity. MM-PBSA calculations confirmed 
molecular docking results. Finally, by making a 
comparison with FDA approved medicines; Results show 
that the Karaviloside III (4a) inhibitor is a better inhibitor 
than other inhibitors and FDA approved drugs. It is 
recommended that the Karaviloside III (4a) inhibitor be 
used as an inhibitor in future in vivo and in vitro studies. 
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In this work, quantum chemical calculations were performed on valdecoxib (VLB), a highly selective and potent 
COX-2 inhibitor, and its hydroxylated derivative (1H-VLB), an active metabolite. The geometry optimizations and 
frequency calculations were carried out by using density functional theory (DFT)/B3LYP functional with the 6-
311++G (d, p) basis set. To define water phase behaviors, calculations were renewed by using universal SMD 
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electrostatic surface properties were investigated in detail. Quantum chemical reactivity identifiers were 
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both mentioned compounds. When the bioactivity of VLB and 1H-VLB molecules were compared based on 
quantum chemical reactivity identifiers, it was observed that the VLB molecule was more active. Moreover, drug-
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Introduction 
 

The increasing severity and prevalence of chronic 
diseases caused by inflammatory disorders pose 
challenges to both the health system and the economy. 
Therefore, there is a need for the development of 
environmentally friendly drugs with high efficacy and 
selectivity, as well as suitable toxic properties. Non-
steroidal anti-inflammatory drugs (NSAIDs), commonly 
used in the treatment of inflammation, pain and fever 
inhibit cyclooxygenase (COX), also called prostaglandin 
synthase (PG) [1]. PGs produced from fatty acids in human 
organs and tissues lead symptoms such as pain, fever and 
redness in inflammation and injuries. COX enzymes have 
two different isomers called COX-1 and COX-2 [2,3]. COX-
1 is involved in physical functions such as kidney function 
and gastrointestinal integrity, while COX-2 is responsible 
for proinflammatory conditions [4,5]. It was observed that 
the amount of PG in inflamed tissues was higher than in 
normal tissues [6]. The gastrointestinal side effects seen 
as a result of long-term use of NSAIDs necessitated the 
development of different drugs. 

Heterocyclic compounds are widely used in 
organometallic chemistry, catalysis and drug chemistry for 
the synthesis of new and effective compounds [7,8]. 
Nitrogen heterocyclic compounds containing oxygen 
atoms have an important place in pharmaceutical 
chemistry. In particular, isoxazole, which has a five-
membered ring containing oxygen and nitrogen atoms, 
attracts attention due to its biological and medicinal 

properties [9]. Many anti-inflammatory drugs such as 
flucloxacillin, dicloxacillin, cloxacillin and valdecoxib 
contain an isoxazole core in their structure (Figure 1). 

 

 

 

Figure 1.  Structure of some drugs containing isoxazole 
core 
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Isoxazole has unsaturated double bonds and hydrogen 
bonds, and this unique structure makes it an important 
unit in the production of new compounds [9]. Valdecoxib 
(4-(5-methyl-3-phenyl-4-isoxazolyl) benzenesulfonamide, 
brand name Bextra, VLB) is an effective COX-2 inhibitor 
and is widely used for the treatment of pain, rheumatoid 
arthritis and inflammation [10]. Due to the selectivity of 
valdecoxib in inhibiting COX-2, different analogues were 
synthesized and their effects were investigated [11,12]. 

In general, drug design studies consist of a multi-step 
and time-consuming series of synthesis processes and in 
vivo testing steps. Then, promising compounds are 
investigated for their absorption, distribution, 
metabolism, excretion, and toxicity (ADMET) properties 
[13]. As the synthesis and bioactivity screenings of new 
drug candidates have increased significantly, the demands 
for the early determination of ADMET properties are also 
increasing. On the other hand, today, computer-aided 
quantum chemical calculations are frequently used to 
predict the values of interest for a particular molecule 
without performing experimental studies [14,15]. 
Therefore, the use of quantum chemical computational 
methods is very advantageous both to save time and to 
focus on the most promising drug candidates. Based on 
this information, in this study, it is aimed to perform 
comparative quantum chemical analysis of valdecoxib 
(VLB) molecule, which is a potent and selective COX-2 
inhibitor, and its hydroxylated derivative (1H-VLB).  

 
Computational Details 
 

The whole DFT computations of VLB and 1H-VLB were 
performed by using GAUSSIAN 16 software package [16]. 
Moreover, Gauss View 6 molecular visualization software 
[17] was utilized in order to visualize FMO plots and ESP 
maps. The geometry optimizations and frequency 
calculations of mentioned molecules were carried out in 
vacuum and also water phase by means of DFT/ B3LYP 
functional with 6-311++G(d,p) [18-20]. The universal SMD 
(Solvent Model based on Density) model was used to 
simulate the water phase (ɛ=78.4) [21]. Molinspiration 
Cheminformatics software [22] was used in order to 
calculate polar surface area (PSA), molecular volume and 
logPow values (logarithm of n-octanol/water partition 
coefficient) for lipophilicity evaluation. In addition, 
molecular lipophilicity potential (MLP) maps of studied 
molecules were visualized in Molinspiration Galaxy 3D 
Structure Generator v2018.01 beta [23]. 

In Koopmans' theorem, HOMO and LUMO energy 
values are associated with ionization energy (I) (Equation 
(1)) and electron affinity (A) (Equation (2)) [24]. In 
addition, kinetic stability and chemical reactivity 
predictions can be made by interpreting the energy gap 
value (∆E) (Equation (3)) obtained from the difference of 
HOMO and LUMO energy values. HOMO-LUMO energy 
values are obtained from the molecular orbital energy 
levels. Therefore, if the HOMO and LUMO energies are 
known, parameters called quantum chemical reactivity 
identifiers, which ensure significant information about the 

activity of the molecule, can be computed. The 
parameters, proposed by Parr et al. [25-29] and the 
corresponding formulas are given below (Equations (4)-
(8)): 

 
Ionization Energy (I) 𝐼𝐼 = −𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 (1) 

Electron Affinity (A) 𝐴𝐴 = −𝐸𝐸𝐿𝐿𝐿𝐿𝐻𝐻𝐻𝐻 (2) 

Energy Gap (∆E) ∆𝐸𝐸 = 𝐸𝐸𝐿𝐿𝐿𝐿𝐻𝐻𝐻𝐻  −  𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 (3) 

Chemical Potential (µ) μ= 
𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻  +    𝐸𝐸𝐿𝐿𝐿𝐿𝐻𝐻𝐻𝐻

2  (4) 

Chemical Hardness (ղ) ղ =
𝐼𝐼 − 𝐴𝐴

2  (5) 

Softness (S) 𝑆𝑆 =  
1

2ղ (6) 

Electronegativity (χ) 𝜒𝜒 =  
𝐼𝐼 + 𝐴𝐴

2  (7) 

Electrophilicity index (ω)  𝜔𝜔 =
𝜇𝜇2

2ղ (8) 

In another part of study, NBO analysis of mentioned 
molecules was explored with NBO 3.1 program integrated 
into Gaussian program by using B3LYP/6-311++G (d, p) 
level of theory. For each donor (i) and acceptor (j) NBO, 
the stabilization energy E(2) value is calculated according 
to the formula as follows (Equation (9)): 

 

   𝐸𝐸(2) = ∆𝐸𝐸𝑖𝑖𝑖𝑖 = 𝑞𝑞𝑞𝑞 �   (𝐹𝐹𝑖𝑖𝑖𝑖)2

(𝜀𝜀𝑖𝑖−𝜀𝜀𝑖𝑖)
�                                                    (9) 

E (2): Stabilization energy. qi: Donor orbital occupancy. 
Fij: off diagonal Fock matrix 

ɛi and ɛj: diagonal element. donor and acceptor orbital 
energies 

 
Results and Discussion 
 

Molecular Structure and Vibrational Analysis 
The crystal structure of valdecoxib was acquired from 

the Cambridge Crystallographic Data Center (CCDC 
262463). It has Pbca space group and orthorhombic 
crystal. The crystal structure parameters of VLB were 
found to be a = 12.872 (2) Å, b = 9.282 (3) Å, c = 24.761 (7) 
Å, and V = 2958.4 (14) Å3 [30]. The optimized molecular 
structures of VLB and its 1-hydroxy analogue 1H-VLB with 
numbering and labeling scheme are represented in Figure 
2. Structural parameters like bond lengths, bond angles, 
and dihedral angles of mentioned molecules were 
calculated by using B3LYP/6-311++G (d, p) level. 1H-VLB is 
a similar compound with VLB as structural features. 
Because of this, structural parameters of the 1H-VLB 
obtained from geometric optimization calculation 
checked with those of the crystal structure of the VLB. The 
selected experimental [30] and theoretical values are 
presented in Table 1. 

According to Table 1, from the crystalline structure of 
VLB, the N2=C3 and C4=C5 bond lengths were determined 
as 1.317 Å and 1.347 Å, respectively. These values were 
calculated as 1.313 Å and 1.369 Å for VLB, 1.314 Å and 
1.368 Å for 1H-VLB. 
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VLB 

 

 
1H-VLB 

Figure 2. Optimized structure of VLB and 1H-VLB 

 
While the C3-C4 bond length was found to be 1.441 Å 

experimentally, it was calculated as 1.442 Å for VLB and 
1H-VLB theoretically. Considering bond angles, while the 
bond angles of C5-O1-N2 and C3-N2-O1 were determined 
experimentally as 108.7° and 106.0°, they were calculated 
as 109.6° and 106.0° for VLB, 109.4° and 106.3° for 1H-
VLB, respectively. For sulfonamide group, O17-S16-N19 
and O18-S16-N19 bond angles were calculated as 105.4° 
and 105.3° for VLB and 105.4° for 1H-VLB. X-ray values of 
these angles were defined as 107.9° and 106.1° 
respectively. When all the bond length, bond angle, and 
dihedral angle values given in Table 1 are examined, it is 
striking that the calculation results are in good agreement 
with the experimental results. 

 

Table 1. Selected geometric parameters of studied 
molecules 

Bond Lengths (Å) X-ray value VLB 1H-VLB 
O1-C5 1.348 1.346 1.345 
O1-N2 1.404 1.395 1.389 
N2-C3 1.317 1.313 1.314 
C3-C4 1.441 1.442 1.442 
C3-C20 1.479 1.477 1.478 
C4-C5 1.347 1.369 1.368 
C4-C6 1.482 1.475 1.473 
C5-C31 1.486 1.487 1.490 
C6-C14 1.391 1.404 1.404 
C6-C7 1.385 1.402 1.404 
C7-C9 1.382 1.391 1.392 
C9-C11 1.383 1.392 1.393 
C11-C12 1.384 1.394 1.394 
C11-S16 1.768 1.803 1.804 
S16-O17 1.424 1.457 1.457 
S16-O18 1.430 1.458 1.457 
S16-N19 1.603 1.681 1.682 
Bond Angles (˚)    
C5-O1-N2 108.7 109.6 109.4 
C3-N2-O1 106.0 106.0 106.3 
N2-C3-C4 110.8 111.2 111.1 
N2-C3-C20 117.5 119.2 119.1 
C4-C3-C20 131.6 129.6 129.8 
C5-C4-C3 104.0 103.6 103.3 
C5-C4-C6 125.8 127.1 126.9 
C3-C4-C6 130.2 129.2 129.8 
C4-C5-O1 110.5 109.6 110.0 
C4-C5-C31 133.9 133.9 133.2 
O1-C5-C31 115.5 116.5 116.8 
O17-S16-O18 118.5 123.1 122.9 
O17-S16-N19 107.9 105.4 105.4 
O18-S16-N19 106.1 105.3 105.4 
O17-S16-C11 107.7 107.4 107.4 
O18-S16-C11 107.8 107.3 107.4 
N19-S16-C11 108.6 107.5 107.5 
Dihedral Angles (˚)    
C5-O1-N2-C3 -0.7 -0.6 -0.4 
O1-N2-C3-C4 0.4 0.6 0.2 
O1-N2-C3-C20 179.1 179.9 179.4 
N2-C3-C4-C5 0.1 -0.4 0.03 
C20-C3-C4-C5 -178.4 -179.6 -179.0 
N2-C3-C4-C6 -178.0 -177.2 -177.3 
C20-C3-C4-C6 3.6 3.6 3.7 
C6-C4-C5-O1 177.7 176.9 177.1 
C3-C4-C5-C31 -177.2 -177.5 -178.9 
S16-C11-C9-C7 -177.7 -179.2 -179.2 
C25-C27-C29-C20 -0.1 0.1 0.2 

 
Table 2 shows the experimental and calculated 

vibrational frequencies of studied molecules. 
Experimental data for VLB were obtained from reference 
[31]. The vibrational modes were multiplied by 0.983 for 
vibrations less than 1700 cm-1 and the larger ones were 
multiplied by 0.958 scale factors for B3LYP/6-311++G (d, 
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p) level of theory [32]. According to Table 2, while the N-
H stretching vibration of VLB experimentally arised at 
3377 cm-1 and 3249 cm-1, theoretically it was observed at 
3481 cm-1 and 3371 cm-1 for VLB, and 3480 cm-1 and 3370 
cm-1 for 1H-VLB. Symmetric and asymmetric stretching 
vibrations of S=O for VLB were calculated as 1112 cm-1 and 
1312 cm-1, respectively. Similarly, the same vibrations 
were calculated as 1113 cm-1 and 1313 cm-1 for 1H-VLB. It 
is known that O-H groups give a strong absorption peak in 
3700-3500 cm-1 [33]. The characteristic O-H stretching 
vibration for 1H-VLB was calculated as 3667 cm-1. In 
general, it was concluded that the calculated values 
complied with those of the experimental data. 

 
Table 2. The experimental and calculated vibrational 

frequencies of VLB and 1H-VLB 
Vibration Exp. (cm-1) VLB 1H-VLB 
N-H stretch 3377 3481 3480 
 3249 3371 3370 
N-H bend 1544 1555 1555 
S=O asym stretch 1334 1312 1313 
S=O sym stretch 1150 1112 1113 
C-H stretch (CH3) 2929 2999 3040 
 2874 2908 3031 
C-H stretch (Ar ring) 3091 3064 3066 
O-H stretch - - 3667 
C-H asym stretch (CH2) - - 2932 
C-H sym stretch (CH2) - - 2888 

 
Thermodynamic Parameters 
The physicochemical and thermodynamic parameters 

such as dipole moment, total energy, enthalpy and 

entropy, have a crucial act in the assessment of the 
related chemical process in experimental and also 
theoretical sciences [34]. In the optimization process 
made with Gaussian software, the thermodynamic 
parameters of the chemical systems are also obtained. In 
this context, the results of the calculations for VLB and 1H-
VLB in vacuum and water environment were given in 
Table 3. 

It can be seen from Table 3 that the dipole moment 
(DM) and polarizability (α) values increase while passing 
from the vacuum medium to the water phase. Besides, it 
is seen that the heat capacity (Cv) value increases from 
74.289 cal/molK to 74.310 cal/molK for VLB, and from 
77.775 cal/molK to 77.976 cal/molK for 1H-VLB while 
going from vacuum environment into water environment. 
Considering the entropy (S) values, it was observed that 
the entropy increased with the addition of an OH group to 
the structure of VLB. At the same time, it is clearly seen 
from the Table 3 that while the entropy value is calculated 
as 146.971 cal/molK by decreasing for the VLB molecule in 
the water environment, the entropy for the 1H-VLB 
molecule is calculated as 155.059 cal/molK by increasing 
in the water environment. Also, for VLB, the ΔE values 
were calculated as -1351.384971 a.u. and -1351.417042 
a.u. for vacuum and water phase, respectively. ΔH and ΔG 
values were also observed to give close results. Similarly, 
for 1H-VLB, ΔE values were found as -1426.611857 a. u., -
1426.651455 a. u. for vacuum and water medium whereas 
the ΔH values were calculated as -1426.610913 a. u., -
1426.650510 a. u., respectively. 

 
Table 3. The calculated physicochemical and thermodynamic parameters of studied molecules 

 VLB 1H-VLB 
 Vacuum Water Vacuum Water 
DM (Debye) 3.78 5.57 3.08 3.85 
∆E (a.u.) -1351.384971 -1351.417042 -1426.611857 -1426.651455 
∆H (a.u.) -1351.384027 -1351.416098 -1426.610913 -1426.650510 
∆G (a.u.) -1351.454246 -1351.485929 -1426.683527 -1426.724184 
∆Ethermal (kcal/mol) 183.528 183.143 187.498 187.051 
Cv (cal/molK) 74.289 74.310 77.775 77.976 
S (cal/molK) 147.789 146.971 152.829 155.059 
α (a.u.) 233.16 340.69 238.78 345.92 
∆Esolv. (kj/mol) - -84.20 - -103.97 
∆Hsolv. (kj/mol) - -84.20 - -103.96 
∆Gsolv. (kj/mol) - -83.18 - -106.75 

HOMO-LUMO Analysis and Quantum Chemical 
Reactivity Identifiers 

HOMOs (Highest Occupied Molecular Orbital) and 
LUMOs (Lowest Unoccupied Molecular Orbital), known as 
frontier molecular orbitals, play a substantial role in 
chemical reactivity as well as in UV-Vis absorption spectra 
and optical properties [35]. Besides, HOMO-LUMO 
diagrams which provide a visual advantage for the 
interpretation of the electronic properties of a wide 
variety of molecular systems in many fields are frequently 
used in computational chemistry [36]. The HOMO-LUMO 

diagrams of VLB and 1H-VLB computed at B3LYP/6-
311++G (d, p) level of theory corresponding to the vacuum 
and water medium are shown in the Figure 3 and Figure 
4. For both molecules, it is clear that HOMO is spread over 
almost the entire molecule for not only gas phase but also 
water phase. Similarly, for both molecules, it is seen that 
LUMOs are predominantly concentrated on the 
benzenesulfonamide and isoxazole ring. 
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Figure 3.  HOMO-LUMO plots of VLB 

 

 

Figure 4.  HOMO-LUMO plots of 1H-VLB 
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The calculated quantum chemical parameters for the 
vacuum and water environment of the studied molecules 
are listed in Table 4. According to Table 4, energy gap 
values were calculated as 5.218 eV and 5.199 eV for VLB 
in vacuum and water environment and as 5.169 eV and 
5.210 eV for 1H-VLB, respectively. With the help of 
calculated quantum chemical reactivity identifiers of a 
given molecule, important information can be obtained 
about the general trend of its biological activity. There are 
several studies in the literature to explain the stability and 

reactivity of molecules using quantum chemical 
computational methods. [37,38]. In this context, if we 
compare the bioactivity of VLB and 1H-VLB molecules in 
water based on quantum chemical reactivity identifiers, it 
is concluded that VLB molecule is more active for all 
parameters except ELUMO. The results obtained here 
support the conclusion that the VLB molecule has an 
excellent oral activity in animal models used to develop 
NSAIDs compared to the 1H-VLB molecule [12]. 

 
 

Table 4. Calculated quantum chemical parameters of studied molecules in eV (S: eV-1) 
  EHOMO ELUMO ∆E ղ S µ χ ω 

Vacuum VLB -7.096 -1.878 5.218 2.609 0.192 -4.487 4.487 3.859 

1H-VLB -7.099 -1.931 5.169 2.584 0.193 -4.515 4.515 3.944 

Water VLB -6.799 -1.600 5.199 2.599 0.192 -4.200 4.200 3.393 

1H-VLB -6.915 -1.705 5.210 2.605 0.192 -4.310 4.310 3.566 

 
Molinspiration Analysis 
Rapid and accurate prediction of molecular transport 

properties is one of the principal agents speeding up the 
drug discovery and development process [39]. The 
parameter commonly used for this purpose is the n-
octanol/water partition coefficient, which expresses 
lipophilicity. However, in recent years, several different 
descriptors have been introduced to predict the 
absorption, distribution, metabolism and excretion 
(ADME) characteristics of drug candidates. In particular, 
the limiting parameters known as Lipinski's rule of five 
have been very popular [40]. On the other hand, in this 
study, polar surface area (PSA) and molecular lipophilicity 
potential (MLP) descriptors, which are very useful 
parameters, were calculated separately for VLB and 1H-
VLB. Physicochemical parameter computations were 
performed by means of Molinspiration cheminformatics 
software in order to evaluate the structure-activity 
relationships for VLB and its hydroxy analogue. The results 
are listed in Table 5. According to the Table 5, the numbers 
of hydrogen bond donors and acceptors increase with the 
addition of a hydroxy group to the VLB molecule. Similarly, 

the molecular volume and polar surface area values were 
calculated as 263.55 Å3 and 86.20 Å² for VLB, respectively, 
and increased to 271.81 Å3 and 106.42 Å² for 1H-VLB. 

 
Table 5. Molinspiration computations of molecular 

properties of studied molecules 
 VLB 1H-VLB 

PSA (Å²) 86.20 106.42 
Volume (Å3) 263.55 271.81 
LogPcalc 2.73 2.09 
Formula weight (g/mol) 314.37 330.37 
Number of rotatable bonds 3 4 
Number of H-bond donors 2 3 
Number of H-bond acceptors 5 6 

 
Furthermore, as a visual identifier of lipophilicity, the 

molecular lipophilicity potential (MLP) maps of studied 
molecules were illustrated in Figure 5. The MLP map 
defines the 3D distribution of hydrophilic/lipophilic 
potential on the molecular surface via color codes. 3D CPK 
images were used to make the MLP map more 
understandable in Figure 5.

 

  

Figure 5. 3D CPK view of MLP maps of VLB and 1H-VLB 
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Orange and red regions represent hydrophilic surfaces, 
while regions coded with purple and blue indicate the most 
lipophilic surfaces. Additionally, regions coded in yellow and 
green indicate intermediate lipophilic surfaces. As can be seen 
from the MLP maps, the blue and purple regions in the VLB 
molecule are more intense than in 1H-VLB.On the other hand, 
in 1H-VLB molecule, it is observed that the area of the red and 
orange regions increases with the addition of the -OH group. 
Based on this information, it is concluded that the VLB 
molecule is more lipophilic than 1H-VLB. As can be seen from 
Table 5, while the logPow value was calculated as 2.73 for VLB, 
it was calculated as 2.09 for 1H-VLB.Molinspiration calculation 
results indicate that phenyl rings of VLB and 1H-VLB support 
predominantly lipophilic interactions, and sulfonamide and 
hydroxyl groups support hydrophilic interactions. 
 

Mulliken Population Analysis 
The total atomic charges of VLB and 1H-VLB obtained by 

Mulliken [41] population analysis with B3LYP/ 6-311++G (d, p) 

level of theory were presented in Table 6 and Figure 6. Natural 
charges [42] are given in NBO analysis section. According to 
Mulliken population analysis, there are both positively charged 
and negatively charged carbon atoms in both structures. While 
the charges of C3 bound to N2 and C5 bound to O1 atoms were 
calculated as 0.168e and -0.212e for VLB, they were calculated 
as 0.504e and 0.106e for 1H-VLB, respectively. C6 and C20 
atoms were found to have the highest positive charge of 
0.578e and 1.362e for VLB, 0.550e and 1.402e for 1H-VLB, 
respectively. It was determined that while the charges of O1 
and S16 atoms from O, S, and N heteroatoms in the structures 
were positive, N2, N19, O17, O18 and O36 atoms were 
negatively charged. Furthermore, it is clear from the Mulliken 
histogram that all hydrogens are positively charged. It was 
determined that H35 and H36 atoms attached to N19 in the 
VLB molecule have the highest positive value (0.286e and 
0.287e) due to the electron withdrawing property of the 
nitrogen atom. The same is true for H34 and H35 atoms 
(0.286e and 0.287e) in the 1H-VLB molecule. 

 
Table 6. Mulliken atomic charge values of VLB and 1H-VLB 

Atom VLB 1H-VLB Atom VLB 1H-VLB 
O1 0.300 0.319 C20 1.362 1.402 
N2 -0.459 -0.476 C21 -0.406 -0.434 
C3 0.168 0.504 H22 0.167 0.168 
C4 -0.315 -0.853 C23 -0.275 -0.282 
C5 -0.212 0.106 H24 0.182 0.185 
C6 0.578 0.550 C25 -0.356 -0.359 
C7 -0.477 -0.594 H26 0.154 0.154 
H8 0.208 0.275 C27 -0.294 -0.316 
C9 -0.257 -0.224 H28 0.181 0.183 
H10 0.265 0.259 C29 -0.049 0.067 
C11 -0.214 -0.200 H30 0.218 0.220 
C12 -0.394 -0.350 C31 -0.614 -0.676 
H13 0.261 0.261 H32 0.199 0.189 
C14 -0.553 -0.584 H33 0.181 0.166 
H15 0.194 0.192 H34 0.154 0.286 
S16 0.201 0.217 H35 0.286 0.287 
O17 -0.178 -0.181 H36 0.287 - 
O18 -0.188 -0.182 O36 - -0.228 
N19 -0.301 -0.303 H37 - 0.252 

 

 

Figure 6. (a) Mulliken atomic charge distributions and (b) Mulliken histogram of VLB and 1H-VLB 
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Natural Bond Orbital (NBO) Analysis 
The natural bond orbital (NBO) analysis ensures 

detailed information about interactions between donor 
and acceptor orbitals. In order to estimate stabilization 
energies (E(2)) , second order Fock matrix is utilized [43, 
44]. The stabilization energy, E(2), expresses the intensity 
of electron delocalization between the bonding (BD) or 
lone pair (LP) orbitals and anti-bonding (BD*) orbitals. The 

higher E(2) value means that the interaction between the 
donor and acceptor orbitals is more intensive.  

The calculated natural charges and effective valence 
electron configurations (NEC) for each atom except 
hydrogens of VLB and 1H-VLB are summarized in Table 7. 
Additionally, the second order perturbation theory results 
of Fock matrix in NBO basis for studied molecules are 
represented in Table 8 and Table 9. 

 
Table 7. Summary of natural charges and natural electron configurations 

VLB 1H-VLB 

Atom Natural 

Charge 

Natural Electron Configuration Atom Natural 

Charge 

Natural Electron Configuration 

O1 -0.32474 [core]2S1.622p4.683p0.013d0.01 O1 -0.31100 [core]2S1.622p4.673p0.013d0.01 
N2 -0.13784 [core]2S1.482p3.633d0.014p0.01 N2 -0.12899 [core]2S1.482p3.623d0.014p0.01 
C3 0.16930 [core]2S0.842p2.963d0.014p0.02 C3 0.16607 [core]2S0.842p2.963d0.014p0.02 
C4 -0.18434 [core]2S0.862p3.303p0.014p0.01 C4 -0.14774 [core]2S0.862p3.264p0.01 
C5 0.38330 [core]2S0.852p2.753p0.013d0.014p0.01  C5 0.35263 [core]2S0.852p2.773d0.014p0.02 
C6 -0.02421 [core]2S0.862p3.153p0.01 C6 -0.04373 [core]2S0.872p3.154p0.01 
C7 -0.18976 [core]2S0.942p3.234p0.01 C7 -0.18641 [core]2S0.952p3.224p0.01 
C9 -0.19018 [core]2S0.952p3.224p0.01 C9 -0.19026 [core]2S0.952p3.224p0.01 
C11 -0.28008 [core]2S0.982p3.274p0.02 C11 -0.27900 [core]2S0.982p3.274p0.02 
C12 -0.18841 [core]2S0.952p3.224p0.01 C12 -0.19116 [core]2S0.952p3.234p0.01 
C14 -0.17535 [core]2S0.942p3.224p0.01 C14 -0.17300 [core]2S0.942p3.224p0.01 
S16 2.19601 [core]3S1.053p2.543d0.175p0.04 S16 2.19544 [core]3S1.053p2.543d0.175p0.04 
O17 -0.90874 [core]2S1.832p5.073d0.01 O17 -0.90975 [core]2S1.832p5.073d0.01 
O18 -0.91026 [core]2S1.832p5.073d0.01 O18 -0.91029 [core]2S1.832p5.073d0.01 
N19 -1.02481 [core]2S1.502p4.503p0.01 N19 -1.02457 [core]2S1.502p4.503p0.01 
C20 -0.08117 [core]2S0.862p3.204p0.01 C20 -0.08331 [core]2S0.862p3.204p0.01 
C21 -0.17228 [core]2S0.932p3.234p0.01 C21 -0.17060 [core]2S0.932p3.224p0.01 
C23 -0.20539 [core]2S0.952p3.244p0.01 C23 -0.20512 [core]2S0.952p3.234p0.01 
C25 -0.19220 [core]2S0.952p3.224p0.01 C25 -0.19142 [core]2S0.952p3.224p0.01 
C27 -0.20359 [core]2S0.952p3.234p0.01 C27 -0.20362 [core]2S0.952p3.234p0.01 
C29 -0.15533 [core]2S0.932p3.214p0.01 C29 -0.15601 [core]2S0.932p3.214p0.01 
C31 -0.62508 [core]2S1.092p3.53 C31 -0.07752 [core]2S1.012p3.053p0.014S0.013d0.01  
   O36 -0.72760 [core]2S1.692p5.023p0.01  

Table 8. Second-order perturbation theory results of Fock matrix in NBO basis for VLB 
Donor(i) EDi/e Acceptor(j) EDj/e E(2) kcal/mol E(j)-E(i)/a.u F(i.j)/a.u 
π N2-C3 1.90673 π* C4-C5 0.28248 8.27 0.36 0.051 

  π* C20-C21 0.36957 5.20 0.36 0.042 
π C4-C5 1.78536 π* N2-C3 0.31719 26.03 0.29 0.080 

  π* C6-C7 0.35208 6.74 0.30 0.041 
π C6-C7 1.63703 π* C9-C11 0.38412 24.03 0.27 0.072 

  π* C12-C14 0.29223 18.31 0.28 0.065 
π C9-C11 1.68575 π* C6-C7 0.35208 16.70 0.30 0.064 

  π* C12-C14 0.29223 21.20 0.30 0.071 
σ S16-O18 1.98735 π* C23-C25 0.33092 9.41 0.61 0.074 
σ C20-C21 1.96888 π* C23-C25 0.33092 13.34 0.33 0.064 
π C23-C25 1.65558 π* C20-C21 0.36957 21.01 0.28 0.069 
π C27-C29 1.65536 π* C20-C21 0.36957 20.37 0.28 0.068 
LP (2) O1 1.70777 π* N2-C3 0.31719 16.36 0.42 0.074 

LP (2) O17 1.81964 σ* C11-S16 0.20565 15.54 0.44 0.074 
  σ* S16-N19 0.23205 11.04 0.41 0.061 

LP (3) O17 1.78060 σ* S16-N19 0.23205 13.21 0.52 0.074 
LP (2) O18 1.82021 σ* C11-S16 0.20565 16.15 0.44 0.076 

  σ* S16-N19 0.23205 10.92 0.41 0.061 
LP (3) O18 1.78122 σ* S16-N19 0.23205 13.69 0.41 0.067 
LP (1) N19 1.92211 σ* C11-S16 0.20565 5.33 0.49 0.047 
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According to Table 8 and Table 9, it is observed that 
there are interactions between the same donor-acceptor 
orbitals for VLB and 1H-VLB molecules and the 
stabilization energies are close to each other.  

For example, the stabilization energies for the 
interactions between the π (N2-C3) donor and the π* (C4-
C5) acceptor orbital were calculated as 8.27 kcal/mol for 
VLB and 9.10 kcal/mol for 1H-VLB. Similarly, another 
interaction is between π (C4-C5) → π* (N2-C3) orbitals 
and stabilization energies are calculated as 26.03 kcal/mol 

for VLB and 24.65 kcal/mol for 1H-VLB. Furthermore, this 
interaction is the strongest observed for the VLB 
molecule. For 1H-VLB, the strongest interaction is 
observed between π (C23-C25) donor orbital (EDi = 
1.65380e) and π*(C20-C21) acceptor orbital (EDj = 
0.36972e) with stabilization energy of 64.68 kcal/mol. For 
VLB, E(2) of this interaction was calculated as 21.01 
kcal/mol. In addition, the most important lone pair 
interactions were given in Table 8 and 9 for both 
molecules. 

 

Table 9.  Second-order perturbation theory results of Fock matrix in NBO basis for 1H-VLB 
Donor(i) EDi/e Acceptor(j) EDj/e E(2) kcal/mol E(j)-E(i)/a.u F(i.j)/a.u 

σ N2-C3 1.98612 π* C20-C21 0.36972 7.98 0.76 0.077 
π N2-C3 1.89731 π* C4-C5 0.28104 9.10 0.37 0.054 

  σ* S16-O17 0.14138 9.35 0.44 0.058 
  π* C20-C21 0.36972 11.39 0.23 0.049 

π C4-C5 1.77906 π* N2-C3 0.31513 24.65 0.29 0.078 
  π* C6-C7 0.35105 7.41 0.31 0.044 

π C9-C11 1.68516 π* C6-C7 0.35105 16.72 0.30 0.064 
  π* C12-C14 0.29410 20.58 0.30 0.071 

π C12-C14 1.65250 π* C6-C7 0.35105 21.08 0.29 0.069 
  π* C9-C11 0.38450 19.78 0.27 0.066 

π C20-C21 1.65008 π* N2-C3 0.31513 12.36 0.26 0.051 
  π* C23-C25 0.33041 19.83 0.29 0.068 

σ C21-C23 1.97641 σ* S16-O17 0.14138 21.36 0.88 0.126 
π C23-C25 1.65380 π* C20-C21 0.36972 64.68 0.14 0.086 
σ C25-H26 1.98041 π* C20-C21 0.36972 20.29 0.44 0.093 
π C27-C29 1.65456 π* C20-C21 0.36972 38.80 0.14 0.066 

  π* C23-C25 0.33041 20.78 0.28 0.069 
σ C31-O36 1.98988 σ* S16-N19 0.23220 13.34 0.83 0.099 
σ O36-H37 1.98738 σ* S16-N19 0.23220 19.95 0.49 0.094 
LP (2) O1 1.69685 π* N2-C3 0.31513 14.10 0.38 0.066 

  π* C4-C5 0.28104 29.77 0.40 0.098 
  σ* S16-O17 0.14138 15.76 0.47 0.080 

LP (2) O17 1.82000 σ* C11-S16 0.20522 16.41 0.44 0.076 
  σ* S16-N19 0.23220 11.77 0.39 0.061 

LP (3) O17 1.78106 π* C20-C21 0.36972 11.43 0.19 0.043 
LP (2) O18 1.82016 σ* S16-N19 0.23220 21.00 0.41 0.083 

  π* C20-C21 0.36972 24.42 0.19 0.065 
LP (3) O18 1.78136 σ* S16-O17 0.14138 28.43 0.39 0.096 

  σ* S16-N19 0.23220 14.30 0.39 0.067 
 

Molecular Electrostatic Potential (MEP) Surfaces
Interpretation of molecular electrostatic potential 

(MEP) surface maps obtained by quantum chemical 
methods is seen as one of the effective ways to evaluate 

the chemical reactivity of a molecule towards positively or 
negatively charged reagents [45].  

 

 

Figure 7. 3D molecular mapped surfaces of studied molecules at B3LYP/6-311++G (d, p) level 
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Figure 7 shows the MEP maps of studied molecules at 
B3LYP/6-311++G (d, p) theory level. In 3D charge 
distribution of MEP, nucleophilic centers are shown in 
blue, while electrophilic centers are shown in red. The 
electrostatic potential decreases according to the order 
blue > green > yellow > orange > red. The MEP maps of the 
mentioned molecules are in the ranges −0.05871 a. u.  
(red) and +0.05871 a. u. (blue). From Figure 7, it is seen 
that the region with the highest electron density is around 
the oxygen O17 and O18 atoms. On the other hand, the 
positive regions are the regions where the blue color 
intensity is the majority on the hydrogen atoms. The N-H 

and O-H regions show the regions with the lowest 
electron density. 

 
Conclusions 
 

In this study, inspired by studies to identify drug 
candidates with potent and specific anti-inflammatory 
properties, quantum chemical computations for both 
vacuum and water phase were performed on valdecoxib 
and its active metabolite, hydroxy valdecoxib compounds. 
The results obtained from this research study can be 
presented as follows: 
• Structural parameters calculated at the theory level of 

B3LYP/6-311++G (d, p) and FT-IR analysis results are in 
good agreement with the experimental results. 

• When the bioactivity of VLB and 1H-VLB molecules 
were compared based on quantum chemical reactivity 
identifiers, it was concluded that all parameters except 
ELUMO supported the conclusion that VLB molecule was 
more active. 

• Molinspiration calculation results indicate that phenyl 
rings of VLB and 1H-VLB support predominantly 
lipophilic interactions, and sulfonamide and hydroxyl 
groups support hydrophilic interactions. 

• The changes in atomic charges with the addition of an 
-OH group to the structure of VLB were investigated by 
Mulliken population analysis. 

• In the next segment, second-order perturbative 
predictions of interactions between donor-acceptor 
(bond-antibond) orbitals on the basis of NBO were 
presented. Accordingly, for VLB, the strongest 
interaction is observed between π (C4-C5) → π* (N2-
C3) orbitals with stabilization energy of 26.03 
kcal/mol. On the other hand, for 1H-VLB, the strongest 
interaction is observed between π (C23-C25) donor 
orbital (EDi = 1.65380e) and π*(C20-C21) acceptor 
orbital (EDj = 0.36972e) with stabilization energy of 
64.68 kcal/mol. 

• From the molecular electrostatic potential maps, it is 
seen that the regions with the highest electron density 
are around the oxygen O17 and O18 atoms, while the 
regions with the lowest electron density are 
concentrated around the N-H and O-H atoms. 
It was concluded that the results obtained from this 

study are quite compatible with the literature and support 
each other. 
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Aim: Aluminum is one of the elements that is widely used in many sectors and is the most abundant element in 
nature. The harm of aluminum, which was thought to be harmless until recently and is actively used in daily life, 
is open to discussion. In this study, it was aimed to investigate the effect of Aluminum Sulphate [Al2(SO4)3] on 
Glucose-6-Phosphate Dehydrogenase (G6PDH) activity, which is a key enzyme that catalyzes the first step of the 
pentose phosphate pathway (PFP). In addition, enzyme activity are detailed with molecular docking studies. For 
the purpose of examining in vitro effect of Aluminium on G6PDH, 4 different concentration of substrate (D-
glucose-6-P) (01.M, 0.08M, 0.05M, 0.03M) prepared and 10mM, 30mM Al2(SO4)3 was added G6PDH envoriment. 
G6PDH activity was measured by spectrofotometrically. Molecular docking studies were performed with 
DockingServer and HEX 8.0.0 programs. With the data obtained, the Vmax of G6PDH was calculated as 3.33 and 
Km=0.0323. When 10 mM and 30mM Al2(SO4)3 were added to the reaction environment, it was observed that 
there was a decrease in enzyme activity by 24.92% and 57.06%, respectively. It was observed that the increase 
in Al2(SO4)3 concentration was an uncompetitive inhibition due to a significant decrease in both Km and Vmax 
values of the enzyme.  
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Introduction 

Nowadays, the rapid development of industry, the 
change in production methods in agriculture (use of 
artificial fertilizers, pesticides, etc.), the unhealthy storage 
of solid wastes and wastewater, and the contamination of 
some heavy minerals used in food storage conditions to 
living things [1]. Aluminum (Al) is widely used in many 
industrial fields (electricity, petroleum, chemistry, space, 
furniture, household), food and pharmaceutical 
industries. Al is taken into the body through diet, 
respiration and skin [2,3]. Normally, the accumulation of 
Al in the body is prevented, but in pathological conditions, 
the body Al load increases and leads to toxicity [4]. Most 
of the Al in the body is excreted through the urine. Studies 
have shown that Al accumulates in tissues such as liver, 
kidney, brain and lung in renal dysfunction and in some 
pathological conditions [5,6]. Although Al is one of the 
most abundant elements in nature, many of its forms are 
not harmful to living things. However, it turns into harmful 
derivatives at low pH [7,8]. It is reported that the 
accumulation of Al and its derivatives in the body plays an 
important role in the pathogenesis of many diseases, 
especially Alzheimer's [3,9]. 

Glucose-6-Phosphate Dehydrogenase (EC 1.1.1.49) is 
an important enzyme with its coenzyme NADP+, which 
plays a role in the rate-limiting step of PFY [10]  and is 
widely found in all tissues and erythrocyte cells (RBC). 

 
G6PDH enzyme deficiency is the most common 

hereditary enzyme deficiency in the world [11]. G6PDH 
deficiency, which is the most common and clinically 
important enzyme in the world, causes hemolytic anemia 
[12]. Since changes in this enzyme activity will negatively 
affect metabolism, it is of vital importance. 

Molecular docking process allows to examine the 
biological activities and enzyme inhibition properties of 
molecules at the molecular level. With the molecular 
docking process, the interactions between the 
minimalized protein structure of cell lines and the drug 
candidate can be examined at the molecular level. By 
molecular docking, the binding energies, binding modes 
and types of secondary chemical interactions between the 
target protein and the molecule under study can be 
determined [13]. 

In this study, it was aimed to investigate the in vitro 
effect of Al and its derivatives, which are widely used in 
various pharmaceutical, food, agriculture and many 
industrial areas, on the vitally important G6PDH enzyme 
activity. Molecular docking studies are of great 
importance in cell biology, as they are performed by 
interacting a target protein or enzyme (cell line) with a 
ligand molecule. It is a key step in drug development. The 
docking results can be used to find the inhibitor of the 
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target protein and the biological activities of the studied 
chemical species can be studied at the molecular level. 

 
Materials and Methods 
 

Chemicals and Apparatus  
Tris-HCL, NADP , G6PDH,  D-glucose-6-P were 

purchased from Sigma Aldrich (Steinheim,Germany), 
Glycine, Al2(SO4)3, MgCl2 were purchased from MERCK 
(Darmstadt, Germany),  BSA was purchased from Amresco 
(USA) . All chemicals used are of analytical purity. All 
solutions used in this study were prepared with deionized 
Milli-Q water (Millipore, Bedford, MA, USA). Dual beam 
path Spectrophotometer (Labmed. İnc) and electronic 
precision balance (Sartorius 000032)  were used. 
Experimental studies were carried out at room 
temperature (25.0  ± 0.5) ℃. 

 
Measuring G6PDH Activity 
Experimental method steps in the Worthington 

Enzyme Manual  [14] were followed to examine the effect 
of aluminum against the kinetic behavior of the G6PDH 
enzyme. The activity values against 4 different (0.1, 0.08, 
0.05, 0.03 mM)  substrate concentrations were calculated 
and the Lineweaver-Burk plot with 1/Activity versus 
1/concentration plot was drawn. In the presence of 
Al2(SO4)3 with 10 mM and 30 mM concentrations, it was 
added to each of the 4 different concentrations of 
substrate medium as inhibitor. Activity values were 
recorded. Activity experiments were repeated three 
times. The average of the data obtained here was 
transferred to the Lineweaver-Burk graph. Maximum 
velocity (Vmax) and Michaelis-Menten constant (Km) of 
the enzyme were calculated (Table-1).The reaction rate of 
the G6PDH enzyme was determined by the reduction of 
absorbance at 340 nm as a result of reduction of NADP. 
The reduction of 1μmol NADP per minute at pH 7.8 and 
30°C was determined as one unit of activity. The specific 
activity values of the G6PDH enzyme were calculated with 
the help of the following equation [14]. With the help of 
these data, the in vitro effect of Al2(SO4)3 on G6PDH 
activity was evaluated. 

 

 
 
Molecular Docking Calculation 
Docking Server was used as the docking program. For 

this, the geometry optimization of the ligands was done 
again with the MMFF94 method. The load calculation 
method was chosen as Gasteiger. pH = 7.0 was taken for 
all calculations. In docking calculations, grid maps are 90 × 
90 × 90 Å (x, y and z) and Lamarckian genetic algorithm 
(LGA) and Solis & amp; wet local search method was used 
[15]. During docking, the population size was set to 150. A 
translation step of 0.2 Å and a 5 Å quaternion and torsion 
steps were applied during the search for the appropriate 
region of the target protein of the molecules studied. HEX 

8.0.0 [16] was preferred for the overall exposure of the 
studied compound. 

 
Results 

 
Lineweaver-Burk graph was drawn according to the 

data obtained using D-glucose-6-P at 4 different 
concentrations (0.1, 0.08, 0.05, 0.03 mM). The Vmax value 
of G6PDH was calculated as 3.33 /mg protein/min, and the 
Km value was calculated as 0.0323 mM (Figure-1). G6PDH 
activity was measured by adding Al2(SO4)3 solution 
prepared at two different concentrations (10 mM and 30 
mM) to the reaction medium. Lineweaver-Burk curve was 
drawn according to the obtained data (Figure-2). In the 
presence of 10 mM, the Al2(SO4)3 Km value was 
calculated as 0.029 and the Vmax as 2.5 (μmol D-G6P/mg 
protein)/min.   In the presence of 30 mM, the Al2(SO4)3 
Km value was calculated as 0.0271 and the Vmax as 1.43 
(μmol D-G6P/mg protein)/minute. It was observed that 
there was a 24.9% decrease in G6PDH activity in the 
presence of 10 mM Al2(SO4)3 and a 57.06% decrease in 
the presence of 30 mM Al2(SO4)3 (Table 1). 

Looking at the data obtained, it was seen that Al2(SO4)3 

inhibited the G6PDH enzyme uncompetitively. 
 

 
Figure 1. Lineweaver-Burk plot of G6PDH without inhibitor 

 

 
Figure 2. Lineweaver-Burk plot of the effect of Al2(SO4)3 on 

G6PDH enzyme activity 
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Table 1. Kinetic Properties of G6PDH Enzyme and 
Al2(SO4)3 

G6PDH Enzyme  
No  

Inhibitor 
10mM  

Al2(SO4)3 
30mM  

Al2(SO4)3 

Km  
(mM) 0.0323 0.029 10.22% 0.0271 16.10% 

Vmax  
(μmol D-
G6P/mg 

protein/dk.) 

3.33 0.0323 24.92% 1.43 57.06% 

 
Molecular docking is of great importance in cell 

biology because it is done by interacting a target protein 
with a ligand molecule. It is very important in terms of 
determining the interactions that take place in biological 
processes. The docking results can be used to find the 

inhibitor of the target protein. Target proteins were 
determined in the protein database. PDB ID=1DPG [17] 
target proteins were selected for the glucose 6-phosphate 
dehydrogenase (G6PDH) enzyme. Geometry optimization 
for Al2(SO4)3 and selected target proteins was done by 
MMFF94 method. Docking processes were repeated with 
both programs. An important parameter used while giving 
molecular docking results is the binding energy. Binding 
energy includes interactions such as van der Waals 
interactions, electrostatic interactions, hydrogen bonds, 
and hydrophobic interactions. The magnitude of the 
binding energy is a measure of the stability of the lidand-
receptor complex [18]. The affinity of two molecules can 
be estimated using the binding energy. Interaction types, 
docking poses and binding modes of Al2(SO4)3 with target 
proteins representing G6PDH enzyme are given in the 
Figure 3. 

 
 

 
Figure 3. Binding modes, docking poses and interaction types between investigated ligand and target proteins. 

 
When the interaction types between Al2(SO4)3 and 

the target proteins, whose docking poses are given in 
Figure 3, are examined, there are H-bond and polar 
interactions. The studied ligand forms H-bond with amino 
acid residues LYS343 and LYS182 of the 1DPG target 
protein. TYR179 is in polar interaction with amino acid 
residues HIS178 and ASP374. Al2(SO4)3 ligand 6E08 forms 
an H-bond with amino acid residues ARG487, LYS238 and 
polar interaction with amino acid residues ARG357, 
LYS366 of the target protein. The binding energy (BE), 
intermolecular energy (IE), van der Waals interactions, 
vdW + Hbond + desolved Energy (WHDE), interaction 
surface (IS) and inhibition constant (Ki) values to estimate 
enzyme inhibition activity between ligand-target proteins 
are given in Table 2. 

Table 2. Docking results between Al2(SO4)3 and target 
proteins 

  1DPG 6E08 
BE (kcal/mol) -2.29 -4.93 
IE (kcal/mol) -2.29 -4.93 

WHDE (kcal/mol) -0.82 -1.04 
IS 187.645 226.149 

Ki (μM) 210.80 245.03 
 

As seen in Table 2, negative values of BE, IE and WHDE 
energies provide inhibition of both 1DPG and 6E08 
enzymes of Al2(SO4)3 at molecular level. More negative 
interaction energy indicates higher inhibition efficiency 
[19]. According to the calculated docking results here, 
considering the energies, it is thought that Al2(SO4)3 

1DPG

6E08
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inhibits a small molecule AG1, which corrects it in the 
6E08 target protein, more since there is no drug available 
to treat G6PDH deficiency. On the other hand, when the 
interaction surfaces (IS) of Al2(SO4)3 with target proteins 
are examined, the interactions with both target proteins 
are almost close. The high interaction surface also 
increases the ligand-protein interaction and causes an 
increase in enzyme inhibition activity [20]. The inhibition 
constant (Ki) is a data about the amount of drug to be used 
in the treatment. The smaller this value, the smaller the 
amount of drug used in the treatment [21]. In addition, 
the results of the two docking programs show that only 
sulfur and oxygen atoms interact with amino acid 
residues. However, it is remarkable that it is included in 
the target protein in the form of a compound. 

 
Discussion 

Erythrocytes are among the most abundant cell types 
in an adult human, with a gross volume of 2 L and 
accounting for ~10% of the total cell number. The lifespan 
of erythrocytes is about 100-120 days, meaning that more 
than 200 billion erythrocytes containing about 20 mL of 
filled cell volume need to be replaced every day [22]. 
Eryptosis can occur due to various cellular stresses such as 
osmotic shock, oxidative stress and energy deficiency [23]. 
Oxidative stress or insufficient antioxidative defense 
activates Ca2+ and Cl- channels, causing the concentration 
of these intracellular ions to change [24].   In addition, 
oxidative stress causes eryptosis by causing the activation 
of aspartyl and cysteinyl proteases in erythrocytes [25]. In 
erythrocytes, NADPH+H is synthesized in PFY, the only 
source, in the rate-limiting step catalyzed by the G6PDH 
enzyme. Necessary for the production of reduced 
glutathione (GSH), which is important for protection 
against oxidative damage in NADPH. Fico et al. clearly 
stated the role of G6PDH in protection from apoptosis and 
necrosis induced by redox imbalance [26]. In our study, we 
found that Al2(SO4)3 caused uncompetitive inhibition of 
the G6PDH enzyme.  

 

 
Figure 4. Uncompetetive Enzyme Inhibition (E:Enzyme 

S:Substrate I:Inhibitor P:Protein) 
 
It is thought that exposure to Al or its compounds for 

a long time will cause triggering of eryptosis due to the 
increase in blood concentration. They showed that ROS-
producing agents affect peripheral mononuclear cells 
(PBMC) of patients with G6PDH deficiency, leading to 
apoptosis due to insufficient protection from oxidative 
damage by low glutathione [27]. Therefore, inhibition of 

G6PDH will cause activation of the apoptotic pathway not 
only for erythrocytes but also within PBMC. 

Many researchers have investigated the activator or 
inhibitory effects of heavy metals on the enzyme system 
in living organisms [28,29,30]. Although aluminum is not 
in the heavy metals group, it has been defined as a 
potentially toxic element in recent years [31]. Although 
most forms of aluminum are not harmful to living things, 
they tend to form harmful derivatives at low pH's [32]. 
Tolerable levels of Al determined by ‘The Joint FAO/WHO 
Expert Committee on Food Additives (JECFA)’ for human 
body is 2 mg/kg/week [33]. Aluminum salts (such as 
aluminum hydroxide, phosphate, carbonate) are also used 
for treatment in the field of medicine such as humoral 
immunity, peptic ulcer and dialysis [34-37]. Several 
studies have been conducted on aluminum exposure. For 
example, it is a controversial issue whether the role of 
aluminum in Alzheimer's disease is due to Al accumulation 
in the patient's brain or due to Al-induced oxidative stress 
[38], in a study in rats, Al2(SO4)3 was found to cause 
germinative damage and renal degeneration [39]. Again, 
in an experimental animal study, it was shown that Al 
causes anemia with the damage it causes to the 
hematological system [40]. Sucralfate is an aluminum-
containing drug recently approved by the Food and Drug 
Administration (FDA) for the short-term (up to eight week) 
treatment of duodenal peptic ulcers. This drug was used 
in different doses and durations for therapeutic purposes, 
and it was found that the serum Al levels of the patients 
increased after the treatment [41]. Aluminum especially 
can affect important biomolecules of metabolism such as 
AMP, ATP, ADP, inositol phosphate, Glucose-6-Phosphate, 
2,3-diphosphoglycerate. In the relationship between ATP 
and Mg2+, which takes place in most biological reactions, 
Mg2+ is irreversibly replaced and forms a more stable 
complex. In addition, it can decrease Ca2+ ATPase activity, 
disrupt intracellular Ca2+ movement and inhibit many 
enzymes [42]. It is known that deficiency or inhibition of 
G6PDH, the most common and clinically important 
enzyme in the world, causes hemolytic anemia [12]. 
NADPH+H produced in the pentose phosphate pathway is 
required to reduce erythrocytes oxidized (GSSG) 
glutathione to reduced glutathione (GSH). Changes in 
G6PDH enzyme activity will cause hemolysis due to 
increased GSSG level as NADPH+H production will be 
affected significantly [12.] 

In this study, it was determined that aluminum sulfate 
is an uncompetitive inhibitor of Al2(SO4)3 G6PDH enzyme 
and affects both Km and Vmax levels (Figure-2). It is 
thought that as a result of the increase of aluminum in 
tissues and blood circulation, G6PDH enzyme will be 
inhibited and erythrocytes will be affected the most. 
Insufficient functioning of this enzyme means slowing of 
PFY and incomplete production of NADPH+H in the cell. 
The only production pathway of NADPH+H in erythrocytes 
is the pentose phosphate pathway. Oxidized glutathione 
(GSSH) is reduced to reduced glutathione (GSH) by the 
enzyme glutathione reductase, whose coenzyme is 
NADPH+H. H2O2’s occurring in living organisms are 
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converted to water by the enzymes catalase (CAT) and 
glutathione peroxidase (GPx). GPx needs reduced 
glutathione (GSH) to perform this reaction. In this case, 
there is not enough NADPH+H for the antioxidant 
enzymes involved in the reduction of free radicals to work 
efficiently [43]. Free radicals, especially reactive oxygen 
species (ROS), are compounds that can react very actively. 
It is known that ROT interacts with lipid, protein and DNA, 
disrupting the structure of these biomolecules and 
causing many metabolic diseases. 

In our study, aluminum sulfate was found to be an 
uncompetitive inhibitor of the G6PDH enzyme. Mainly 
aluminum; It is known to bind to phosphate, carboxylate, 
amines, amino acids, nucleic acids and nucleotides [42]. 
We believe that the G6PDH enzyme inhibits by binding to 
these molecules in its structure. As a result of this 
inhibition, it will not be possible to eliminate free radicals 
since NADPH+H cannot be produced by pentose 
phosphate. This will cause hemolysis due to the 
deterioration of the structure of many biomolecules and 
damage to cell membranes. 

As a result, when the data of our study is evaluated, it 
is seen that aluminum salts have negative effects on the 
antioxidant defense system. Accordingly, we think that it 
is important for people with low plasma G6PDH enzyme 
levels not to use aluminum-containing food and industrial 
products if possible, and to inform their physicians if they 
are given aluminum-containing drugs. With molecular 
docking studies, for the first time, the glucose-6-
phosphate dehydrogenase (G6PDH) enzyme inhibition of 
Al2(SO4)3 was investigated at the molecular level and its 
inhibition efficiency was theoretically supported. 
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Sulfatides play various roles in many biological processes such as cancer metastasis, viral infections and 
regulation in nerve cells. The sulfatide molecules are related with hypertension diseases in which ACE2 
(Angiotensin converting enzyme) is important for regulating blood pressure. ACE2 is also a key receptor for 
Covid-19 and highly expressed many different tissue types. Understanding the interaction between the 
sulfatides and ACE2 might be a key factor to develop potential novel treatments against Covid-19. Here we 
studied the interaction of main protease enzyme (6LU7) of Covid-19 with native sulfatide(A), chitosan based 
synthetic sulfatide(B) and inhibitor N3, through in silico studies such as molecular docking, molecular dynamics, 
ADMET prediction and target selection analysis. The compounds A, B and N3 bind the virus protease enzyme 
with docking score of -5.420, -6.009, -6.161 kcal/mol respectively indicates synthetic sulfatide binds better than 
native sulfatide and comparable to N3. Besides, molecular dynamics studies were carried out to reveal the 
stability of the complexes of interest. ADMET and target prediction studies carried out to reveal pharmacological 
properties and toxicity of the complexes and synthetic sulfatide found to be a drug-like molecule. We anticipate 
that computational investigation of virus interaction mechanisms will be an important starting point for 
experimental research in drug development efforts against Covid-19. 
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Introduction 
 

The recent outbreak emerged in the late 2019, named 
Covid-19 by the World Health Organization (WHO), have 
been a global challenge for scientific community to find an 
immediate cure[1]. Phylogenetical analysis show that the 
newly emerged virus is similar to the early versions 
including the SARS-CoV (Severe acute respiratory 
syndrome–coronavirus) and MERS-CoV (Middle East 
respiratory syndrome coronavirus) which were emerged 
in 2002 and 2012 respectively, so that the new virus is 
named as SARS-CoV-2 because of genetic similarity[2]. It 
is found that most of the Covid-19 infected patients show 
symptoms in a broad range such as difficulty in breathing, 
weakness, fever, vomiting, loss of taste and smell and dry 
cough[3-6]. In order to enter to host cell, the SARS-CoV-2 
uses ACE2 receptors which are type I membrane proteins 
found on the surface of mammalian cells, especially in 
lungs, heart, kidneys, and intestine. These receptors are 
associated with the metabolism of angiotensin (Ang), a 
peptide hormone that regulates vasoconstriction and 
blood pressure[2, 7, 8]. The hypertensive patients use the 
ACE inhibitor drugs to control their blood pressure; 
however, they express the ACE2 more than normal due to 
the inhibitor drug consuming[9]. As a result, hypertensive 
patients having Covid-19 are at more risk than normal 
individuals[10]. In addition, differences in expression 

levels of ACE2 between children and adults is suggested 
recently to explain why Covid-19 is milder in children than 
adults[11]. Therefore, computational efforts to shed light 
on sulfatides’ interactions will be helpful to understand 
the underlying mechanisms of Covid-19.  

The sulfatides are expressed in liver tissue and found 
abundantly in neural systems [6,12]. The sulfatide 
prevents human paravirus influenza type 3 to enter COS-
7 cells [13]. It has been reported that the concentration of 
sulfatide in the blood of children may be higher than in 
adults [14]. The low sulfatide concentration increases 
hypertension risk two times than having high amount of 
sulfatide in blood[15-17]. Changes in the expression of 
hepatic cerebroside sulfotransferase (CST), the key 
enzyme involved in sulfatide synthesis, are the primary 
determinants of serum sulfatide amount [16]. Regarding 
Covid-19, it could be that high amount of the sulfatide 
might reduce the infection ability or disease severity and 
vice-verse[6, 18]. In their cell culture experiments Davies 
et al. observed that fenofibrate drug decreased Covid-19 
infection significantly and fenofibrate is thought to 
increase the amount of sulfatide in the blood[19]. We 
synthesized and characterized chitosan based synthetic 
sulfatide both chemically and biologically and have 
published elsewhere[12]. 

http://xxx.cumhuriyet.edu.tr/
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Figure 1. 2D structures of compounds A, B, and N3 

 
Molecular docking studies were performed in order to 

reveal and compare the binding properties of the natural 
ligand (A), the synthetic derivative (B) under investigation 
and the N3, ligand of crystallized form for comparison[20]. 
In addition, molecular dynamics simulations were 
employed to verify the stability of protein-ligand 
complexes. Both studies showed that chitosan based 
synthetic sulfatide can play an important role for 
inhibition ACE2 as receptor for Covid-19. 

 
Material and Methods  
 
Docking Studies  
Maestro 12.8 of Schrödinger (Schrödinger Release 

2021-4: Maestro, Schrödinger, LLC, New York, NY, 2021) 
software was used in all molecular docking studies. The 
structures of the ligands were drawn with 2D Sketcher 
software. The ligands were minimized using LigPrep, a 
utility of Schrodinger (Schrödinger Release 2021-4: 
Maestro, Schrödinger, LLC, New York, NY, 2021). The X-ray 
structure of the target protein (PDB ID: 6LU7) was 
downloaded from the RCSB Protein Data Bank 
(www.rcsb.org)[21, 22]. Schrödinger’s modules, Protein 
Preparation Wizard Prime, Impact, Epik, Prime 
(Schrödinger Release 2021-4: Protein Preparation Wizard; 
Epik,  Schrödinger, LLC, New York, NY, 2021; Impact, 
Schrödinger, LLC, New York, NY; Prime, Schrödinger, LLC, 
New York, NY, 2021.)[22] and Propka[23] were used for 
removing ligands and solvent molecules in protein, adding 
hydrogens, assigning charges and deleting polar 
hydrogens for clarity. Grid maps were created with the 
Maestro (Schrödinger Release 2021-4: MacroModel, 
Schrödinger, LLC, New York, NY, 2021). grid generation 
panel, and prepared ligands were docked in this grid map 

100 times in standard precision (SP) mode using the Glide 
software[24, 25]  

 
Molecular Dynamics Simulations 
MD simulations were carried out by the Desmond 

(Schrödinger Release 2021-4: Desmond Molecular 
Dynamics System, D. E. Shaw Research, New York, NY, 
2021. Maestro-Desmond Interoperability Tools, 
Schrödinger, New York, NY, 2021.)[26] module through 
Maestro of Schrödinger suite in order to investigate 
stability and interaction profiles of protein-ligand 
complexes for 50ns. Backbone RMSDs, the average 
distance between the backbone atoms of the protein–
ligand structures, were plotted to compare the structural 
and dynamical properties[27]. 

 
Table 1. Program parameters of MD stimulation studies 

Force Field   OPLS3E[28] 
Solvation Crystallographic Water (TIP3P) 

Counter Ions Na +  Cl- 

Ensemble 
(Npt) Of Nose–Hoover 

Thermostat 300k Barostat 
1bar 

Boundary Conditions Orthorhombic Periodic 
Boundary Conditions 

Buffer Region 10 Å 
Any Deleted 
Molecules Water, Etc. 

Minimization 
Algorithm 

1000 Steps Of Steepest 
Descent Followed By 
Conjugate Gradient 

Adjusting The 
Concentration Of 

The System 
0,15M NaCl 

 
ADME Prediction  
ADME (Adsorption, Distribution, Metabolism and 

Excretion) evaluation is a key step to analyze the 
pharmacodynamics properties of the molecules to be 
used as a drug. The 2D structures of the compounds were 
drawn using the 2D Sketcher module of the Maestro  
program. Smiles data of the compounds were transferred 
to the SWISS-ADME[29] online program and various 
physicochemical parameters, Lipophilicity, Water 
Solubility, Lipinski rules, and drug likeness scores of the 
given compounds were calculated[30]. 

 
Target Prediction  
Molecular target studies are used to predict the effects 

of small molecules in the body. These may cause cross-
reactivity with other proteins or cause side effects[31]. 
Using the Swiss Target Prediction website[29] 
(https://www.swisstargetprediction.ch), the smile 
formula of the molecules was examined by applying it to 
the search bar. 

 
 
 
 

http://www.rcsb.org/


Kocabay et al. / Cumhuriyet Sci. J., 43(2) (2022) 238-245 

240 

Toxicity Prediction   
The toxicology prediction of small drug candidates 

must be known before applying them to the animal or 
human model. In this case, pkCSM [24] database (is used 
for details of toxicological effects such as AMES Toxicity, 
human maximum tolerance dose, hERG-I inhibitor, hERG-
II inhibitor, LD50, LOAEL, Hepatotoxicity, Skin Toxicity, T. 
pyriformis toxicity, and Minnow toxicity). The website was 
accessed and SMILES of the sulfatides were entered into 
the website search bar and the toxicity mode was 
selected[32]. 

 
Results and Discussion 
 

Molecular Docking and MD Simulations 
Molecular docking studies were carried out to 

examine the interactions of ligands with residues in the 
active site of the target protein (6LU7). For the validation 
of the docking studies, the N3 in the crystal structure of 
the protein was removed, minimized, redocked and the 
RMSD value was calculated 0.526 Å. The compounds A, B 

and N3 bind the virus protease enzyme with docking score 
of -5.420, -6.009, -6.161 kcal/mol respectively (Table 2).  

 
Table 2. Docking scores of compounds, A, B, and N3 with 

6LU7 PDB encoded protein 
Compounds Docking Scores  

(kcal/mol) 
A -5.420 

B -6.009 

N3 -6.161 

 
The molecular docking score of the compound B was 

higher than the scores of compound A and also very close 
to the docking score of N3. Similar to N3, compound B 
interacted hydrogen bonded in the active site of the 
enzyme with GLU166, GLN189 and hydrophobicly with 
LEU27, MET49, LEU141, PHE140, CYS145, MET165, 
LEU167, PRO168, ALA191. It made polar interactions with 
THR190, and charged (positive) interaction with ARG188. 
It also made a hydrogen bond with THR190 (Figure 2). 

  
 

 

Figure 2. 2D interaction of compounds B and N3 with the active site of 6LU7 PDB-encoded protein 

 
In addition to molecular docking studies, and MD 

Simulation studies were carried out with compounds A, B, 
and N3. RMSD values of compounds A, B, and N3 to 
analyze structural deviations and stability are shown in 
Figure 3. Simulations performed for 50 ns and RMSD 

values of the alpha carbons (Cα) of the enzyme (6LU7) in 
all three analyzes were seen to vary up to 3.2 Å (Figure 3). 
Despite the slight shifts observed, synthetic sulfatide 
complex B reached stability after 20 ns, with less 
deviations compared to compound A. Compound B and 
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native ligand-protein compound N3 show similar RMSD 
values.  

The interaction of residues in the active site of the 
enzyme with compounds A and B were also investigated. 
In Figure 4, the residues interact with the ligands are 

shown and they are observed to be constant throughout 
the simulation. In particular, it was determined that 
GLU166 and GLU189 distinctly took place in binding with 
both compounds.

 

 

Figure 3. RMSDs for compounds A, B, and N3 
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Figure 4. The residues interact with compounds A and B 

ADME Prediction 
After submission of the ligand molecules to SWISSADME database, the results were obtained in Table 3. 

 
Table 3: Estimated Physicochemical, Lipophilicity, Water Solubility, Pharmacokinetics, Drug likeness, ADMET properties 

of A, B and N3 
Physicochemical Properties A B N3 
Molecular weight 908.32 g/mol 523.68 g/mol 680.79 g/mol 
Num. H-bond acceptors 12 9 9 
Num. H-bond donors 7 5 5 
TPSA  220.69 Å² 171.00 Å² 197.83 Å² 
Lipophilicity A B N3 
Log Po/w (iLOGP)  7.74 3.39 3.94 
Consensus Log Po/w  9.25 2.90 2.73 
Water Solubility A B N3 
Log S (ESOL) ; Class  -11.69; Insoluble -4.26; Moderately soluble -4.89; Moderately soluble 
Log S (Ali) ; Class  -19.21; Insoluble -7.24; Poorly soluble -7.18; Poorly soluble 
Pharmacokinetics A B N3 
GI absorption  Low Low Low 
BBB permeant  No No No 
P-gp substrate  Yes Yes Yes 
CYP1A2 inhibitor  No No No 
CYP2C19 inhibitor  No No No 
CYP2C9 inhibitor  No No No 
CYP2D6 inhibitor  No No No 
CYP3A4 inhibitor  No No Yes 
Drug likeness A B N3 
Lipinski  No; 3 violations: 

MW>500, NorO>10, 
NHorOH>5 

Yes; 1 violation: MW>500 No; 2 violations: MW>500, 
NorO>10 

ADMET A B N3 
AMES toxicity 
Categorical (Yes/No) 

No No No 

Max. tolerated dose (human) 
Numeric (log mg/kg/day) 

0.435 0.299 -0.424 

hERG I inhibitor Categorical 
(Yes/No) 

No No No 

hERG II inhibitor Categorical 
(Yes/No) 

No No Yes 

 

 

Figure 5. Top-25 targets predicted for A, B, and N3 



Kocabay et al. / Cumhuriyet Sci. J., 43(2) (2022) 238-245 
 

243 

 
 
The pie-chart graphs of the target prediction analysis 

are given in Figure5 for the top-25 targets as displayed in 
the website. The pie chart predicts the following 
observations for native sulfatide (Figure 5): 12% of 
adhesion, 4% of isomerases, 4% of Kinase, 4% of 
Secreated protein, 12% of hydrolases, 12% of protease, 
8% of cytochrome p450, 20% of Enzymes, 12% of 
unclassified protein and 12% of phosphatases. The pie 
chart also predicts for chitosan based synthetic sulfatide 
(Figure 5): 4% of Adhesion, 4% of Secreted protein, 4% 
Voltage-gated ion channel, 4% Other cytosolic protein, 
56% of Family A G protein-coupled receptor, 8% 
Unclassified protein, 8% of Protease, 4% of Enzyme, 4% of 
Kinase, 4% of Isomerase.  Target prediction analysis for N3 
is as follows (Figure 5): 44% of Family A G protein-coupled 
receptor, 4% of Family B G protein-coupled receptor,8% 
Kinase, 12% Phosphodiesterase, 16% Eraser, 4% Primary 
active transporter, 8% of protease, 4% of Enzymes. Native 
and chitosan based sulfatides are specific to only P-
selectin.  

Preliminary estimates of different properties of drugs 
(such as physicochemical properties, toxicity, absorption, 
distribution, metabolism, and excretion from the body, 
solubility in water and fat, and interaction with some 
enzymes in the body) can be obtained through various 
computer programs. These properties are evaluated by 
considering whether the obtained numerical results fall 
within the reference ranges. Bioavailability is an 
important criterion for evaluating any synthetic drug for 
clinical trials. Transportation properties can be 
determined by the TPSA value [33, 34]. TPSA < 140 A⸰2 is 
the standard value for gastrointestinal absorption[35] and 
TPSA>90 A⸰2 means low blood brain barrier (BBB) 
penetration[36]. Absorption percent (%ABS) was 
calculated by using %ABS = 109 − (0.345 × TPSA) is another 
factor for bioavailability (%Abs>50 high, %Abs< 30 low )is 
low or high[37, 38]. logBB term is used to predict brain 
penetration for compounds of interest. For the 
compounds of interest values greater than 0.3 means a 
penetration, while values less than -1.0 indicate a poor 
diffusion[39].  Toxicity for T. Pyriformis, a protozoa 
bacteria, is predicted by the pIGC50 (> −0.5 μg/L toxic) and 
Minnow toxicity is predicted by the LC50 (log LC50 < -0.3 
toxic) respectively. In addition, lipophilicity determined by 
Log Po/w - Consensus Log Po/w values and water 
solubility determined by LogS (ESOL) and LogS (Ali) values 
are important predictors for drug-delivery properties[40-
42]. Some of the cytochrome P450 enzymes (CYP1A2, 
CYP3A4, CYP2C19, CYP2D6 and CYP2C9) are essential to 
metabolize many drugs[43], so pharmacokinetic 
interactions with these enzymes are also predicted.  

The toxicity of drugs is a key factor and should be of 
great concern[44]. For toxicity, the maximum tolerated 
dose is important that it is used to estimate the starting 
dose in phase I clinical trials of drugs. For the maximum 
tolerated dose, values less than or equal to 0.477 are 
considered to be low and vice versa[45]. The toxicity of 

drugs is highly related to the interaction with some 
important proteins in the body, the chemical nature and 
dose of the any given drug, and the stage of infection. For 
example, drugs sold in markets such as cisapride, 
sertindole, terfanadine inhibit human (hERG) K+ channels, 
causing cardiac arrhythmias and ultimately death and for 
this reason their sale has been stopped[44]. By measuring 
the toxicity tests using the ProTox-II - Prediction of Toxicity 
of Chemicals program, more detailed information about 
the drug can be obtained with computer data[44].  

In our study, iLOG Po/w and consensus Log Po/w values 
for compound A are 7.74 and 9.25 respectively, so it is 
weak in terms of lipophilicity. On the contrary these values 
are 2.90-3.39 and 2.73-3.94 for B and N3 indicating both 
are lipophilic and exhibit good GI properties. Both the 
ESOL Log S and Ali log S values, suggest that compound A 
is insoluble, while the others are moderately soluble (see 
Table 3). The GI is low for all three compounds and all 
three cannot exceed the BBB. The three drugs do not 
inhibit any of the p450 inhibitors, except N3 inhibits 
CYP3A4. This eliminates an important concern in terms of 
the toxicity of the synthetic drug. The drug likeness 
property is positive only for B. It only violates the 
molecular weight rule. However there are many drugs of 
high molecular weight in phase III[46, 47]. Three drugs can 
be excreted from the cell as they are substrates of P-gp 
(see Table 3). Ames toxicity is negative for all three 
components, which suggest that the molecules are non-
carcinogenic in nature. Maximum tolerated doses (log 
mg/kg/day) for all show eligibility for human use (Table 3). 
Except N3 gives positive result for hERG II, none exhibit 
hERG I and hERG II inhibitory property. All these results 
promise that the synthetic molecule (B) can be safely used 
as drug. 

 
Conclusion  
 

It has been observed that sulfatide molecules may be 
of high importance in viral infections. The synthetic 
sulfatide showed great binding than native sulfatide due 
to their binding affinity scores. Structural mimic of the 
compound B was investigated by molecular docking and 
MD simulation studies. In addition, it was observed that 
compound B interacts with residues in the active site of 
the target enzyme similar to N3. ADMET studies showed 
that compound B did not have a significant predicted toxic 
effect and was in accordance with Lipinski's five-point 
rule.  

Development of drugs or vaccines against Covid-19 in 
a short time is a great challenge for scientific community. 
The novel vaccines are currently been used in many 
countries. However, viruses can change their genetic 
material via mutations rapidly, so the vaccines don’t keep 
us protected for a long time against mutated viruses. 
Efforts for developing anti-viral drugs studies for Covid-19 
are slower and less promising than vaccine development. 
Although there are some drugs used in Coivd-19 
treatment protocols, there is currently no drug whose 
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effectiveness has been proven and approved by 
authorized institutions. Therefore, rapid development of 
alternative drug molecules is of vital importance and 
computational efforts can guide experimental and clinical 
studies in this field. 

While obtaining huge amounts of biological sulfatides 
can be difficult, synthetic sulfatide is relatively easy to be 
produced in laboratory. These molecules are candidates 
to be the starting point for successful drug development 
against COVID-19. 
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Introduction 

Organoselenium compounds, which are found in trace 
amounts in nature, contain carbon (C), selenium (Se) and 
sulfur (S) in their skeleton structure. The two nitrogenous 
atoms of the mentioned skeletal structure are called 
selenadiazole. There are basically four known types of 
selenadiazole heterocycles, with atoms in different 
positions in the ring structure. These are 1,2,3-
selenadiazole with C–Se–N–N bond order, 1,2,4-
selenadiazole with N–C–Se–N bond order, 1,2,5-
selenadiazole with N–C–Se–C–N bond order and 1,3,4-
selenadiazole with N–Se–N bond order given in Figure 1. 

 

 

Figure 1. Classification of seleniazoles according to the 
position of nitrogen and selenium atoms. 

 

1,2,3-Selenadiazoles are a class of selendiazoles whose 
pharmacological applications have been widely studied. 
Their derivatives have been evaluated in many studies 
such as anti-bacterial and anti-cancer [1,2]. The biological 
activity of 1,2,3-selenadiazoles depends on the electron-
accepting and electron-donating properties of the 
substituents attached to the carbon atoms in the ring 
structure. As in the nature of most chemicals, differences 
in functional groups have created differences in their 
biological potentials. 1,2,3-selenadiazole derivatives act 
as microbial agents such as antifungal [3], antibacterial 
[4], antitumor [5], cytotoxic [6] and enzyme inhibitors [7], 
as well as having important applications in chemotherapy 
and pharmacology [3-7]. In particular, the benzopyrano-
1,2,3-selenadiazole derivatives exhibited antitumor 
activity against human cell lines such as MCF-7, VERO 
(African green monkey kidney cells), WI-38 (fibroblast 
cells) and HEPG-2 (hepatoma cells) [5]. Thioacetanilide 
derivatives of 1,2,3-selenadiazole showed anti-HIV activity 
against HIV-1 [6]. There are fewer chemical studies of 
1,2,4-selenadiazoles than other selenadiazoles [8-15]. 
1,2,5-Selenadiazoles are a type of selenadiazole that 
contains more information in the literature, thanks to the 
advantage of the synthesis steps. 1,2,5-selenadiazole 
compounds exhibit both biological activity and organic 
light-emitting diode properties [16]. 1,3,4-selendiazoles 
exhibited physical and biological activity properties on 
fungi and MAO-B [10]. In addition to these biological 
properties, organo selenium compounds also act as 
nonlinear optical potential candidates for electro-optical 
properties and sensor application [18,19]. 
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In this study, the differences of the basic seleniazole 
compounds in terms of their structural and molecular 
properties are discussed. For this purpose, selendiazole 
compounds are studied by computational chemistry 
methods. The energy stability of 1,2,3-selendiazole, 1,2,5-
selendiazole, 1,2,4-selendiazole and 1,3,4-selendiazole 
compounds is investigated. For structural analysis, bond 
lengths, bond angles, differences between IR and NMR 
data are examined. Quantum chemical parameters are 
compared to predict the biological activities of the studied 
compounds. Local eclectrotrophic and nucleophilic 
regions are determined using the Fukui index functionals. 
The biological activities of the studied selendiazoles with 
proteins representing the cervical cancer cell line and the 
MCF-7 breast cancer cell line are docked with the help of 
simulation. 

 
Calculation Method 

 
Selendiazole compounds were plotted in the program 

GaussView 6.0.16 [20]. All calculations were made in 
Gaussian 09:AS64L-G09RevD.01 program and an 
imaginary frequency could not be obtained [21]. The 
B3LYP method was used in the calculations [22-24]. The 
basis set selection is 6-31G(d) [25].  

With the Density Functional Theory, it allows the 
approximation of quantum chemical descriptors such as 
hardness (η), softness (σ), chemical potential (µ), and 
electronegativity (χ). In order to correlate the ground 
state ionization energy (I) and electron affinity (A) values 
of chemical compounds, parameters, finite difference 
approach was considered and finally, the following 
equations were obtained [26-27]. 

 

HOMOI E= −  

LUMOA E= −  

( ) 2r

E I A
N ν

µ χ ∂ +   = − = = −  ∂   
 

2

2
( )

1
2 2r

E I A
N ν

η
 ∂ −

= = ∂ 
 

1/σ η=  
2 2/ 2 / 2ω χ η µ η= =  

1/ε ω=  
2( 3 ) / (16( ))I A I Aω+ = + −  
2(3 ) / (16( ))I A I Aω− = + −  

1/ 3 xx yy zzα α α α = + +   

 
In docking studies, compounds and proteins examined 

in the MMFF94 method were optimized with 

DockingSever [28]. Charge calculations were made using 
the Gasteiger method. Neutral media (pH = 7.0) was used 
in all calculations. The dimensions of the grid maps were 
90 × 90 × 90 Å (x, y and z) and were calculated by Solis & 
Wets local search method and Lamarckian genetic 
algorithm [29]. 

 
Results and Discussion 

 
Optimized Structures 
Derivatives of the selendiazoles in the literature, 

consisting of differences in sulfur, nitrogen and carbon 
locations, were optimized at the B3LYP/6-31G(d) level. 
The optimized structures obtained are given in Figure 2. 
Some bond lengths and bond angles obtained from the 
optimized structures of seleniazoles are given in Table 1. 

 

 

Figure 2. Optimized structures of selendiazoles. 

 
When the bond lengths and angles given in Table 1 

are examined, it is generally in the range of 1.845-
1.963 Å of Se-C and Se-N bonds. Selenium bonds were 
found to be the shortest in 1,2,5-selendiazole 
compound. In 1,2,5-selendiazole, selenium is bonded 
to two more electronegative nitrogen atoms than 
carbon. It is expected that nitrogen atoms will attract 
bond electrons to themselves and the bond they form 
with selenium is shorter than the others. The lengths 
of the N-C bonds in the studied compounds are around 
1.3 Å. According to the derivatives of the compounds, 
there is not much difference between C-C bonds and 
C-H bonds.  When their geometric structures are 
evaluated according to bond angles, there are 
deviations from the cyclopentadienyl structure.
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Table 1. Selected bond lengths and bond angles for selene compounds studied  at B3LYP/6-31G(d) level in the gas phase 
1,2,3-selendiazole 1,2,5-selendiazole 1,2,4-selendiazole 1,3,4-selendiazole 

Bonds (Å) 
Se-N1 1.963 Se-N1 1.807 Se-N1 1.814 Se-C2 1.872 
Se-C2 1.845 Se-N2 1.807 Se-C2 1.867 Se-C1 1.872 
N1-N2 1.249 N2-C2 1.310 N1-C1 1.308 C2-N2 1.298 
N2-C1 1.381 N1-C1 1.310 C1-N2 1.378 C1-N1 1.298 
C1-C2 1.377 C1-C2 1.461 N2-C2 1.302 N1-N2 1.370 
C2-C4 1.500 C2-C4 1.503 C1-H1 1.086 C1-H1 1.083 
C1-C5 1.504 C1-C3 1.503 C2-H2 1.084 C2-H2 1.083 

Bond angles (º) 
Se-N1-N2 108.7 Se-N1-C1 107.8 Se-N1-C1 107.4 Se-C1-N1 114.8 
N1-N2-C1 120.0 N1-C1-C2 115.9 N1-C1-N2 122.5 C1-N1-N2 114.4 
N2-C1-C2 115.0 C1-C2-N2 115.9 C1-N2-C2 110.3 N1-N2-C2 114.4 
C1-C2-Se 110.2 C2-N2-Se 107.8 N2-C2-Se 112.5 N2-C2-Se 114.8 
C2-Se-N1 85.84 N2-Se-N1 92.4 C2-Se-N1 87.1 C2-Se-C1 81.4 

 
Stability of Selendiazoles 
By examining the thermodynamic parameters of 

compounds with the same number of electrons, their 
stability can be predicted. The total energy (E) and Gibbs 
free energy (G°) taken into account in predicting the 
stability of the selendizoles were calculated at the 
B3LYP/6-31G(d) level and are given in Table 2. 

 
Table 2. Total and Gibbs free energies of Selendizoles 

(kJ·mol-1). 
Compounds E (kJ·mol-1) G° (kJ·mol-1) 

1,2,3-selendiazole -6790280.119660 -6790245.113860 
1,2,4-selendiazole -6790355.014670 -6790316.958053 
1,2,5-selendiazole -6790337.838650 -6790300.519796 
1,3,4-selendiazole -6790281.629322 -6790245.830627 

 
The stability of the Selendiazoles can be determined 

by decreasing the Total and Gibbs free energies. 
Selendiazole, which has the lowest energy, has the most 
stability [30]. Thus, the order of stability of the 
selendiazoles should be: 

 
1,2,4- elendiazole > 1,2,5-selendiazole > 1,3,4-selendiazole > 
1,2,3 -selendiazole  
 

Considering E and G°, the most unstable selendiazole 
is 1,2,3-selendiazole. However, 1,2,3-selendiazole and 
1,3,4-selendiazole E and G° values are close to each other. 
Therefore, 1,2,3-selendiazole compounds appear in the 
literature as derivatives too. The 1,2,4-selenadiazoles may 
have had fewer chemical investigations than other 
seleniazoles due to their stability. 

 
IR Spectrum 
Infrared spectra of molecules are one of the most 

important methods in structural characterization. The IR 
spectra of the four derivatives constituting the basic 
structures of selendiazoles were calculated at the 
B3LYP/6-31G(d) level. Obtained spectra are given in Figure 
2. The peaks in the vibrational spectra of the Selendiazole 
compounds were numbered. The frequencies in the 
spectra were examined in detail with the VEDA program 
and listed in Table 3 and Table 4. 

 

 

 

 

 
Figure 2. IR spectra of selendiazoles. 
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Table 3. Calculated frequencies and labeling of 1,2,3 and 1,2,4-selendiazoles 
1,2,3 selendiazole 1,2,4 selendiazole 

Mod Freq. (cm-1) Label Mod Freq. (cm-1) Label 
1 321 BEND (SeCC) 

BEND (NNC) 
BEND (NCC) 

1 480 STRE (SeN) 
BEND (SeNC) 

2 461 TORS (NNCC) 
TORS (NCCSe) 

2 616 TORS (CNCN) 

3 586 STRE (SeC) 
BEND (NNC) 
BEND (NCC) 

3 792 BEND (CNC) 
BEND (NCN) 
BEND (SeNC) 

4 632 TORS (HCNN) 
TORS (NNCC) 
TORS (NCCSe) 

4 841 TORS (HCNC) 
TORS (CNCN) 

5 771 TORS (HCSeN) 
TORS (HCNN) 
TORS (NNCC) 

5 878 BEND (CNC) 
BEND (NCN) 

6 790 STRE (SeC) 
BEND (NNC) 
BEND (NCC) 

6 937 TORS (CNCN) 

7 869 BEND (SeCC) 
BEND (NNC) 
BEND (NCC) 

7 1119 BEND (HCN) 
BEND (NCN) 

8 1040 STRE (NC) 
BEND (HCSe) 

8 1268 BEND (HCN) 

9 1141 STRE (CC) 
STRE (NC) 

BEND (HCSe) 
BEND (HCN) 

9 1315 STRE (NC) 
BEND (HCN) 
BEND (NCN) 

10 1327 STRE (NC) 
BEND (HCSe) 
BEND (HCN) 
BEND (NCC) 

10 1415 STRE (NC) 

11 1411 STRE (NN) 
STRE (CC) 

11 1542 STRE (NC) 

12 1507 STRE (NN) 
STRE (CC) 

BEND (HCN) 

12 3224 STRE (CH) 

13 3254 STRE (CH)    
 
Table 4. Calculated frequencies and labeling of 1,2,5 and 1,3,4-selendiazoles 

1,2,5 selendiazole 1,3,4 selendiazole 
Mod Freq. (cm-1) Label. Mod Freq. (cm-1) Label 

1 480 TORS (SeNCC) 1 460 STRE (SeC) 
BEND (SeCN) 

2 568 STRE (SeN) 
BEND (SeNC) 

2 590 STRE (SeC) 
BEND (SeCN) 

3 737 STRE (CC) 
BEND (NCC) 

3 832 TORS (HCNN) 

4 862 TORS (HCNSe) 4 874 BEND (CNN) 
5 893 BEND (NCC) 

BEND (CCN) 
5 990 STRE (NN) 

6 1035 STRE (CC) 
BEND (HCN) 

6 1219 BEND (HCN) 

7 1268 BEND (HCN) 7 1451 STRE (NC) 
8 1414 STRE (NC) 

STRE (CC) 
BEND (HCN) 

8 1467 STRE (NC) 

9 1556 STRE (NC) 9 3258 STRE (CH) 
10 3212 STRE (CH)    
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In Tables 3 and 4, the bond stresses corresponding to 
the peaks given in the IR spectra of the selendiazoles and 
their labeling are given. It is seen that the bond stress 
modes correspond to one or more vibrational transitions 
with the labels made with the VEDA 4 program, which 
considers the calculated frequencies potential energy 
distribution (PED) contributions. Therefore, the high 
oscillatory strength bond strain modes of the related 
compounds were investigated. In general, stretching 
(STRE), bending (BEND) and torsional (TORS) vibrations 
are also present in selendiazole compounds. Bond 
stretching frequencies of selenium and selene-bound 
atoms are at low frequency values. The bond stretch 
frequencies of 1,2,3-, 1,2,4-, 1,2,5- and 1,3,4-selendiazoles 
differ slightly from each other. For example, the N-C bond 
stretching frequency in 1,2,3-selendazole is not alone in 
the range of 1040, 1141 and 1327 cm-1, but is seen in a 
peak that includes more than one bond stretching 
vibrations. C-H bond stretching frequency in 1,2,3-
selendazole is 3254 cm-1. The 1,2,4-selendazole 

compound has only the N-C bond stretching frequency at 
1415 and 1542 cm-1. The C-H vibrational frequency for 
1,2,4-selendazole is at 3224 cm-1. In the vibration 
spectrum of 1,2,5-selendazole, the N-C and C-H 
vibrational spectra correspond to 1556 and 3212 cm-1, 
respectively. N-C bond stretching frequencies for 1,3,4-
selendazole are clearly seen at 1467 and 1451 cm-1. The C-
H bond stretching frequency for the mentioned 
compound is 3258 cm-1. 

 
1H and 13C-NMR Spectrum 
NMR spectra of molecules are one of the most 

essential spectroscopic methods for the identification of 
skeletal structure. The chemical shifts of the molecules 
examined by computational chemistry methods were 
calculated at the B3LYP/6-31G(d) level relative to the 
reference tetramethylsilane. Atomic labeling and 1H and 
13C-NMR spectra of selendiazole compounds are given in 
Figure 3. 

 

 

Figure 3. Atomic labeling and 13C- and 1H-NMR spectra of selendiazoles  

1,2,3-selendiazole

1,2,4-selendiazole

1,2,5-selendiazole

1,3,4-selendiazole
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The data shown in Figure 3 give 13C chemical shifts for 

the 1,2,3-selendazole molecule. For 1,2,3-selendazole 
molecule, it is 143.1 and 131.0 ppm at C1 and C5 atoms, 
respectively. The 1H chemical shifts are 8.2 and 8.1 ppm 
for H6 and H7 atoms, respectively. 13C chemical shifts for 
1,2,5-selendazole molecule were calculated as 144.7 ppm 
at C3 and C5 atoms. The 1H chemical shifts are 23.5 ppm 
for the H6 and H7 atoms. The 13C chemical shifts for the 
1,2,4-selendazole molecule are 177.8 and 156.1 ppm at 
the C1 and C5 atoms, respectively. The 1H chemical shifts 
are 9.7 and 8.8 ppm for H6 and H7 atoms, respectively. 13C 
chemical shifts for the 1,3,4-selendazole molecule were 
determined as 152.6 ppm at C2 and C3 atoms. 1H chemical 
shifts were found to be 8.9 ppm for H6 and H7 atoms. The 
calculation results meet the theoretical expectations. 
Nitrogen is an electronegative atom and attracts more 
electrons than neighboring carbon atoms with lower 
electronegativity. This results in less shielding of carbon 

nuclei. Less shielded nuclei exhibit higher chemical shift 
values. For this reason, there are differences in the 
chemical shift values of the carbon atoms and 
subsequently the hydrogen atoms in the molecules. 

 
Quantum Chemical Parameters 
Quantum chemical parameters such as the highest 

occupied molecular orbital (HOMO) energy, the lowest 
unoccupied molecular orbital (LUMO) energy, hardness 
(η), softness (σ), chemical potential (µ), electronegativity 
(χ), electrophilicity index (ω), nucleophilicity index (ε), the 
electron accepting power (ω+) and electron donating 
power (ω-) have an important place in biological activity 
studies. The quantum chemical parameters calculated at 
the B3LYP/6-31G(d) level for the studied selendiazole 
molecules are given in Table 5 in detail. 

 
Table 5. Quantum chemical parameters calculated for selendiazole compounds 

Parameters 1,2,3-selendiazole 1,2,5-selendiazole 1,2,4-selendiazole 1,3,4-selendiazole 
EHOMO (eV) -6.5969 -6.8146 -7.6647 -7.6114 
ELUMO (eV) -2.0760 -1.8901 -1.7059 -1.8640 

ΔE 4.5209 4.9245 5.9588 5.7474 
η (eV) 2.2605 2.4622 2.9794 2.8737 
σ (eV-1) 0.4424 0.4061 0.3356 0.3480 
χ (eV) 4.3364 4.3524 4.6853 4.7377 
μ (eV-1) -4.3364 -4.3524 -4.6853 -4.7377 

ω 4.1595 3.8467 3.6840 3.9054 
ɛ 0.2404 0.2600 0.2714 0.2561 
ω+ 1.5583 1.4296 1.3323 1.4315 
ω- 6.610 6.331 6.399 6.633 
α 84.1150 82.9273 57.0193 57.8453 

The HOMO and LUMO orbital energies can provide a 
comparison of the electron-donating and electron-
accepting abilities of molecules, respectively. It has been 
noted that the HOMO orbital represents the electron-
donating ability and its high values belong to a good 
inhibitor. Low LUMO molecular orbital energy and energy 
gap values between HOMO and LUMO orbitals indicate 
that the molecule does not want to donate electrons and 
that electron exchange is easy, respectively. It is clear 
from the data presented for the energies of the leading 
molecular orbitals in the table above that the biological 
activity trends of the studied molecules follow the 
following order: 

1,2,3-selendiazole > 1,2,5-selendiazole > 1,3,4-
selendiazole > 1,2,4-selendiazole 

Hardness, softness and polarizability, which are among 
the quantum chemical parameters, can be illuminated in 
the light of numerical values with electronic structure 
principles of the molecule's activity behaviors. Chemical 
hardness is reported as resistance to electron cloud 
polarization or deformation of molecules [31]. According 
to Pearson, hard molecules have energy gap values 
between the high-energy HOMO and LUMO orbitals and 
are visualized in Figure 4 by contour diagrams. The shapes 
of the HOMO and LUMO molecular orbitals indicate that 

the electron-donating orbitals of the compounds are 
different, but the electron acceptor regions can be 
generally taken into similar lobes. The global softness of 
the molecules is equal to the opposite sign of their 
hardness. Soft and polarizable molecules have high 
activities. Electronegativity represents the electron-
withdrawing forces of molecules and chemical potential 
electron-donating forces. The electrophilicity index 
reflects the tendency to accept electrons from electron-
rich chemical species. The nucleophilicity index indicates 
the tendency to donate electrons to chemical species. It 
can be said that molecules with low electronegativity and 
electrophilicity index and high chemical potential and 
nucleophilicity index are more advantageous in terms of 
biological activities. Moreover, the parameters known as 
electron donation strength and electron-accepting 
strength provide important clues about the electron-
donating and electron-accepting abilities of molecules. A 
molecule with effective biological activity should easily 
donate electrons. 

In this case, the activity order of the selendiazoles 
examined according to the mentioned parameters can be 
evaluated as follows. 
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1,2,3-selendiazole > 1,2,5-selendiazole > 1,3,4-
selendiazole > 1,2,4-selendiazole 

 

 

Figure 4. Frontier molecular orbital contour diagrams of 
selendiazoles 

 
Fukui Indexes 
Fukui indices are very important for the analysis of the 

local atomic activities of Selendiazoles. The calculated Fukui 
indices of the examined molecules are presented visually in 
Figure 5. It is important to note that higher f- values 
represent sites of electrophilic attack, while a higher f+ value 
corresponds to sites suitable for nucleophilic attack. From 
the presented image, suitable regions for electrophilic and 
nucleophilic attacks of the studied molecules can be seen. In 
addition, electrophilic and nucleophilic indices of atomic-
sized selendiazoles are given in Table 6. 

Table 6 shows that 4(N) is the most suitable site for 
electrophilic attack for selendiazole compounds. However, 
the nucleophilic attack sites of the selendiazole compounds 
vary according to the derivatives of the compounds. 

 

 

 

 

Figure 5. Electrophilic and nucleophilic regions of 
investigated selendiazoles. 

 
As a result, it has been observed that heteroatoms are 

the most active atoms. This highlights the important role 



Erkan, Dikyol / Cumhuriyet Sci. J., 43(2) (2022) 246-256 
 

253 

of selendiazole molecules in their activity and interaction 
ability. 

 

 
 
 
 

Table 6. Fukui function indices of the selendiazoles 

 
Molecular Docking 
In recent years, molecular docking studies have been very 

popular in biological activity studies. Thanks to the determined 
protein sequences of biological systems, the activity studies of 
the drug candidate molecules examined can be predicted. In 
this way, information about the interaction energies and 
binding modes of the biological system with the chemical 
species can be obtained without loss of time and matter. For 
this purpose, biological activities of selendiazole derivatives, 
which basically contain structural differences, against cervical 
cancer cells and human MCF-7 breast cancer cells were 
investigated by molecular docking studies. The protein 
representing the cervical cancer cell line from the protein data 
bank was identified as PDB ID: 3F81 [32]. Loss of VHR 
phosphatase induces cell cycle arrest in HeLa carcinoma cells, 
suggesting that VHR inhibition may be a useful approach to 
arrest the growth of cancer cells. The 3F81 target protein 

contains multidentate small molecule VHR inhibitors that 
inhibit enzymatic activity at anomolar concentrations and 
exert antiproliferative effects on cervical cancer cells. For the 
protein representative of the human MCF-7 breast cancer cell 
line, the target protein PDB ID: 3HY3 [33] was preferred. 5,10-
Methenyltetrahydrofolate synthetase (MTHFS) regulates 
carbon flux through a one-carbon metabolic network that 
supplies essential components for cell growth and 
proliferation. Inhibition of MTHFS in human MCF-7 breast 
cancer cells has been shown to arrest the growth of cells. The 
lack of three-dimensional structure of human MTHFS 
(hMTHFS) has hindered the rational design and optimization of 
drug candidates. The 3HY3 target protein was chosen to 
examine this deficiency. The interaction energies between 
selendiazoles and selected target proteins and secondary 
chemical interactions during binding are given in Tables 7 and 
8, respectively. The binding modes obtained from the docking 
results are given in Figure 6.

 
Table 7. Docking energies (kcal/mol) between selendizoles and target proteins 

Target proteins 3F81 3HY3 
Compounds EBİND ESECONDARY ETOTAL EBİND ESECONDARY ETOTAL 

1,2,3-selendiazol -4.37 -4.10 -4.37 -4.32 -4.27 -4.32 
1,2,5-selendiazol -3.60 -3.49 -3.60 -3.77 -3.71 -3.77 

1,2,4-selendiazol -3.38 -3.23 -3.38 -3.75 -3.69 -3.75 
1,3,4-selendiazol -4.18 -3.99 -4.18 -4.17 -4.11 -4.17 

 
The energies obtained from the docking results; binding 

energy (EBIND), secondary chemical interaction energy 
(ESECONDARY) and total interaction energy (ETOTAL). According to 
these energy values, it is seen that 1,2,3-selendiazole interacts 
better with the target protein representing the cervical cancer 

cell line and its biological activity is higher than other 
selendiazoles. A similar situation shows that the biological 
activity of 1,2,3-selendiazole compound against the target 
protein representing the MCF-7 breast cancer cell line is high. 

1,2,3-selendiazole 1,2,5-selendiazole 
Atoms               Electrophilicity           Nucleophilicity Atoms               Electrophilicity           Nucleophilicity 
1(C)                  -0.03340                  -0.51984 1(Se) -1.03668 -0.25482 
2(Se)                  -0.67610                  -0.32125 2(N) -0.00094 -0.55512 
3(N)                  -0.06783                  -0.68865 3(C) -0.03585 -0.21159 
4(N)                   0.00095                  -0.35577 4(N) -0.00094 -0.55512 
5(C)                  -0.31700                  -0.00336 5(C) -0.03585 -0.21159 
6(H)                  -0.05410                  -0.17575 6(H) -0.06002 -0.11449 
 7(H)                  -0.08148                  -0.09374 7(H) -0.06002 -0.11449 
1,2,4-selendiazole 1,3,4-selendiazole 
Atoms               Electrophilicity           Nucleophilicity Atoms               Electrophilicity           Nucleophilicity 
1(C) -0.02217 -0.57550 1(Se) -0.43817 -0.29090 
2(Se) -0.74968 -0.27509 2(C) -0.22625 -0.55817 
3(N) -0.02516 -0.18116 3(C) -0.11865 -0.55817 
4(N) 0.02114 -0.53582 4(N) 0.07060 -0.07091 
5(C) -0.27691 -0.13805 5(N) -0.28278 -0.07091 
6(H) -0.07471 -0.09915 6(H) -0.06359 -0.16308 
7(H) -0.05237 -0.17724 7(H) -0.05620 -0.16308 
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In addition, the results show that there is a general trend in the 
biological activity ranking of selendiazole.
 

1,2,3-selendiazole > 1,3,4-selendiazole > 1,2,5-selendiazole > 1,2,4-selendiazole 
Table 8. Binding modes between selendizoles and target proteins 

Target Proteins 3F81 3HY3 
Compounds H-bond Polar Hydrophobic Pi-Pi H-bond Polar Hydrophobic Pi-Pi 

1,2,3-selendiazole CYS124 ARG125 
ARG130 

- TYR128 - - PRO81 
ILE111 

- 

1,2,5-selendiazole - ARG125 
ARG130 

MET69 - GLY136 
LEU173 
GLN178 

- ILE62 
PRO135 

PHE55 

1,2,4-selendiazole ASP92 
CYS124 

ASP92 
ARG130 

CYS124 - PRO81 
PRO112 

GLN113 LEU56 
PRO81 
ILE111 

- 

1,3,4-selendiazole CYS124 ARG125 
ARG130 

- -   LEU56 
PRO81 
ILE111 

- 

 

 

Figure 6. Binding modes between selendiazoles and target proteins. 

 
Conclusion 

1,2,3-selendiazole, 1,2,5-selendiazole, 1,2,4-
selendiazole and 1,3,4-selendiazole compounds, which 
are the basic structures of the seleniazole compounds, 
were optimized at the B3LYP/6-31G(d) level. The obtained 
structural parameters showed differences in the 
cyclopentadienyl ring with respect to the selendiazole 
derivative. The stability of the derivatives of Selendizole 

compounds was investigated. The most stable structure 
was determined as 1,2,4-selendiazole and the most 
unstable structure was 1,2,3-selendiazole. For structural 
characterization, IR and NMR techniques, which are 
spectroscopic methods, were applied in detail and the 
differences between the obtained spectra were 
compared.  Activity estimations were made according to 

1,2,3-selendiazole

3HY33F81

1,2,5-selendiazole

1,2,4-selendiazole

1,3,4-selendiazole
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quantum chemical parameters such as the highest 
occupied molecular orbital (HOMO) energy, the lowest 
unoccupied molecular orbital (LUMO) energy, hardness 
(η), softness (σ), chemical potential (µ), electronegativity 
(χ), electrophilicity index (ω), nucleophilicity index (ε), the 
electron accepting power (ω+), electron donating power 
(ω-) and polarizability. It is predicted that the activity will 
increase according to the order of indecision. The local 
electrophilic and nucleophilic regions were examined 
using the Fukui index functionals, and the active regions 
of heteroatoms were obtained from calculations. 
Selendiazole derivatives were found to exhibit activity 
parallel to quantum chemical parameters as a result of 
docking studies with proteins representing cervical cancer 
cell line and MCF-7 breast cancer cell line. 
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Mullite (3Al2O3.2SiO2) and 10 mol% silica added zirconia (10 mol% SiO2 - 90 mol% ZrO2) ceramic powders were 
synthesized by conventional ceramic processing route. The mixtures were prepared by mechanical alloying 
method using zirconia ball mill in acetone environment. To synthesize mullite, Al2O3 and SiO2 powders mixture 
was prepared with stoichiometric proportions and fired it in the air at 1600 oC for 3 h. And the silica added 
zirconia composites were fired at 1300 oC for 2 h. Thus, silica - zirconia and mullite composite phases were 
obtained and milling and sieving processes were carried out. Then, mullite-free and 10% by weight mullite 
reinforced silicon oxide added zirconia mixtures were prepared by powder metallurgy method. The powders 
were compacted by uniaxial pressing. The formed samples were sintered in a high temperature furnace in air 
conditions for 1 and 5 h at 1500 and 1600 oC sintering temperatures. Finally, microstructure examinations of the 
composites with SEM, phase analysis with XRD, hardness, three-point bending and wear tests were performed. 
In addition, the results of water absorption, porosity and density from physical properties and the effect of 
mullite additive on the mechanical and especially wear properties of this mixture were investigated. 
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Introduction 

Among ceramics, zirconia (ZrO2) and its composites 
have become very popular for technological and many 
scientific studies because of their good mechanical 
properties, corrosion resistance, low thermal 
conductivities, higher temperature stabilities and higher 
chemical stabilities [1]. They are preferred as significant 
materials for refractory materials, high temperature 
furnaces, components that are resistant to wear, various 
cutting tools, dental studies and a lot of fields. High-purity 
zirconia (ZrO2) exhibits three polymorphs depending on 
temperature: monoclinic phase is stable up to about 1170 
°C. After this temperature, the conversion from the 
monoclinic phase to the tetragonal phase begins and the 
tetragonal phase is stable up to 2370 °C. From this 
temperature to the melting temperature of 2680 °C, it is 
in the cubic zirconia phase [2]. Depending on the cooling 
processes, conversion from the t-ZrO2 phase to the m-ZrO2 
phase takes place. Transformation is very important as it 
causes volumetric changes of around 3% to 5% and thus 
cracks. Due to preventing this transformation and 
stabilizing the zirconia, it is common to use stabilizers. 
Addition of stabilizers to zirconia, lowers temperature of 
the transformations, reduces volumetric growth or 
shrinking and blocks the polymorphic transformations. By 
using stabilizers, it is possible to make stable the high-
temperature phases at low temperatures too [3]. 
Different stabilizers, such as, Al2O3 [4], CaO [5], CeO2 [6,7], 
MgO [8–10], SiO2 [11-13], TiO2 [14,15], Y2O3 [16,17] and 

even a combination of them [18,19], stabilize and hold 
stable the ZrO2 in the tetragonal and/or cubic forms at 
room temperature. It is possible to produce materials 
including only t-ZrO2 or c-ZrO2 or a mixture of these with 
m-ZrO2 phases by adding different quantities of stabilizer. 
If less than sufficient stabilizing oxide is added, partially 
stabilized zirconia (PSZ) is obtained instead of fully 
stabilized zirconia. PSZ usually consists of two or more 
closely mixed phases. As a result of using stabilizers and 
obtaining fully or partially stabilized zirconia, could be 
achieved superb mechanical properties for example 
bending strength, hardness, fracture toughness [20,21]. 
Zirconia exhibits better mechanical properties than other 
ceramics. However, like all other ceramics, it is fragile and 
cannot be formed at room temperature. Therefore, it is 
desirable to increase the toughness of these materials. So, 
some energy absorbing mechanisms such as 
transformation toughening and fiber reinforcement are 
used in ceramic matrices [22-25].  

Powder metallurgy method is frequently used in the 
shaping and sintering processes of powder matrix alloy 
and reinforcement materials after mixing. In order to 
obtain a good microstructure, it is very important to 
distribute all the particles homogeneously within the 
structure. So, mechanical alloying method has an 
important place in powder metallurgy. Mechanical 
alloying is a solid-state powder production and synthesis 
method that enables the production of homogeneous 

http://xxx.cumhuriyet.edu.tr/
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materials. Mechanical alloying is the process of powder 
mixing and grinding in a dry or aqueous environment 
(acetone, alcohol, water, etc. is used as liquid) used to 
produce composite powders with small crystal grains and 
controlled microstructures. This method is one of the 
common techniques for producing ceramic powders by 
mechanical methods [26]. 

In the literature, mullite (3 Al2O3.2SiO2) is described as 
the matchless stable middle crystalline phase for Al2O3-
SiO2 binary system, cost-friendly and exhibiting good 
refractory ability [27]. Mullite has received significant 
attention for technological applications because of its well 
properties like low coefficient of thermal expansion, high 
melting temperature, good resistance to creep, good 
chemical stability and satisfactory hardness [28]. In short, 
fracture toughness of zirconia can be advanced with 
mullite reinforcement as the secondary phase into the 
ZrO2 matrix and so, the other mechanical properties can 
be improved too [22]. In addition, the temperature of 
sintering is also important, because of affecting some 
properties of ceramics through changing of the crystalline 
phases and microstructure [29]. 

Aguilar, D. H. et al., examined the crystallization 
properties by adding 2 - 80% SiO2 into ZrO2 matrix and 
stated that m-ZrO2, t-ZrO2 and ZrSiO4 phases were formed 
in different proportions of compositions [11]. 
Vasanthavel, S. et al., mixing SiO2 with ZrO2 in varying 
proportions by sol-gel method, examined the effect of 
SiO2 addition on phase behavior and stated that m-ZrO2, 
t-ZrO2 and c-ZrO2 phases were formed in the structure 
[12]. Again, Vasanthavel, S. et al. prepared ZrO2-SiO2-
Dysprosium mixtures in different proportions by sol-gel 
method and stated that m-ZrO2, t-ZrO2, c-ZrO2, c-SiO2, 
ZrSiO4 phases were formed in the structure [13]. 

Also the wear properties of zirconia and mullite ceramics are 
investigated in many studies. In the study conducted by Akkuş 
and Boyraz [30], the wear properties of the samples prepared 
and produced with CaO, MgO and ZrO2 oxide powders in 
different compositions and ratios were investigated. They 
reported that the wear values obtained by applying different 
wear loads and wear times to the samples increase in parallel 
with the increase in the applied load and wear time. Huang et al 
[31] stated that hardness, porosity, density and bending 
strength of the samples had important effects on the wear 
properties in their study to examine the wear properties of the 
composites produced by adding mullite additives at 0-10 mole 
ratios to zirconia (3Y-TZP). Especially adhesive and abrasive wear 
were observed in the samples. 

In this study, mullite (3Al2O3.2SiO2) and 10 mol % silica doped 
zirconia (SiO2-ZrO2) ceramic powders were synthesized by 
conventional ceramic production processing route. Then, the 
effect of mullite additive on the properties of this mixture was 
investigated. 

 
Materials and Methods 
 

Mullite (3Al2O3.2SiO2) and silica doped zirconia (SiO2-
ZrO2) ceramic powders were produced by conventional 
ceramic production processing route in this study. All 

precursory powder materials were obtained from 
Company Eczacıbası (Al2O3 and SiO2 powders) and 
Chemicals of Handan Yaxiang Trading Co. (ZrO2). The 
powders were mixed in acetone environment by 
mechanical alloying method. The powders were heated 
for 24 hours in oven at 110 0C before and after mixing. 
Mullite (3Al2O3.2SiO2) and 10 mol% silica doped zirconia 
(SiO2-ZrO2) powders were synthetized by sintering from 
the powders prepared with stoichiometric ratios of Al2O3, 
SiO2 and ZrO2 powders after homogenized in ball mill. 
Mullite (3Al2O3.2SiO2) was synthetized for 3h at 1600 oC 
and 10 mol% silica doped zirconia (SiO2-ZrO2) composite 
powders were synthetized for 2 h at 1300 oC. Thus, silica - 
zirconia and mullite composite phases were obtained and 
milling and sieving processes were carried out. Then, 
mullite-free and 10% by weight mullite reinforced silicon 
oxide added zirconium oxide composites were prepared 
by powder metallurgy technique (named SiZ00M and 
SiZ10M respectively). The sample was coded as 
SiZ10M16005 (SiZ: Silica doped zirconia; 10M: 10% by 
weight mullite addition and 16005: 1600 °C sintering 
temperature and 5 hours sintering time). After the 
composite powders were milled for 24 h in acetone 
environment with zirconia ball mill, sieved and dried. 
Then, the composite mixtures were pressed to 56x12 mm 
sizes mold gap by uniaxial pressing machine at 200 MPa 
load. The pressed samples were sintered in a high 
temperature furnace (Protherm™ Furnace) and in air 
conditions for 1-5 h sintering times and 1500-1600 oC 
temperatures. The heating rate was 5 oC/min. Then, 
microstructure investigations with SEM, phase analysis 
with XRD, the hardness, 3-point bending and wear tests 
and physical properties that are water absorption, 
porosity, shrinkage and density results were examined on 
the composites. 

The three-point flexural strength tests were executed 
with crosshead speed of 0.5 mm/min in a Shimadzu brand 
tensile-compression device. For each sample, 
measurements were taken five times and their average 
were taken as the bending strength results of the samples. 
The strength calculations were made with the formula (1): 

 
σ = 3/2*P*L / (b*h2) (1)              
 
(In (1) the letters mean that, P: maximum load, L: 

distance of between supports, b: width, h: height). 
After 180, 320, 600, 1200 and 2500 grit sanding 

process, polishing is done for each sample. With Vickers 
hardness tester that was Mitutoyo brand, the 
measurements of hardness were executed by 1 kg load for 
10 seconds. For each sample, measurements were taken 
five times and their average were taken as the hardness 
results of the samples [32-35]. The wear tests of samples 
were executed with Plint brand wear tester. For wear 
tests, steel discs were used. For each sample, wear tests 
were executed at 400 rpm rate, 5, 10 and 15 min wear 
durations and 50 N, 100 N, 150 N forces. The samples 
were measured with a precision scale of 10-4 g. After the 
assigned wear times, the samples were scaled again and 
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the wear amounts were calculated [30,36,37]. To determine 
the phases, XRD with Cu Kα radiation (Bruker AXS D8 Advance; 
20kV-60kV, 6mA-80mA and θ = 10o-90o, 0.002o) was used. The 
phases of the samples seen in XRD patterns were defined with 
the Panalytical X’Pert program. The microstructural 
characterization of the samples was done with the Mira3XMU 
FE-SEM (Tescan, Czech Republic) brand scanning electron 
microscope machine and energy dispersion spectrum. The 
results were presented in various graphics and tables and 
some comments on these results were made. 

Physical (shrinkage, water absorption, density and 
porosity tests) and mechanical (hardness, 3-point bending 
and wear) tests, SEM, EDS and XRD analysis results were 
included in this section. Calculations and measurements 
were repeated 5 times and arithmetic averages were 
taken. The shrinkage, porosity, water absorption, relative 
density and bulk density results are shown in Table 1, and 
also Fig. 1. In Fig. 1, the relative density values were taken 
at the rate of 1/3 of the actual values for the graph.

 
Table 1. Physical test results of SiZ00M and SiZ10M samples 

Samples Bulk density 
(g/cm3) 

Relative density 
(%) 

Water absorption 
(%) 

Porosity 
(%) 

Shrinkage 
(%) 

SiZ00M15001 4,04 75,15 6,56 24,85 8,58 
SiZ00M15005 4,40 81,78 4,40 18,22 10,68 
SiZ00M16001 4,85 90,11 2,16 9,89 13,54 
SiZ00M16005 5,13 95,34 1,08 5,66 14,98 
SiZ10M15001 3,60 70,53 8,26 29,47 6,28 
SiZ10M15005 3,76 73,69 6,93 26,31 7,76 
SiZ10M16001 4,57 89,55 3,02 10,45 12,85 
SiZ10M16005 4,68 91,69 1,97 8,31 14,20 

 
Figure 1. Physical test results graph of SiZ00M and SiZ10M 

samples. 
 
When the results were examined, it was found that 

the shrinkage values increased with increasing 
sintering temperature and time in all samples, and 
accordingly the water absorption and porosity values 
decreased; it is seen that the experimental density 
and relative density values increase. In addition, it is 
seen that shrinkage, experimental density and relative 
density values are lower, water absorption and 
porosity values are higher in mullite added samples 
[36,37]. 

Table 2, Figure 2 and Figure 3 indicated the 
hardness and three-point flexural or bending strength 
results of SiZ00M and SiZ10M samples. 

According to the results, it is seen that the 
hardness values for all samples increase with 
increasing sintering temperature and time. In 
addition, in the samples coded as 1500, the hardness 
values of the samples with mullite additives are lower 
than the samples without additives. 
 
 

Table 2. Hardness and 3-point bending strength values of 
SiZ00M and SiZ10M samples 

Samples Hardness (HV) 3-Point bending 
strength (MPa) 

SiZ00M15001 166,80 50,374 
SiZ00M15005 197,70 52,565 
SiZ00M16001 297,10 55,527 
SiZ00M16005 375,53 62,268 
SiZ10M15001 140,73 42,375 
SiZ10M15005 172,43 44,842 
SiZ10M16001 395,25 48,394 
SiZ10M16005 425,56 50,056 

 

 
Figure 2. Hardness graph of samples. 

 

In the samples coded as 1600, it is seen that the 
hardness values of the samples with mullite additives are 
higher than the samples without additives. We think that 
this is a result of possible phase changes in the 
microstructure. 
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Figure 3. 3-Point bending strength graph of samples. 

When we look for the flexural strength results, we see that 
the three-point flexural strength values increase with 
increasing sintering temperature and time in all samples, and 
the three-point flexural strength values of the mullite-added 
samples are lower than the un-doped samples. 

The wear tests of samples were executed with Plint brand 
wear tester. For wear tests, steel discs were used. For each 
sample, wear tests were executed at 400 rpm rate, 5, 10 and 
15 min wear durations and 50 N, 100 N, 150 N forces. The 
samples were measured with a precision scale of 10-4 g. After 
the assigned wear times, the samples were scaled again and 
the wear amounts were calculated. Wear results are shown in 
Table 3, 4, 5 and Figure 4, 5, 6. In addition, graphs showing the 
load-dependent wear volume of the samples coded as 16005 
are also presented in Figure 7. 
 
Table 3. Wear results of SiZ00M and SiZ10M samples at 50 

N load 

Samples 
Wear Volume (mm3), 50 N 

  5 min.    10 min.      15 min. 
SiZ00M15001 3,99 8,68 16,77 
SiZ00M15005 3,53 8,27 15,88 
SiZ00M16001 2,40 5,36 9,33 
SiZ00M16005 1,72 4,15 8,23 
SiZ10M15001 5,35 10,86 18,70 
SiZ10M15005 4,99 9,22 16,55 
SiZ10M16001 1,51 6,09 9,86 
SiZ10M16005 1,28 2,89 4,65 

 
Table 4. Wear results of SiZ00M and SiZ10M samples at 

100 N load 

Samples 
Wear Volume (mm3), 100 N 

  5 min.    10 min.      15 min. 
SiZ00M15001 5,24 12,82 18,69 
SiZ00M15005 3,79 11,15 17,25 
SiZ00M16001 2,76 6,21 10,21 
SiZ00M16005 1,99 4,87 8,79 
SiZ10M15001 8,57 15,25 21,58 
SiZ10M15005 7,96 13,75 19,57 
SiZ10M16001 1,93 3,57 5,58 
SiZ10M16005 1,56 3,18 5,12 

Table 5. Wear results of SiZ00M and SiZ10M samples at 
150 N load 

Samples 
Wear Volume (mm3), 150 N 

  5 min.    10 min.      15 min. 
SiZ00M15001 12,56 29,58 43,92 
SiZ00M15005 7,68 11,45 28,56 
SiZ00M16001 3,27 7,01 11,96 
SiZ00M16005 2,25 5,50 9,42 
SiZ10M15001 15,74 31,26 45,21 
SiZ10M15005 13,78 29,16 38,76 
SiZ10M16001 2,62 3,70 6,00 
SiZ10M16005 2,13 3,57 5,75 

 

 
Figure 4. Wear test results graph for 50 N load. 
 

 
Figure 5. Wear test results graph for 100 N load. 
 

 
Figure 6. Wear test results graph for 150 N load. 
 

When the results given in the tables are examined, it is 
seen that the wear resistances increase and the wear 
volume values decrease with increasing sintering 
temperature and time in all samples. 
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Figure 7. Wear results graphs of SiZ00M16005 and SiZ10M16005 samples. 

In addition, while the wear resistance of the samples 
with mullite additive coded as 1500 is lower than the 
samples without additives; In the samples coded as 1600, 
it is seen that the wear resistance of the samples with 
mullite additive is higher than the samples without 
additives. We think that this is related to hardness values. 
Although adhesive type wear is observed in the samples 
in general, it has been observed that with the increase in 
the wear time in some samples, cracks occur on the worn 

surface and very small pieces break off and cause abrasive 
wear. 

The phase changes in the sample structure depending 
on the sintering temperature and time of SiZ00M and 
SiZ10M samples were analyzed and the basic phases that 
emerged in the structure were shown in Figure 8 and 
Figure 9. 
 

 
Figure 8. XRD patterns of SiZ00M samples. 
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Figure 9. XRD patterns of SiZ10M samples. 

As can be seen from Figure 8 and Figure 9, while m-
ZrO2 and ZrSiO4 phases are detected in the samples 
without mullite additives, it is seen that there is a mullite 
phase in addition to these phases in the samples with 
mullite additives. When the XRD patterns given in Figure 
8 and Figure 9 are compared, it is understood that the 
higher hardness value of the samples coded as 1600 
mullite-added samples compared to the un-doped 
samples coded as 1600, depends on the zircon (ZrSiO4) 
phase in the structure. The fact that the zircon phase of 
samples coded as 1600 with mullite additives was less 

than the samples without additives increased the 
hardness values of these samples. 

The microstructure image of SiZ00M16005 and 
SiZ10M16005 samples is given in Figure 10. 

As can be seen from the SEM image given in Figure 10, 
the amount and size of the pores on the surface decreased 
with the addition of mullite and a more homogeneous 
surface was obtained. It can be predicted that this will 
have a positive effect on the hardness values of the 
samples and may increase the hardness value of the 
mullite added sample. 

 

 
Figure 10. SEM images of SiZ00M16005 and SiZ10M16005 samples. 
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As a matter of fact, in the experimental results, the 
hardness value of the SiZ10M16005 sample was found to 
be higher than the hardness value of the SiZ00M16005 
sample. 

Elemental analyzes of SiZ00M16005 and SiZ10M16005 
samples with EDS are given in Figure 11 and Figure 12. 
 

 
Figure 11. EDS analyses of SiZ00M16005 samples. 
 

 
Figure 12. EDS analyses of SiZ10M16005 samples. 

According to the EDS analyzes given in Figure 11 and 
Figure 12, the evaluation of the EDS analysis results on the 
SiZ00M16005 and SiZ10M16005 samples was made from 
general (1) and parts 2, 3, 4, 5. It has been observed that 
the results of the EDS elemental analysis made from the 
general field survey (1) and other parts are compatible 
with the contribution rates and XRD results made to the 
samples. 
 

Conclusion 
 
In our study, utilization of mullite in the production of 

silica doped zirconia was explored. The effect of SiO2 and 
mullite contribution to ZrO2 main matrix was evaluated. 

In all SiZ00M and SiZ10M coded samples, shrinkage, 
experimental density, relative density, hardness values, 
three-point bending strength values and wear resistance 
increase with increasing sintering temperature and time. 
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It is observed that the water absorption and porosity 
values decrease.  

While the mullite additive reduces the shrinkage, 
experimental density, relative density and three-point 
bending strength values of the samples; It is observed that 
the water absorption and porosity values increase. The 
reason for this is that the density value of the mullite 
additive is lower than the ZrO2 - SiO2 composite and it is 
more stable in terms of shrinkage value at high 
temperatures compared to this composite. Therefore, in 
mullite added samples, shrinkage, experimental density 
and relative density are lower, whereas water absorption 
and porosity values are higher. 

The hardness values and wear resistance of the mullite 
added samples in 1500 samples are lower than the 
mullite-free samples. But in the samples coded as 1600, it 
is seen that the hardness values and wear resistance of 
the samples with mullite additives are higher than the 
samples without additives. When the XRD patterns are 
compared, it is understood that the higher hardness 
values of the samples coded as 1600 mullite-added 
samples compared to the samples coded as 1600 undoped 
samples, depend on the ZrSiO4 (zircon) phase in the 
structure. The fact that the amount of zircon phase in 
samples coded as 1600 with mullite additive is less 
compared to the samples without additive, increases the 
hardness values of these samples. 

While m-ZrO2 and ZrSiO4 phases are detected in the 
samples without mullite additives, it is determined that 
there was a mullite phase in addition to these phases in 
the samples with mullite additives. 
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In this study, nine different experimental groups were prepared by cooking meatball samples 5, for 7,5 and 10 
minutes at 150, 200 and 250 ℃. Some chemical analysis  including fat, protein, thiobarbituric acid contents and 
pH were applied to samples. The amount of Heterocyclic Aromatic Amines (HAA) of the samples treated byheat 
at 250 ℃ for 7,5 minutes had highest value, 0.42 ng/g. IQ (2-amino-3-metilimidazo[4,5-f]kinolin) and PhIP (2-
amino-1-metil-6-fenilimidazo[4,5-b] piridin) were detected for the samples subjected to 250 ℃ heat treatment. 
HAA was not detected in the samples cooked at 7,5 for 10 minutes and 200 ℃, whereas MeQIx was found to be 
0.17 ng/g for the samples baked for 5 minutes. Consequently, it was detected that the amount of HAA in all 
groups was below the 1 ng/g. which makespossible to comment chosen parameters for cooking meatballs is 
appropriate for formation of HAA. 
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Introduction 

Meat and meat products are widely preferred to 
consume  after cooking in whole world. When meat and 
meat products are cooked, a noticeable changes could be 
occured in their sensory, chemical and microbiological 
properties. The changes in the sensory properties of a 
meat product after cooking mostly defined as satisfied 
and  aromatic  by consumers.The bright red color turns 
into brown with the effect of heat, depending on the 
denaturation of the proteins, especially connective 
tissue/ligament proteins get brittle related to collagen 
denaturation.  

The meat products prepared with different forms from 
fresh ground beef patties to meatball dough, mostly 
cooked as a grill called as meatballs [1]. In Turkey, the 
meatballs are prepared with different formulas depending 
on locality (İnegöl, Akçaabat, Sivas, etc.). Sivas meatball is 
one of most popular type that have great demand of 
consumer in Sivas region and also has a geographic 
patent.. The production of Sivas meatball comprises in 
three main stages as choosing raw material, preparation 
of dough and cooking. In order to  provide the special taste 
and aroma of Sivas meatball , the meat should be provided 
from cattle or sheep meat which were grown in plateaus 
in the unique flora of Sivas region and fed by clover, vetch 
and thyme in natural environment. The meat obtained 
from the ribs, butt, scapula of the at least two years old 
calves raised in natural habitats and the meat from the 
butt of the sheep is used as raw material. Twenty grams 
of salt (NaCI) per kilogram is added and  drawn in a meat 
grinder..The NaCI is the only ingriedient that used in the 
production of Sivas meatball. Prepared meatballs are 

cooked in the oak coal fire, flameless and with dense 
ember by turning them at short intervals so that both 
sides will be cooked or they are cooked in the oven and 
then served hot [2]. 

The consumers mostly prefer to consume meat and 
meat products after cooking to be certain of safety and 
flavor of the products. Ripened meat tastes like lactic acid 
due to the presence of some components such as 
aldehydes, amino acids, carbonyls. Increasing flavor by 
cooking in meat products occured by maillard reaction on 
the surface with the effect of heat applied to the surface 
of the meat and free radicals are formed at high 
temperatures. These free radicals have negative effects 
on health and they can cause unwanted taste and taste 
changes on the product by reacting with food components 
(protein, carbohydrate, fat and vitamin). Heterocyclic 
aromatic amines (HAA) form an is the most important 
groups of these compounds. HAAs are usually formed by 
the exposure of animal-derived  products containing 
nitrogenous compounds such as protein and creatine to 
heat. Meat contains creatine and creatinine which can 
react with free amino acids and sugars during cooking and 
they form the HAAs depending on time and temperature 
[3]. They are present in significant amounts in heated 
meat and fish when the cooking temperature over 150°C 
[4]. In addition, HAAs can also occur in longer cooking 
times even at lower temperatures [5]. It has been known 
that HAA's are formed in very small quantities with boiling 
in the meat, but their formation after roasting, grilling, 
baking etc. has increased greatly [4]. 

http://xxx.cumhuriyet.edu.tr/
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The cooking of foodsmight be resulted in formation of 
HAAs in different kinds and quantities. The patterns of 
formations or concentrations of HAAs depend on various 
factors including cooking time and temperature, water 
activity, pH value, effect and amount of precursors 
required for formation (creatine/creatinine, free amino 
acids, sugars, peptides, proteins), fats, oil oxidation, 
antioxidants, amount of available inhibitor and activator 
components, heat and mass transfer, type of heat-treated 
food, cooking equipment and method [6]. 

HAAs can also be found in ready-to eat foods which 
generally cooked by using traditional frying methods. [4]. 
The most identified HAAs in cooked meat products are; 2-
amino-3,8-dimethylimidazo [4,5-f] quinoxaline (MeIQx), 
2-amino-3,4,8-trimethylimidazo [4,5f] quinoxaline (4,8-
DiMeIQx) and 2-amino-1-methyl-6-phenylimidazo [4,5-b] 
pyridine (PhIP) [7]. 

In this current study, it was aimed to determine the 
amount HAAs that were occured during the cooking 
process of the Sivas Meatballs which were highly 
consumed by the people with pleasure. 
 
Materials and Methods 
 

Raw Materials 
Sivas Meatballs used in the research (consist of beef 

and 2% (NaCI)) was obtained from a local company in Sivas 
province that is offered for sale in commercial and 
brought to the laboratory under the cold chain. Meatballs 
are standard size, 8 cm in diameter and 1 cm thickness. 

 
Chemicals  
Ethylenediaminetetraacetic acid disodium, 

trichloroacetic acid, thiobarbituric acid (TBA), diacetyl, 
diethyl ether, hydrochloric acid were obtained from 
Merck KGaA (Darmstadt, Germany). Chemicals for HAA 
analysis, including ethyl acetate, methanol, acetone, 
sodium hydroxide, hydrochloric acid, glacial acetic acid, 
acetonitrile, and ammonium hydroxide solution (25%) 
were purchased from Merck KGaA (Darmstadt, Germany). 
For solid phase extraction, Extrelut NT packing material 
(Merck, Darmstadt, Germany), Oasis MCX cartridge 
(Waters, Milford, Massachusetts, USA), SPE manifold 
(Supelco Visiprep, St. Louis, Missouri, USA), and Oasis HLB 
cartridge (Waters, Milford, Massachusetts, USA) were 
used. HAA standards were purchased from Riedel-de 
Haën Chemicals: IQ (CAS no:76180-96-6, 2-amino-3-
methylimidazo[4,5-f]quinoline), IQx (CAS no:108354-47-8; 
2-amino-3-methylimidazo[4,5-f]quinoxaline), MeIQ (CAS 
no:77094-11-2; 2-amino-3,4-dimethylimidazo[4,5-
f]quinoline), MeIQx (CAS no:77500-04-0; 2-amino-3,8-
dimethylimidazo[4,5-f]quinoxaline), 4,8-DiMeIQx (CAS 
no:95896-78-9; 2-amino-3,4,8-trimethylimidazo[4,5-
f]quinoxaline), 7,8-DiMeIQx (CAS no:92180-79-5; 2-
amino-3,7,8-trimethylimidazo[4,5-f]quinoxaline), PhIP 
(CAS no:105650-23-5; 2-amino-1-methyl-6-
phenylimidazo[4,5-f]pyridine), harman (CAS no:486-84-0; 
1-methyl-9H-pyrido[3,4-b] indole), norharman (CAS 
no:244-63-3; 9H-pyrido[3,4-b]indole), AαC (CAS 

no:26148-68-5; 2-amino-9H-pyrido[2,3-b]indole), MeAαC 
(CAS no: 68006-83-7; 2-amino-3-methyl-9H-pyrido[2,3-
b]indole), and 4,7,8-TriMeIQx (CAS no:132898-07-8; 2-
amino-3,4,7,8-tetramethylimidazo[4,5-f]quinoxaline).  

Chemicals and solvents were of high-performance 
liquid chromatography (HPLC) or analytical grade. All 
solutions, except the HPLC-grade solutions, were passed 
through a 0.45 μm filter (Millipore, Billerica, 
Massachusetts, USA) before use. 

 
Methods  
Cooking process 
Cooking temperature grades and times are 

determined as a result of preliminary studies conducted 
at the cooking areas commercially available for 
consumption (restaurants). The temperatures were 
setted as 150°C, 200°C and 250°C for cooking. The cooking 
times were specified as 5, 7.5 and 10 minutes. The oven 
temperature and the central temperatures of the cooked 
meatballs in the oven (İnoksan FKG 042) were measured 
by a termocouple (Datalog Termometer, RS-232 and 
Extech HD200) during the cooking time. In the study 9 
experimental groups were composed of 3 replicates and 4 
meatball samples were prepared for each group (9x3x4, 
total 108 meatballs). 

The cooked samples were cooled at ambient 
temperature and then homogenized with a household 
mixer and stored in aluminum foil at -18°C until the 
proposed analyses achieved. 

 
The determination of chemical  
The protein and lipid contents were determined 

according to AOAC (1990) methods [8]. The lipid content 
was determined via the Soxhlet method and the protein 
content was analyzed via the Kjeldahl method. The pH of 
samples was measured using a digital pH meter (Hanna, 
Vohringen, Germany) calibrated with standard buffers of 
pH 4.0 and 7.0 at room temperature.  

Lipid oxidation was measured by analyzing TBARS. 
TBARS were determined reported by AOAC (1990) [8]. 
TBARS values were expressed as mg of malondialdehyde 
mg MDA/kg of meatball.  

 
Heterocyclic aromatic amine analysis 
Extraction of heterocyclic aromatic amines 
HAAs were extracted from the meatball using the 

method described by  Murkovic [4] which is a modified 
method originally developed by Öz (2010) [9]. According 
to the method, 1 g of meatball was dissolved in 12 mL 
NaOH (1 M). The suspension was homogenized using a 
magnetic stirrer for 1 h at 500 rpm at room temperature. 
The alkaline solution was mixed with 13 g diatomaceous 
earth (Extrelut NT packaging material, Merck, Darmstadt, 
Germany) and then poured into empty Extrelut columns. 
The extractions were performed by using ethyl acetate 
and the eluate was passed through coupled Oasis MCX 
cartridges. The cartridge was washed with 2 mL of 0.1 M 
HCl and 2 mL MeOH. The analytes were eluted with 2 mL 

http://www.sciencedirect.com/topics/agricultural-and-biological-sciences/thiobarbituric-acid
http://www.sciencedirect.com/topics/agricultural-and-biological-sciences/ethyl-acetate
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http://www.sciencedirect.com/topics/agricultural-and-biological-sciences/harmala-alkaloid
http://www.sciencedirect.com/topics/agricultural-and-biological-sciences/high-performance-liquid-chromatography
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MeOH-concentrated (25%) ammonia (19/1, v/v). The 
eluted mixtures were evaporated to dryness at 50 °C and 
the final extracts were dissolved in 100 μL MeOH just 
before measurements were taken. 

 
HPLC analyses 
HAAs were identified and quantified by HPLC (Thermo 

Ultimate 3000, Thermo Scientific, USA) with Diode Array 
Detector (DAD-3000), an auto-sampler (WPS-3000), a 
column oven (TCC-3000) and a pump (LPG-3400SD). 
Separation was carried out on a reverse phase analytical 
column (Acclaim™ 120 C18 3 μm (4.6 × 150 mm)) from 
Tosoh Bioscience GmbH (Stuttgart, Germany) at 35 °C 
with a mobile phase of methanol / acetonitrile / water / 
acetic acid (8/14/76/2, v/v/v/v) at pH 5.0 (adjusted with 
ammonium hydroxide 25%) as solvent A and acetonitrile 
as solvent B at a flow rate of 0.7 mL/min. The gradient 
program was: 0% B, 0–10 min; 0–23% B, 11–20 min; 23% 
B, 21–30 min; 0% B, 31–45 min. The injection volume was 
10 μL (25% was an internal standard) from the final 
extract (dissolved in 100 μL of MeOH of the sample 
extract) as mentioned by Öz [9]. The identification of 
HAAs was carried out by comparing retention time and UV 
spectra (at 264 nm) recorded for standards and HAA 
standard spiked samples. Recovery rates for the different 
HAAs in the samples were determined by the standard 
addition method before extraction of the HAAs. The 
samples were spiked with HAA mixtures at four spiking 
levels (0.5, 1, 2, and 2.5 ng/g frozen meatball) by adding 
different volumes of a methanolic solution of the analytes 
[10]. The concentration of the HAAs in the samples was 
calculated by a standard curve running with different 
concentrations (0.5, 1, 2.5, 5, and 10 ng/g) of standards. 
Quantitative determination was performed by using an 
external calibration curve method. Linear regression 
(nanograms of compound against peak area) was 
performed for individual HAAs in mix stock solutions. 
Coefficients of the regression line (r2) for HAA standard 
curves were 0.9995 for IQx, 0.9995 for IQ, 0.9995 for 
MeIQx, 0.9994 for MeIQ, 0.9995 for 7,8-DiMeIQx, 0.9995 
for 4,8-DiMeIQx, 0.9994 for PhIP, 0.9994 for AαC and 
0.9995 for MeAαC. 

Statistical analysis 
Statistical analyses were performed by using the 

Minitab 15 statistic program with ANOVA. Significant 
differences between two factors (GTE or MC) and two-
way interactions (GTE × MC) were also analyzed based on 
the Duncan test (significance P < 0.05) using the Mstat-C 
statistic program. 

 
Results and Discussion 
 

Heat Treatment Results of Meatball Samples 
Worked with three replications for each temperature-
time combinations on the samples of meatballs 
cooked with three different combinations of 
temperature and time. The code number for each 
meatball sample, the cooking temperature, the 

cooking time and the internal temperature reached by 
the cooked meatballs are given in the following chart 
(Table 1). 
 
Table 1. The code number for each meatball sample, the 

cooking temperature, the cooking time and the 
internal temperature 
Code  

Number 
Cooking  

Temperature 
 (℃) 

Internal  
Temperature  

(℃) 

Cooking  
Time  
(min) 

A 150 78.2 5 

B 150 85.1 7.5 

C 150 92.5 10 

K 200 88.8 5 

L 200 97 7.5 

M 200 97.5 10 

X 250 96.8 5 

Y 250 98.5 7.5 

Z 250 100.3 10 

 
Chemical Analysis Results 
The fat, protein, pH and TBARs results of the 

experimental samples are also shown in the Table 2. The 
average values of fat, protein, pH and TBARs of the 
samples withoutheat treatment were 15.8%, 32.13%, 5.3 
and 0.13 MDA/kg, respectively. In experimental samples, 
depending on increase in temperature time the changes 
in the amount of fat, pH value and TBARs in the samples 
were not found significant(p> 0.05). Asthe experimental 
samples were evaluated in terms of proteincontent, since 
the cooking time and temperature were increased and 
meatball samples were cooked for 10 minutes at 250°C 
due to water loss the protein concentration reached 
36.19%. The statistical difference was found to be 
insignificant in between the samples cooked at 150°C and 
200°C temperatures (p> 0.05).  

 
Table 2. Chemical composition of meatball samples 

Groups Total fat  
(%) 

 
 

M±SE 

Protein  
(%) 

 
M±SE 

pH 
 
 

M±SE 

TBARs 
(MDA 

mg/kg) 
M±SE 

A 14.00±1.13a 33.51±0.71a 5.28±0.96a 0.12±0.02a 

B 14.30±1.56a 32.19±1.03a 5.29±0.87a 0.14±0.05a 

C 15.10±0.98a 34.15±0.86a 5.33±0.35a 0.16±0.02a 

K 14.40±2.01a 35.17±0.98a 5.31±0.46a 0.19±0.06a 

L 14.90±1.16a 36.11±1.11a 5.26±0.63a 0.15±0.05a 

M 14.70±0.83a 35.41±0.96a 5.33±0.29a 0.14±0.02a 

X 15.20±2.26a 36.10±0.76a 5.21±0.33a 0.24±0.03a 

Y 14.90±1.93a 35.93±0.98a 5.37±0.51a 0.18±0.02a 

Z 15.20±1.43a 36.19±1.14a 5.30±0.69a 0.19±0.05a 

http://www.sciencedirect.com/science/article/pii/S0963996914002397#bb0215
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HAA content results 
The recoveries obtained depended on the sample 

nature and the spiked concentration level. The limits 
of detection (LOD) and limits of quantification (LOQ) 
for standard solutions were calculated with a signal to 
noise ratio of 3 (S/N = 3) and 10 (S/N = 10), 
respectively. The lowest detected concentrations for 
each compound within the sample were: 
IQx = 0.004 ng/g, IQ = 0.009 ng/g, 
MeIQx = 0.024 ng/g, MeIQ = 0.014 ng/g, 7,8-
DiMeIQx = 0.005 ng/g, 4,8-DiMeIQx = 0.008 ng/g, 
PhIP = 0.025 ng/g, AαC = 0.012, and 
MeAαC = 0.010 ng/g. The lowest quantified 
concentrations for each compound within the sample 
were: IQx = 0.013 ng/g, IQ = 0.029 ng/g, 

MeIQx = 0.081 ng/g, MeIQ = 0.047 ng/g, 7,8-
DiMeIQx = 0.018 ng/g, 4,8-DiMeIQx = 0.025 ng/g, 
PhIP = 0.085 ng/g, AαC = 0.039, and 
MeAαC = 0.035 ng/g. Figure 1 shows an HPLC 
chromatogram of the mix stock solution (10 ng/g). 

HAA quantities of experimental meatballs cooked 
at different temperatures and at different times are 
given in the following chart (Table 3). According to the 
results; 7,8-DiMeIQx, 4,8-DiMeIQx, AαC and MeAαC 
were not determined as numerical values at any 
temperature and time. Other HAAs were determined 
in varying amounts depending on the cooking 
temperature and duration.  

 

Figure 1. HAA chromatogram of standard mix 10 ng/g) 
 

 
The IQx compound in the experimental samples was 

determined to be between 0-0.06 ng/g. The highest IQx 
content was determined in the meatballs cooked at 0,06 
ng/g in a convection oven at 150°C for 7.5 min.Kızıl [11] 

has determined that the IQx content of meatballs cooked 
in the oven at different temperatures varied between 0-
0,60 ng/g and that the highest IQx content was in the case 
of meatballs cooked 90 minutes at 150°C. 

 
Table 3. The quantities of HAA (ng/g) resulting from the cooking of experimental meatball samples at different 

temperatures and time. 
Temperature (oC ) 150 200 250 

Time (min) 5 7.5 10 5 7.5 10 5 7.5 10 

IQx 0.05 0.06 0.03 nd nd nd nd nd nd 

IQ nd nd nd nd nd nd nd 0.15 0.11 

MeIQx nq 0.08 nq 0.17 nd nd nd nd nd 

MeIQ nq nq nd nd nd nd nq 0.05 nd 

7,8- 
DiMeIQx 

nq nq nq nq nq nq nq nq nq 

4,8- 
DiMeIQx 

nd nq nd nd nd nd nd nq nd 

PhIP nd nd 0.18 nd nd nd nd 0.22 0.17 

AαC nd nd nd nd nd nd nd nd nq 

MeαAC nd nd nd nd nd nd nd nd nq 

Total HAA 0.05 0.14 0.21 0.17 - - - 0.42 0.28 

nd: not detected (<LOD), nq: not quantities (LOD<…<LOQ). 

http://www.sciencedirect.com/science/article/pii/S0963996914002397#f0010
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Öz [10], they were unable to identify IQx in beef 
samples cooked at 200°C for 3-12 minutes with oven 
cooking method. Zikirov [12] determined the IQx 
compound between 0-0,156 ng/g in beef samples cooked 
in different methods. Turesky [13], they found IQx at 
levels of 0.2 ng/g and 0.03 ng/g in barbecued beef and 
roast beef steaks, respectively. 

In this study, it was determined that the samples of the 
meatballs cooked with the convection oven contain IQ 

compounds in the range of nd-0,15 ng/g. The highest IQ 
content detected is; (0.15 ng/g) in the meatball samples 
cooked for 7.5 minutes at 250°C (Figure 2). When IQ 
contents of meatball samples are examined, at 150°C and 
200°C, no IQ compound was formed, at 250°C, IQ 
compounds were detected in the amounts of 0,15 ng/g ve 
0,11 ng/g, respectively, at 7,5 and 10 min cooked 
meatballs. 

 

 
Figure 2.  HPLC chromatogram of the sample baked for 7.5 min at 250°C 
 

Kızıl [11] has found nd-1.26 ng/g  IQ in the meat 
samples cooked at different temperatures in the oven. 
The highest IQ value was detected in the meatball 
cooked for 20 minutes at 150°C. In a study performed, 
in the examples cooked at 75°C and 85°C with sous-vide 
cooking method and with frying method (75°C internal 
temperature), it has been reported that IQ compound 
could not be determined but in the examples which 
were fried in a pan with internal temperature upto 95°C 
0.037 ng/g IQ compound was detected [13]. In another 
study, in meatballs cooked at 175°C and 200°C (12 and 
20 min), the IQ compound was reported as 0.7 ng/g, 1.3 
ng/g, 1.7 ng/g and 4.4 ng/g, respectively [14]. 
Abdulkarim and Smith [15] have detected IQ up to 
4.11ng/g in beef samples cooked in barbecue for 7-12 
min at 200-240°C. Sinha [16] could not detect the IQ 
compound in beef samples cooked at different 
temperatures in the oven. Öz [17], in the study found 
0.86 ng/g IQ in chops samples fried at 225°C but in 
samples at cooking temperatures of 175°C and 200°C, 
it was not possible to detect the IQ compound. 

The contents of MeIQx of the analyzed samples 
were determined to be between 0-0.17 ng/g.  The 
highest MeIQx content (0.17) was detected in the 
convection oven at 200°C temperature for 5 minute. 
0.015 ng / g MeIQx compound was detected in samples 
cooked for 7.5 min at 150°C. No MeIQx compound was 
detected in any of the other samples. In a research 

done, ıt has been reported that MeIQx quantities of 
pork meat samples cooked in pan and in the oven are; 
between 0.4-4.3 ng/g in fried cooked samples and 
between 0-4 ng/g in the cooked in oven samples [18]. 
Even though HAA quantities for cooking in the oven are 
generally at low levels, in a study by Skog [19] they 
found out that the amount of MeIQx of the pork meat 
samples cooked in the oven was 3.2 ng/g. These values 
were reported to be the highest reported values for 
cooking in the oven. In their study Turesky [20], they 
found 2.7 ng/g, 4.2 ng/g and 12.3 ng/g MeIQx 
compounds in meatballs at which were fried at 275°C 
for 5, 10 and 15 minutes. Gross [21] reported that they 
detected a MeIQx compound of between 1.1 and 1.4 
ng/g in 10 minutes of fried pork meat. Balogh [22] have 
found 0.5 ng/g and 0.8 ng/g at 175°C respectively and 
1.5 ng/g and 4.2 ng/g MeIQx at 200°C, respectively in 
cooked meatball samples at 175°C and 200°C (12 and 
20 min). The increase in temperature and time has led 
to an increase in the amount of MeIQx compound [14]. 
When the MeIQx results of the analyzed meatball 
samples were compared with the literature results, 
seems to be compliance provided. 

In the experimental meatball samples, MeIQ was 
detected between nd-0.05 ng/g. The highest MeIQ 
amount was found as 0.05 ng/g in the meatballs cooked 
for 7.5 min at 250°C. In the study of Zikirov [12], MeIQ 
was detected between nd-0.068 ng/g in pan-fried beef 
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samples. Klassen [23] found that the content of MeIQ 
in hamburger beef samples was less than 0.1 ng/g. 
Abdulkarim and Smith [15] found 0.38 ng/g MeIQ 
compound in the grilled meats at 200 and 240°C. In 
their study Felton [24] found no MeIQ compound in 
meatball samples cooked for 12 minutes at 200°C. 

When the experimental meatball samples were 
evaluated for 7,8-DiMeIQx and 4,8-DiMeIQx, both 
compounds were found, but the amount could not be 
determined in any sample (LOD <... LOQ). In some 
studies, 7,8-DiMeIQx was not found and the findings 
were found to be consistent with the present study[23, 
25]. The 4,8-DiMeIQx compound was found in different 
amounts in different studies. For example, Öz [17], it 
could not detect 4,8-DiMeIQx in roasted chops samples 
(15 min) at 200°C but, found 1.77  ng/g 4,8-DiMeIQx in 
fried chops (15 min) at 225°C temperature.  Again Öz 
[10] in another study they did, reported that they could 
not detect the 4,8-DiMeIQx compound in beef 3-12 min 
cooked at 200°C. 

Gross [21] were unable to determine the amount of 
4,8-DiMeIQx since they were below the detectable 
value (0.5 ppb) in the beef meatballs cooked on a grill. 
In another study they did, 4,8-DiMeIQx was not 
detected in 10 min fried beef at 250°C. However, they 
found 1.3 ng/g 4,8- DiMeIQx in 190°C 6 min pan fried 
steak. 

PhIP is the most common heterocyclic aromatic 
amine in food and it is indicated that the formation in 
the food is largely depends on the cooking temperature 
and it occurs in excess amounts at high temperatures. 
In meatball samples, nd-0.22 PhIP compound was 
detected. The highest PhIP content was detected in 
samples cooked for 7.5 min at 250°C. With PhIP at 0.22 
ng/g value, it is the HAA that can be detected in the 
highest amount among the HAAs analyzed in this study. 
In a study done, hamburger meatballs were cooked by 
using grill/ barbecue, frying pan, oven cooking method 
and 16.8 ng/g (grill/barbecue), 2.3 ng/g (frying pan) 
PhIP levels have been detected. As a reason for the 
formation of more PhIP in hamburger meatballs cooked 
using frying and grilling/barbecue methods, it has been 
reported that compared to cooking in the oven the 
same internal temperature was reached in a shorter 
time [23].  

MeAαC and AαC compounds were not detected in 
any sample cooked using convection oven at different 
temperatures and times. MeAαC and AαC were found 
at the highest temperature studied but their amounts 
could not be determined. Öz [10] reported that MeAαC 
and AαC compounds could not be detected in beef 
samples cooked in the oven at 200°C (3-12 min), grilled 
(2-8 min) and fried (1.5-6 min). 

As a result, it was observed that the total HAA 
amounts of the samples cooked in the convection oven 
using different temperatures and times were between 
0-0.42 ng/g (Table 5). HAA was not detected at any 
temperature and any time for meatball samples cooked 
7.5 min at 200°C, 10 min at 200°C and 5 min at 250°C. 

It is possible to say that sample of meatballs are safe in 
terms of HAA amounts according to the temperature 
and time they are cooked. 

 
Table 5. The total quantities of HAA (ng/g) resulting from 

the cooking of experimental meatball samples at 
different temperatures and time 

 
Based on the results of this study, it was determined 

that the formation of MeIQx compound increased with 
increasing cooking temperature. It has been observed that 
there are fluctuations in the amount of formation of other 
HAAs. 

 
Conclusion 
 

Heterocyclic aromatic amines are chemicals known 
with mutagenic and carcinogenic effects on human health 
and produced by the cooking process in meat products 
that are richin terms of protein. For this reason, the 
detection and prevention of HAA in meat and meat 
products has been the main objectives of recent studies. 
As a result of our study, it was determined that the 
application different cooking methods for cooking 
meatballs is suitable. Also, it was determined that the 
formation of MeIQx compound increased with increasing 
cooking temperature. It has been observed that there are 
fluctuations in the amount of other HAAs., This current 
work will be guiding for further studies researching 
formation of HAAs in meatballs obtained from different 
meat products. From this point of view, our study 
contributes to the literature. Morover, the reduction 
techniques could be developed for detection HAAs in 
meat products.  
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Temperatures 
(oC) 

 Time 
(min) 

Total HAA 
(ng/g) 

150 
 5 0.05 
 7.5 0.14 
 10 0.21 

200 
 5 0.17 
 7.5 - 
 10 - 

250 
 5 - 
 7.5 0.42 
 10 0.28 
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Introduction 

One of the important and productive area of 
differential geometry is curve theory for many 
researchers. The special defined curves such as helices, 
slant helices, rectifying curves , Bertrand and Mannheim 
curve pairs are characterized by their curvatures , in many 
ways. Also, among these special defined curves an 
interesting one is associated curves obtained by the 
integral curves of the Frenet elements. 

In general, we denominate these curves by the name 
of Frenet elements, ea. principal direction curve, binormal 
direction. The researchers focus on the subject from the 
different point of view and most of them based on the 
different dimension and different spaces because of the 
variety of the Frenet equations.  

In [1]  Babaarslan ,Tandoğan  and Yaylı  defined 
Bertrand curves and constant slope surfaces according to 
Darboux frame. Moreover,  Bektaş, Ergüt  and Öğrenmiş 
in [2] , mentioned a special curves of 4D Galilean space. 
Also, in [3] author introduced special helices on equiform 
differential geometry of time-like curves in 𝐸 . In [4-5], 
authors defined associated curves on different spaces 
and researched their applications.  Following the studies 
above the geometers introduce associated directional 
curves in various spaces in [6-9]. According to these 
studies, in [10] Sahiner obtained characterizations for  
quaternionic direction curve and some special dual 
direction in 𝑅³. Due to the popularity of the special 
defined  curves these are numerous  works related to 
this subject in different aspects [11-12]. 

Inspired by the above studies  , we have  focused on 
the associated curves of a Frenet curve in 𝑅  which is 
another famous research area for mathematicians. 

. 

Preliminaries 

Let 𝑅  be 4-dimensional vector space endowed with 
the scalar product <, > defined as  

< 𝑥, 𝑦 >= 𝑥 𝑦 + 𝑥 𝑦 + 𝑥 𝑦 + 𝑥 𝑦   (1) 

 where (𝑥 , 𝑥 , 𝑥 , 𝑥 ) is a rectangular coordinate system in 
𝑅  
𝑅  is 4-dimensional vector space equipped with the scalar 
product < , > then 𝑅  is called Lorentzian 4-space or 4-
dimensional Minkowski space.  A vector 𝑣 ∈ 𝑅 can have 
one of the three casual characters called space-like ( <
𝑣, 𝑣 >> 0 or 𝑣 = 0 ), time-like ( < 𝑣, 𝑣 >< 0 ) and light-
like(or null) ( < 𝑣, 𝑣 >= 0 and 𝑣 ≠ 0) Similarly, an 
arbitrary curve 𝛼   𝛼 = 𝛼(𝑠) in 𝑅 is called space-like, 
time-like or light-like respectively. 
    If all of velocity vector 𝛼′(𝑠) are space-like, time-like or 
light-like respectively. The norm of a vector 𝑣 ∈ 𝑅₁⁴ is 
given by ‖𝑣‖ = √(| < 𝑣, 𝑣 > |). Therefore, 𝑣 is a unit 
vector < 𝑣, 𝑣 > ±1. A curve (space-like, or time-like ) is 
parametrized by the arc length if 𝛼′(𝑠) is unit vector for 
any 𝑠. Also, we say that the vectors 𝑣, 𝑤 ∈ 𝑅  are 
orthogonal if < 𝑣, 𝑤 >= 0. [10] 
    For any three vectors 𝑎 = (𝑎 , 𝑎 , 𝑎 , 𝑎 ), 𝑏 =
(𝑏 , 𝑏 , 𝑏 , 𝑏 ), 𝑐 = (𝑐₁, 𝑐₂, 𝑐₃, 𝑐₄) ∈ 𝑅   the Lorentzian 
vector product is defined by  

𝑎 × 𝑏 × 𝑐 =

−𝑒 𝑒 𝑒 𝑒
𝑎
𝑏
𝑐

𝑎
𝑏
𝑐

𝑎
𝑏
𝑐

𝑎
𝑏
𝑐

 

Here 𝑒 , 𝑒 , 𝑒  and 𝑒  are orthogonal vectors satisfying 
equations 
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𝑒 ∧ 𝑒 ∧ 𝑒 = 𝑒 ,  𝑒 ∧ 𝑒 ∧ 𝑒 = 𝑒  ,  𝑒 ∧ 𝑒 ∧ 𝑒 = 𝑒 , 
𝑒 ∧ 𝑒 ∧ 𝑒 = −𝑒 .     [12]. 
Let 𝛾 be 𝑎 space-like curve in 𝑅  with the curvatures 
𝑘 , 𝑘 , 𝑘 .Then Frenet formulaes are given  as follows 

𝑇
𝑁′
𝐵

𝐵

=

0 𝑘 0 0
−𝑘 0 𝑘 0

0
0

−𝑘
0

0
𝑘

𝑘
0

𝑇
𝑁
𝐵
𝐵

 

Let 𝛾 be a time-like curve in 𝑅  with the curvatures 
𝑘 , 𝑘 , 𝑘 . Then Frenet formulaes  are given  as follows: 

𝑇
𝑁′
𝐵

𝐵

=

0 𝑘 0 0
𝑘 0 𝑘 0

0
0

−𝑘
0

0
−𝑘

𝑘
0

𝑇
𝑁
𝐵
𝐵

 

For a detailed information we refer to [10]. 

Associated Curves of a Frenet Curve in 𝑹₁⁴ 

In this section we have focused on the associated 
curves of a Frenet curve in 𝑅₁⁴. 

 Definition 3.1. Let us consider an admissible 𝛾 Frenet 
curve {𝑇, 𝑁, 𝐵 , 𝐵 } with  Frenet frame in 𝑅 . 

The integral curve of the principal normal vector field 
of 𝛾 is defined as principal direction curve of 𝛾 . 

 The integral curve of the first binormal vector field of 
𝛾 is defined as 𝐵  −direction curve of 𝛾 . 

The integral curve of the second binormal vector field 
of 𝛾 is defined 𝐵 −direction curve  of 𝛾 . 

Theorem 3.1. Let 𝛾 be a space-like curve whose 
curvatures are 𝑘₁, 𝑘₂, 𝑘₃ and �̅�  be the principal direction 
curve of 𝛾 in 𝑅  .Then the curvatures of 𝛾 are as follows 

𝑘 (𝑠) = |𝑘 −  𝑘 | 
𝑘 (𝑠) = 0 

Proof. Let {𝑇, 𝑁, 𝐵 , 𝐵 , 𝑘 , 𝑘 , 𝑘 } be the Frenet 
elements of �̅� . We find from the definition (3.1.a) as, we 
can easily obtain , 

 𝑁(𝑠)| ( ) = �̅� (𝑠) = 𝑇(𝑠) 
Then, 

𝑁(𝑠) =
�̅�′′(𝑠)

‖�̅�(𝑠)‖
=

𝑁′(𝑠)

‖𝑁′(𝑠)‖
=

−𝑘 𝑇 + 𝑘 𝐵

‖−𝑘 𝑇 + 𝑘 𝐵 ‖

=
−𝑘 𝑇 + 𝑘 𝐵

|𝑘 −  𝑘 |

𝐵 =
�̅� ×  �̅� ×  �̅�′′′

‖�̅� ×  �̅� ×  �̅�′′′‖
=  

𝑘 𝐵 +  𝑘 𝑇

𝑘 +  𝑘

and , 

𝐵 = 𝐵  × 𝑇  ×  𝑁 =
𝑘 + 𝑘

|𝑘 +  𝑘 ||𝑘 −  𝑘 |
𝐵  

Then the curvatures of �̅� are given by 

𝑘 (𝑠) = 〈𝑇 , 𝑁〉 =
𝑘 + 𝑘

|𝑘 −  𝑘 |
𝑘 (𝑠) = 〈𝑁 , 𝐵 〉 =  0 

Theorem 3.2.  Let 𝛾 be a space-like curve whose 
curvatures are 𝑘 , 𝑘 , 𝑘  and 𝛾 be the 𝐵 − direction curve 
of 𝛾 in 𝑅 , the curvatures of 𝛾 are as follows 

𝑘 (𝑠) = 𝑘 − 𝑘

𝑘 (𝑠) = −
𝑘 𝑘 (𝑘 + 𝑘 )

(𝑘 − 𝑘 )

Proof. The proof is similar to the proof of Theorem 3.1 , 
so it is omitted. 
Theorem 3.3. Let 𝛾 be a space-like curve whose curvatures 
are 𝑘 , 𝑘 , 𝑘  and �̅� be the 𝐵 − direction curve of 𝛾, in 𝑅 , 
the curvatures of �̅� are as follows 

𝑘 (𝑠) = 𝑘  𝑠𝑔𝑛(𝑘 ) 
𝑘 (𝑠) = 𝑘 𝑠𝑔𝑛(𝑘 ) 

 Proof.  Let {𝑇, 𝑁, 𝐵 , 𝐵 , 𝑘 , 𝑘 , 𝑘  } be the Frenet 
elements of �̅�. We find from the definition (3.1.c) , we get, 

𝐵 (𝑠) = �̅� (𝑠) = 𝑇(𝑠) 

Using the Frenet vector fields, we find, 

𝑁(𝑠) = 𝑠𝑔𝑛(𝑘 )𝐵  
𝐵 (𝑠) = 𝑇 
𝐵 = −𝑠𝑔𝑛(𝑘 )𝑁 

Then, the curvatures of �̅� are given by 

𝑘 (𝑠) = 𝑘 𝑠𝑔𝑛(𝑘 ) 
𝑘 (𝑠) = 𝑘 𝑠𝑔𝑛(𝑘 ) 

Theorem 3.4. Let 𝛾 be a space-like curve in 𝑅  and �̅� be 
the principal direction curve of γ is a slant helix ⇔  �̅� is a 
general helix. 
Proof.   Let {𝑇, 𝑁, 𝐵 , 𝐵 } be the Frenet frame of 𝛾. From 
the definition (3.1.a) , we can write, 

𝑁(𝑠)| ( ) = �̅� (𝑠) = 𝑇(𝑠) 
thus, 

𝛾 is a slant helix ⇔   〈𝑁, 𝑢〉 = 𝑐  here 𝑢 is a constant vector 
and 𝑐 = 𝑐𝑜𝑛𝑠𝑡. 

⇔ 〈 𝑇, 𝑢〉 = 𝑐  
⇔   𝛾  is a general helix. 

Theorem 3.5. Let 𝛾 be a space-like curve in 𝑅  and �̅� be 
the 𝐵 − direction of 𝛾. Then 𝛾 is a 𝐵 −  slant helix ⇔ �̅� 
is a general helix. 
 Proof:   Let {𝑇, 𝑁, 𝐵 , 𝐵 }  be the Frenet frame of 𝛾.From 
the definition (3.1.c), we may write, 

𝐵 (𝑠)| ( ) = �̅� (𝑠) = 𝑇(𝑠) 
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Thus, 
𝛾 is 𝐵  slant helix ⇔ 〈𝐵 , 𝑣〉 = 𝑐  here 𝑣 is a constant 
vector and 𝑐 = 𝑐𝑜𝑛𝑠𝑡. 

⇔ 〈 𝑇, 𝑣〉 = 𝑐 here 𝑣 is a constant  vector and 𝑐 = 𝑐𝑜𝑛𝑠𝑡. 

⇔   𝛾   is a general helix. 

From now on we have focused on the time-like curve in 
𝑅 . 
Theorem 3.6. Let  be a time-like curve in 𝑅  with the 
curvatures 𝑘 , 𝑘 , 𝑘  and �̅� be the principal direction curve 
of 𝛾.Then the curvatures of �̅� are as follows 

𝑘 (𝑠) = 𝑘 − 𝑘  

𝑘 (𝑠) = −(𝑘 − 𝑘 )

Proof. Let {𝑇, 𝑁, 𝐵 , 𝐵 , 𝑘 , 𝑘 , 𝑘 }  be the Frenet elements 
of �̅� . We find from the definition (3.1.a) , we can easily 
obtain , 

𝑁(𝑠)| ( ) = �̅� (𝑠) = 𝑇(𝑠) 

Then, 

𝑁(𝑠) =
�̅�′′(𝑠)

‖�̅�(𝑠)‖
=

𝑁′(𝑠)

‖𝑁′(𝑠)‖
=

𝑘 𝑇 + 𝑘 𝐵

‖𝑘 𝑇 + 𝑘 𝐵 ‖

=
𝑘 𝑇 + 𝑘 𝐵

𝑘 − 𝑘

𝐵 =
�̅� ×  �̅� ×  �̅�′′′

‖�̅� ×  �̅� ×  �̅�′′′‖
=  

−𝑘 𝐵 +  𝑘 𝑇

𝑘 − 𝑘

and , 

𝐵 = 𝐵  × 𝑇  ×  𝑁 =
𝑘 + 𝑘

(𝑘 − 𝑘 )𝑖
𝐵  

Then the curvatures of �̅� are given by 

𝑘 (𝑠) = 〈𝑇 , 𝑁〉 =
𝑘 + 𝑘

𝑘 − 𝑘

𝑘 (𝑠) = 〈𝑁 , 𝐵 〉 =  −(𝑘 − 𝑘 )

Theorem 3.7. Let 𝛾 be a time-like curve whose curvatures 
are 𝑘 , 𝑘 , 𝑘  and 𝛾 be the 𝐵 − direction curve of 𝛾 in 
𝑅 .Then  the curvatures of 𝛾 are as follows 
𝑘 (𝑠) = 𝑘 − 𝑘  

𝑘 (𝑠) = |𝑘 − 𝑘 | 

Proof.  The proof is similar to the proof of Theorem 3.7, 
so it is omitted. 
Theorem 3.8. Let 𝛾 be a time-like curve whose curvatures 
are 𝑘 , 𝑘 , 𝑘  and �̅� be the 𝐵 − direction curve of 𝛾, in 𝑅 , 
the curvatures of �̅� are as follows 

𝑘 (𝑠) = 𝑘 𝑠𝑔𝑛(𝑘 ) 

𝑘 (𝑠) = (𝑘 + 𝑘 )𝑠𝑔𝑛(𝑘 ) 

Proof.  Let {𝑇, 𝑁, 𝐵 , 𝐵 , 𝑘 , 𝑘 , 𝑘  } be the Frenet elements 
of �̅�. From the (3.1.c), we get, 

𝐵 (𝑠) = �̅� (𝑠) = 𝑇(𝑠) 

Using the Frenet vector fields, we find, 

𝑁(𝑠) = −𝑠𝑔𝑛(𝑘 )𝐵  
𝐵 (𝑠) = 𝑇 
𝐵 = 𝑠𝑔𝑛(𝑘 )𝑁 

Finally , the curvatures of �̅� are given by 

𝑘 (𝑠) = 𝑘 𝑠𝑔𝑛(𝑘 ) 
𝑘 (𝑠) = (𝑘 + 𝑘 )𝑠𝑔𝑛(𝑘 ) 

Theorem 3.9. Let 𝛾 be a time-like curve in 𝑅  and �̅� be the 
principal direction curve of γ is a slant helix ⇔ �̅� is a 
general helix. 
Proof.  Let {𝑇, 𝑁, 𝐵 , 𝐵 } be the Frenet frame of 𝛾. From 
the definition (3.1.a) , we also know, 

𝑁(𝑠)| ( ) = �̅� (𝑠) = 𝑇(𝑠) 

Thus, 

𝛾 is a slant helix ⇔   〈𝑁, 𝑢〉 = 𝑐  here 𝑢 is a constant vector 
and 𝑐 = 𝑐𝑜𝑛𝑠𝑡. 

⇔ 〈 𝑇, 𝑢〉 = 𝑐 
⇔   𝛾  is a general helix. 

Theorem 3.10.  Let 𝛾 be a space-like curve in 𝑅  and �̅� be 
the 𝐵 − direction of 𝛾. Then 𝛾 is a 𝐵 − slant helix ⇔ �̅� 
is a general helix. 

Proof: Let {𝑇, 𝑁, 𝐵 , 𝐵 }  be the Frenet frame of 𝛾.From 
the definition (3.1.c), we may write, 

𝐵 (𝑠)| ( ) = �̅� (𝑠) = 𝑇(𝑠) 

Thus, 

𝛾 is 𝐵  slant helix ⇔ 〈𝐵 , 𝑣〉 = 𝑐  here 𝑣 is a constant 
vector and 𝑐 = 𝑐𝑜𝑛𝑠𝑡. 

⇔ 〈 𝑇, 𝑣〉 = 𝑐 here 𝑣 is a constant  vector and 𝑐 = 𝑐𝑜𝑛𝑠𝑡. 
⇔   𝛾  is a general helix. 

Example 

In this section , an example of directional associated curves 
of space-like curve are given  as follows:      
Consider a space-like curve 

𝛼(𝑠) = (sin 2𝑠 , cos 2𝑠 , √3𝑠, √3) 

The Frenet frame vectors and curvatures are obtained by 
𝑇 = (2 cos 2𝑠 , −2 sin 2𝑠 , √3, 0 ) 
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𝑁 = ( − sin 2𝑠 , − cos 2𝑠 , 0, 0) 

 𝐵 =
1

√113
8 cos 2𝑠 − sin 2𝑠 , − cos 2𝑠 − 8 sin 2𝑠 , 4√3, 0  

𝐵 = (0,0,0,0) 

𝑘 = 4 ,     𝑘 = √113 

We obtain principal-direction , 𝐵 −direction and 
𝐵 −direction , 

𝑁(𝑠)| ( ) = �̅� (𝑠) = 𝑇(𝑠)

=  
1

2
cos 2𝑠 , −

1

2
sin 2𝑠 ,

√3

4
, 0  

𝑁(𝑠) =
�̅� (𝑠)

‖�̅�(𝑠)‖
= ( − sin 2𝑠 , − cos 2𝑠 , 0, 0 ) 

𝐵 =
�̅� ×  �̅� ×  �̅�

‖�̅� ×  �̅� ×  �̅� ‖
= 0,0,0, −

√3

2
 

𝐵 = 𝐵  × 𝑇 ×  𝑁 = ( 
√3

4
cos 2𝑠 ,

√3

2
sin 2𝑠 , −

√3

3
, 0) 

Then  we get the curvatures of �̅� as 

𝑘 (𝑠) = 〈𝑇 , 𝑁〉 = 1 

𝑘 (𝑠) = 〈𝑁 , 𝐵 〉 =  −
√3

2
cos 2𝑠 + √3 sin 2𝑠 
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Introduction 

In recent years, there have been many studies on a 
variety of number sequences in the literature. Some of the 
famous examples are Fibonacci, Lucas, Pell, Pell-Lucas, 
Jacobsthal and Jacobsthal-Lucas etc. Details can be found 
in [1-5]. In [4], Jacobsthal and Jacobsthal-Lucas number 
sequences are given respectively by 

𝐽 = 𝐽 + 2𝐽 ,  𝐽 = 0,  𝐽 = 1,  𝑛 ≥ 2, 
𝑗 = 𝑗 + 2𝑗 ,  𝑗 = 2,  𝑗 = 1,  𝑛 ≥ 2. 

Gaussian forms of these sequences are also available 
in the literature. Gaussian forms of these sequences as 
well as their properties have been inquired into by many 
authors, see [6-10] for details. In [9], Jacobsthal and 
Jacobsthal-Lucas sequences’ Gaussian forms are defined 
by the recursion formulas 

𝐺𝐽 = 𝐺𝐽 + 2𝐺𝐽 ,     𝐺𝐽 = ,  𝐺𝐽 = 1,            𝑛 ≥ 2,

𝐺𝑗 = 𝐺𝑗 + 2𝐺𝑗 ,  𝐺𝑗 = 2 − 𝐺𝑗 = 1 + 2𝑖, 𝑛 ≥ 2,

respectively. 
Also, Cerda-Morales [11] defined Gauss third-order 

Jacobsthal numbers and investigated some properties of 
this sequence. 

Additionally, the Padovan (sequence A000931 in [12]), 
Pell-Padovan (sequence A066983 in [12]) and Jacobsthal-
Padovan (sequence A159284 in [12]) sequences are given, 
respectively, by the third-order recurrence relations 

𝑃 = 𝑃 + 𝑃 ,           𝑃 = 𝑃 = 𝑃 = 1,  𝑛 ≥ 3, 
𝑅 = 2𝑅 + 𝑅 ,       𝑅 = 𝑅 = 𝑅 = 1,  𝑛 ≥ 3, 
𝐽𝑃 = 𝐽𝑃 + 2𝐽𝑃 ,   𝐽𝑃 = 𝐽𝑃 = 𝐽𝑃 = 1,     𝑛 ≥ 3. 

Also, Taşçı [13] defined Gaussian Padovan and 
Gaussian Pell-Padovan sequences as follows: 

𝐺𝑃 = 𝐺𝑃 + 𝐺𝑃 ,  𝐺𝑃 = 1,     𝐺𝑃 = 1 + 𝑖, 
𝐺𝑃 = 1 + 𝑖,   𝑛 ≥ 3, 

𝐺𝑅 = 2𝐺𝑅 + 𝐺𝑅 ,     𝐺𝑅 = 1 − 𝑖, 
𝐺𝑅 = 1 + 𝑖,  𝐺𝑅 = 1 + 𝑖,  𝑛 ≥ 3, 

respectively. 
Moreover, in [13], some properties of these sequences 

are investigated. In addition, Yaşar Kartal [14] studied the 
Gaussian Padovan sequence. 

In this study, we extended the Jacobsthal-Padovan 
sequence to Gaussian Jacobsthal-Padovan sequence. 
Then, we have derived generating function and the Binet 
formula for this sequence. Also, we have found numerous 
sums and various equalities for Gaussian Jacobsthal-
Padovan sequence.      

Main Results 

First, we give the definition of Gaussian Jacobsthal-
Padovan number sequence based on the recurrence 
relation. 

Definition 1. The sequence {𝐺𝐽𝑃 }  of Gaussian 
Jacobsthal-Padovan numbers satisfies the following third-
order recurrence relation: 

𝐺𝐽𝑃 = 𝐺𝐽𝑃 + 2𝐺𝐽𝑃  

with initial conditions 𝐺𝐽𝑃 = 1, 𝐺𝐽𝑃 = 1 + 𝑖, 𝐺𝐽𝑃 =
1 + 𝑖 and 𝑛 ≥ 3. 

277
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Then we get the Gaussian Jacobsthal-Padovan sequence 

{𝐺𝐽𝑃 } = {1, 1 + 𝑖, 1 + 𝑖, 3 + 𝑖, 3 + 3𝑖, 5 + 3𝑖, 9 + 5𝑖, … }. 

Also, note that for 𝑛 ≥ 0 

𝐺𝐽𝑃 = 𝐽𝑃 + 𝑖𝐽𝑃  

where 𝐽𝑃  is the n-th Jacobsthal-Padovan numbers. 

Theorem 1. The sequence {GJP }  can be extended to negative subscripts by defining 

GJP = −
1

2
GJP ( ) +

1

2
GJP ( ) 

for n ≥ 1. 

Proof. From the recurrence relation of Gaussian Jacobsthal-Padovan sequence, we have 

GJP =
1

2
GJP −

1

2
GJP . 

Then, for n = −n + 3, we obtain 

GJP =
1

2
GJP −

1

2
GJP  

 =
1

2
GJP ( ) −

1

2
GJP ( ) 

 = −
1

2
GJP ( ) +

1

2
GJP ( ) 

as required. 
Presently, we deliver the generating function of Gaussian Jacobsthal-Padovan sequence with next theorem. 

Theorem 2. The generating function of Gaussian Jacobsthal-Padovan sequence is obtained as 

g(x) =
1 + (1 + i)x + ix

1 − x − 2x
. 

Proof. Assume that g(x) the generating function of {GJP } . By considering the recurrence relation of  Gaussian 
Jacobsthal-Padovan sequence, and deriving x ∑ GJP x  and 2x ∑ GJP x  from ∑ GJP x  we get 

(1 − x − 2x ) GJP x = GJP x − x GJP x − 2x GJP x  

= GJP x − GJP x − 2 GJP x  

= GJP x − GJP x − 2 GJP x  

= (GJP + GJP x + GJP x ) − GJP x + (GJP − GJP − 2GJP )x  

= GJP + GJP x + (GJP − GJP )x . 

Thus, by using the initial conditions, we obtain 
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GJP x =
1 + (1 + i)x + ix

1 − x − 2x

which is desired. 
We now find the Binet formula for Gaussian Jacobsthal-Padovan sequence in the following theorem. 
Theorem 3. nth Gaussian Jacobsthal-Padovan number is 

GJP =
(x + 1)(x + i)

(x − x )(x − x )
x +

(x + 1)(x + i)

(x − x )(x − x )
x +

(x + 1)(x + i)

(x − x )(x − x )
x  

where x , x  and x  are the different roots of the equation x − x − 2 = 0 and whose roots are 

x = 1 +
√

+ 1 −
√

,  x = ω 1 +
√

+ ω 1 −
√

,  x = ω 1 +
√

+ ω 1 −
√

where ω =
√

. 

Proof. Suppose that g(x) = 1 − x − 2x . Then using the roots x , x  and x  of the equation, we can write g(x) as 

g(x) = (1 − x x)(1 − x x)(1 − x x), 

namely, 

1 − x − 2x = (1 − x x)(1 − x x)(1 − x x) (1) 

Thus, we find all roots of g(x) as which ,  and . 

Now, we write the equation (1) and the generating function of {GJP }  as: 

GJP x =
1 + (1 + i)x + ix

1 − x − 2x

 =
1 + (1 + i)x + ix

(1 − x x)(1 − x x)(1 − x x)

=
A

1 − x x
+

B

1 − x x
+

C

1 − x x
 (2) 

Hence, 

1 + (1 + i)x + ix = A(1 − x x)(1 − x x) + B(1 − x x)(1 − x x) + C(1 − x x)(1 − x x). 

Then, for x = , we have 1 + (1 + i) + i = A 1 − 1 − . From here, we find 

A =
x 1 + (1 + i)

1
x

+ i
1

x

(x − x )(x − x )
=

x + (1 + i)x + i

(x − x )(x − x )
=

(x + 1)(x + i)

(x − x )(x − x )
. 

In a similar way, we obtain 

B =
(x + 1)(x + i)

(x − x )(x − x )
,    C =

(x + 1)(x + i)

(x − x )(x − x )
. 

Consequently, we can write the equation (2) as in the following way 

GJP x = A(1 − x x) + B(1 − x x) + C(1 − x x)  
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= A x x + B x x + C x x

= (Ax + Bx + Cx )x .

Thus, we obtain for all n ≥ 0 

 GJP = Ax + Bx + Cx  

 =
(x + 1)(x + i)

(x − x )(x − x )
x +

(x + 1)(x + i)

(x − x )(x − x )
x +

(x + 1)(x + i)

(x − x )(x − x )
x  

as required. 
The following theorem gives the Simson formula for Gaussian Jacobsthal-Padovan sequence. 
Theorem 4. For n ∈ ℤ, we have 

GJP GJP GJP
GJP GJP GJP

GJP GJP GJP
= −2 (1 − i). 

Proof. We show the proof of this theorem by induction over n. For n = 1, the statement is true. In fact 

GJP GJP GJP
GJP GJP GJP
GJP GJP GJP

= −2 + 2i = −2 (1 − i). 

Now, let this statement be true for n = k. That is, 

GJP GJP GJP
GJP GJP GJP

GJP GJP GJP
= −2 (1 − i). 

Finally, we must show that the statement is correct for n = k + 1. We obtain from induction hypothesis and the 
properties of determinant function. 
GJP GJP GJP
GJP GJP GJP
GJP GJP GJP

=

GJP + 2GJP GJP GJP
GJP + 2GJP GJP GJP

GJP + 2GJP GJP GJP
 

 =
GJP GJP GJP

GJP GJP GJP
GJP GJP GJP

+

2GJP GJP GJP
2GJP GJP GJP
2GJP GJP GJP

 

 = 2

GJP GJP GJP
GJP GJP GJP
GJP GJP GJP

 

 = −2

GJP GJP GJP
GJP GJP GJP

GJP GJP GJP
 

 = 2

GJP GJP GJP
GJP GJP GJP

GJP GJP GJP
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 = 2 −2 (1 − i)  
 = −2 (1 − i). 

Therefore, the statement is also correct for n = k + 1.        □ 
In the next theorem, we give some summation formulas of Gaussian Jacobsthal-Padovan sequence. 
Theorem 5. For n ≥ 1, we have the following sums: 

i. GJP =
1

2
(GJP + GJP ) − (2 + i), 

ii. GJP =
1

2
GJP − (3 + i), 

iii. GJP =
1

2
GJP − (1 + i). 

Proof (i). From the recursive relation of Gaussian Jacobsthal-Padovan sequence, we have 

GJP = GJP − GJP . (3) 

Thus, we have from the equation (3) 

GJP =
1

2
GJP −

1

2
GJP  

GJP =
1

2
GJP −

1

2
GJP  

GJP =
1

2
GJP −

1

2
GJP  

⋮ 

 GJP =
1

2
GJP −

1

2
GJP . 

After performing necessary calculations, we obtain 

GJP =
1

2
(GJP + GJP ) −

1

2
(GJP + GJP ) 

=
1

2
(GJP + GJP ) − (2 + i) 

which is desired. 
The proof of (ii) and (iii) can be done similarly to the proof of (i). 

Theorem 6. For n ∈ ℤ , we have 

0 1 2
1 0 0
0 1 0

.
1 + i
1 + i

1
=

GPJ
GPJ

GPJ
. 

Proof. We can prove the theorem by induction on n. For n = 1, we get 

0 1 2
1 0 0
0 1 0

.
1 + i
1 + i

1
=

3 + i
1 + i
1 + i

=

GPJ
GPJ
GPJ

. 

Assume that the equality holds for n = k, namely, 
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0 1 2
1 0 0
0 1 0

.
1 + i
1 + i

1
=

GPJ
GPJ

GPJ
. 

Now, we need to show that it is true for n = k + 1. Hence, we obtain 

0 1 2
1 0 0
0 1 0

.
1 + i
1 + i

1
=

0 1 2
1 0 0
0 1 0

.
0 1 2
1 0 0
0 1 0

.
1 + i
1 + i

1
 

 =
0 1 2
1 0 0
0 1 0

.

GPJ
GPJ

GPJ
 

 =
GPJ + 2GJP

GPJ
GPJ

 

 =
GPJ
GPJ
GPJ

. 

The proof is completed. 
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Introduction 

Integro-differential equations have been investigated in 
many fields, including biology, physics, and engineering. 
Integro-differential equations, on the other hand, are widely 
used in science and engineering to simulate a variety of 
physical phenomena. As a result, scientists and applied 
mathematicians have focused their efforts on finding exact 
and approximate solutions to integro-differential equations 
[1-7]. 

The fractional calculus is a powerful tool in applied 
mathematics for studying a variety of problems from various 
fields of science and engineering, with many breakthrough 
results in mathematical physics, finance, hydrology, 
biophysics, thermodynamics, control theory, statistical 
mechanics, astrophysics, cosmology, and bioengineering [8]. 
Since the fractional calculus piqued the interest of 
mathematicians and other scientists, the solutions of 
fractional integro-differential equations have been studied 
frequently in recent years [9-19], other approcahes of the 
least squares with shifted Chebyshev polynomials [20], least-
squares method using Bernstein polynomials [21], fractional 
residual power series method [22], Taylor matrix method 
[23]. 

Laguerre polynomials are used to solve some integer 
order integro-differential equations. The Altarelli-Parisi 
equation [24], the Pantograph-type Volterra integro-
differential equation [25] and the linear Fredholm integro-
differential equation are examples of these. In addition, 
Laguerre polynomials are used to solve fractional integro-
differential equations [20]. Algebraic equations, differential 
equations, integral equations, and other functional 
equations are frequently the result of mathematical 
modeling of real-life problems [26]. 

In many domains of science and engineering, differential 
and integral equations are often used. However, research 

into these areas has uncovered novel subtopics in which both 
differential and integral operators appear in the same 
equation. This new type of equation is known as integro-
differential equation. 

Integro-differential equations are equations that are 
known to emerge in both the derivatives and anti-derivatives 
of a function [27]. It is an equation in which the unknown 
function u(x) appears under the integral sign and has yet to 
be identified [28]. To solve polynomial issues, various types 
of analytical methods have been applied. Hirota's bilinear 
approach, Darboux transformation, symmetry method, 
inverse scatting transformation, variational iteration method 
used by [29-30]. The Adomian Decomposition Method 
(ADM) is a dependable and practical method for dealing with 
various equations, both linear and non-linear. 

Differential equations, such as Boundary Value Problems 
(BVPs), have also been solved using this method in other 
sectors of science and engineering. For nonlinear operators, 
the method relies on the calculation of Adomian 
polynomials. The usage of the Adomian decomposition 
approach has various drawbacks that can develop due to the 
nature of the issues being considered, such as a relatively 
poor convergence rate and a huge functional evaluation for 
non-linear problems. [30] solved certain linear and nonlinear 
integral equations using a modified version of this ADM. 
Using Adomian Polynomials, this paper proposes a new 
version of the Adomian Decomposition Method for integro-
differential equations. 

This new decomposition modification introduces a 
change in the formulation of Adomian polynomials, which is 
superior to the usual Adomian technique. The novel modified 
Adomian Decomposition Method (MADM) improves the 
accuracy, speed of convergence, and reduces the number of 
functional calculations. 
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Methodology 

Assuming that the nonlinear function is 𝐹 𝑦(𝑥)  
therefore, below are few of Adomian polynomials. 

𝐴 = 𝐹(𝑦 ),  (1) 

𝐴 = 𝑦 𝐹 (𝑦 ),   (2) 

𝐴 = 𝑦 𝐹 (𝑦 ) +
!
𝑦 𝐹 (𝑦 ),  (3) 

𝐴 = 𝑦 𝐹 (𝑦 ) + 𝑦 𝑦 𝐹 (𝑦 ) +
!
𝑦 𝐹 (𝑦 ), 

 (4) 

𝐴 = 𝑦 𝐹 (𝑦 ) +
!
𝑦 + 𝑦 𝑦 𝐹 (𝑦 ) +

2!
𝑦 𝑦 𝐹 (𝑦 ) + 𝑦 𝐹(iv)(𝑦 ),  (5) 

Two important observations can be made here. First, 
𝐴  depends only on 𝑦 , A  depends only on 𝑦  and 𝑦  , 𝐴  
depends only on 𝑦  , 𝑦  and 𝑦  ,  and so on. 
Secondly, substituting these 𝐴 𝑠 in (3) gives: 

𝐹(𝑦) = 𝐴 + 𝐴 + 𝐴 + 𝐴 +. . . 

 = 𝐹(𝑦 ) + (𝑦 + 𝑦 + 𝑦 +  . . .) F (𝑦 ) +
!
(𝑦 +

2𝑦 𝑦 + 2𝑦 𝑦 + 𝑦 )𝐹 (𝑦 )

+
1

3!
(𝑦 + 3𝑦 𝑦 + 6𝑦 𝑦 𝑦 +  . . .) F (𝑦 ) +  . . . 

= 𝐹(𝑦 ) + (𝑦 − 𝑦 )𝐹 (𝑦 ) +
1

2!
(𝑦 − 𝑦 ) 𝐹 (𝑦 ) +  . . . 

In the following, we will calculate Adomian 
polynomials for several linear terms that may arise in 
nonlinear integral equations. 

Case 1. 
The first four Adomian polynomials for 𝐹(𝑦) = 𝑦  are 
given by  

𝐴 = 𝑦   

𝐴 = 2𝑦 𝑦    

𝐴 = 2𝑦 𝑦 + 𝑦   

𝐴 = 2𝑦 𝑦 + 2y 𝑦  

Case 2. 
The first four Adomian polynomials for 𝐹(𝑦) = 𝑦  are 
given by 

𝐴 = 𝑦  ,  

𝐴 = 3𝑦  y  ,  

𝐴 = 3𝑦 𝑦 + 3y 𝑦  , 

𝐴 = 3𝑦 𝑦 + 6y 𝑦 𝑦 + 𝑦  

Case 3. 
The first four Adomian polynomials for 𝐹(𝑦) = 𝑦  are 
given by 

𝐴 = 𝑦  , 

𝐴 = 4𝑦 𝑦  ,  

𝐴 = 4𝑦 𝑦 + 6y 𝑦  ,   

𝐴 = 4𝑦 𝑦 + 4y 𝑦 + 12y 𝑦 + 𝑦  

Case 4. 
The first four Adomian polynomials for 𝐹(𝑦) = 𝑠𝑖𝑛 𝑦 are 
given by 

𝐴 = 𝑠𝑖𝑛 𝑦  ,  

𝐴 = 𝑦 𝑐𝑜𝑠 𝑦  ,   

𝐴 = 𝑦 𝑐𝑜𝑠 𝑦 −
!
𝑦 𝑠𝑖𝑛 𝑦  , 

𝐴 = 𝑦 𝑐𝑜𝑠 𝑦 − 𝑦 𝑦 𝑠𝑖𝑛 𝑦 −
!
𝑦 𝑐𝑜𝑠 𝑦

Case 5. 
The first four Adomian polynomials for 𝐹(𝑦) = 𝑐𝑜𝑠 𝑦 are 
given by 

𝐴 = 𝑐𝑜𝑠 𝑦  ,   

𝐴 = −𝑦 𝑠𝑖𝑛 𝑦  ,  

𝐴 = −𝑦 𝑠𝑖𝑛 𝑦 −
!
𝑦 𝑐𝑜𝑠 𝑦  , 

𝐴 = −𝑦 𝑠𝑖𝑛 𝑦 − 𝑦 𝑦 𝑐𝑜𝑠 𝑦 +
!
𝑦 𝑠𝑖𝑛 𝑦  , 

Case 6. 
The first four Adomian polynomials for 𝐹(𝑦) = 𝑒𝑥𝑝(𝑦) 
are given by 

𝐴 = 𝑒𝑥𝑝(𝑦 )  , 

𝐴 = 𝑦 𝑒𝑥𝑝(𝑦 )  , 

𝐴 = 𝑦 +
!
𝑦   𝑒𝑥𝑝(𝑦 )  , 

𝐴 = 𝑦 + 𝑦 𝑦 +
!
𝑦   𝑒𝑥𝑝(𝑦 )  , 

The modification was carried out by decomposing the 
source term function into series of the form    
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𝑔(𝑥) = 𝑔 (𝑥) 

 
and the new recursive relation was obtained as: 
 

𝑦 (𝑥) = 𝑔 (𝑥), 
 

𝑦 (𝑥) = 𝑔 (𝑥) + 𝑔 (𝑥)

+ 𝜆 𝑘(𝑥, 𝑡) 𝐿 𝑦 (𝑥) + 𝐴 𝑑𝑡, 

 

𝑦 (𝑥) = 𝑔 (𝑥) + 𝑔 (𝑥)

+ 𝜆 𝑘(𝑥, 𝑡) 𝐿 𝑦 (𝑥) + 𝑦 (𝑥)

+ 𝐴 𝑑𝑡, 
. 
𝑦 (𝑥) = 𝑔 ( )(𝑥) + 𝑔 ( ) (𝑥) +

𝜆 ∫ 𝑘(𝑥, 𝑡) 𝐿 𝑦 (𝑥) + 𝑦 (𝑥) + 𝐴 𝑑𝑡. 

 
Numerical Examples 
 

Example 1: 
 Consider the standard integro-differential equation; 

 
𝑦 (𝑥) = 1 − 𝑥 + ∫ 𝑥𝑡𝑦(𝑡)𝑑𝑡 ;  𝑦(0) = 0,  𝑦(𝑥) = 𝑥  
 
Let 
 
𝑎 = 1       
 
𝑎 = ∫ 𝑎𝑑𝑥      
 
𝑎 = 𝑥        
 
𝑦 = 𝑡       
 
𝑔 = − 𝑥       
 
𝑎 = 𝑔 + ∫ 𝑥 ∫ 𝑡𝑦 𝑑𝑡𝑑𝑥    
 
𝑎 = 0         
 
𝑦 = 0         
 
𝑔 = 0        
 
Then; 
 
𝑦 = 𝑦 + 𝑦 + 𝑦 + 𝑦 + 𝑦     
 
𝑦 (𝑡) = 𝑡       
 
𝑦 (𝑥) = 𝑥       
 

Example 2:  
Consider the standard integro-differential equation; 

 
𝑦 (𝑥) = 𝑒 + ∫ 𝑒 𝑦 (𝑡)𝑑𝑡 ;     𝑦(0) = 1,     
y (0) = 1      
 
Applying two fold integral linear operator defined by: 
 
𝐿 = ∫ ∫ (. )𝑑𝑥𝑑𝑥     
 
The differential equation is transformed to: 
 

𝑦(𝑥) =
1

2
+

1

2
𝑥 +

1

2
𝑒 +

1

2
𝐿 𝑒( )𝑦 (𝑡)𝑑𝑡 𝑑𝑥𝑑𝑥 

 
Let 
 
𝑟 = + 𝑥 + 𝑒      
 
Using taylor (r,from x to 10) 
 

1 + 𝑥 +
1

4
𝑥 +

1

12
𝑥 +

1

48
𝑥 +

1

120
𝑥 +

1

1440
𝑥

+
1

10080
𝑥 +

1

725760
𝑥 + 0(𝑥 ) 

Then; 
 
𝑎 = 1         
 
𝑦 = 1        
 
𝑔 = 𝑥 + 𝑥       
 
We have, 
 
𝑎 = 𝑔 + ∫ 𝑒 ∫ ∫ 𝑒( )𝑦 𝑑𝑡 𝑑𝑥𝑑𝑥    

𝑎 = 𝑥 + 𝑥 + 0.2161661792 + 0.2161661792𝑒 𝑥 −

0.2161661792𝑒    
 
𝑦 = 𝑡 + 𝑡 + 0.2161661792 + 0.2161661792𝑒 𝑡 −

0.2161661792𝑒   
 
Then, 
 
𝑔 = 𝑥 + 𝑥      
 
𝑎 = 𝑔 + ∫ 𝑒 ∫ ∫ 𝑒( )𝑎 𝑑𝑡 𝑑𝑥𝑑𝑥  
 
𝑎 = 𝑥 + 𝑥 + 0.02183314121 +

0.02183314121𝑒 𝑥 − 0.02183314121𝑒    
 
𝑦 = 𝑡 + 𝑡 + 0.02183314121 +

0.02183314121𝑒 𝑡 − 0.02183314121𝑒      
 
Then; 
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𝑦 = 𝑦 + 𝑦 + 𝑦 + 𝑦 + 𝑦     
 

𝑦 (𝑡) = 1.5044983400 + 𝑡 +
1

4
𝑡 + 0.5049834007𝑒 𝑡

− 0.5049834007𝑒 +
1

12
𝑡 +

1

48
𝑡 + 

            
120

𝑡 + 𝑡 + 𝑡 + 𝑡     
 

𝑦 (𝑥) = 1.5044983400 + 𝑥 +
1

4
𝑥

+ 0.5049834007𝑒 𝑥

− 0.5049834007𝑒 +
1

12
𝑥 +

1

48
𝑥

+ 

            
120

𝑥 + 𝑥 + 𝑥 + 𝑥   
 

Table 1. Table of Absolute Errors for Example 2 

X Exact NADM Absolute 
Error 

  0.0 1.000.000.000 0.999514939 0.000485061 
0.1 1.105.170.918 1.105.285.188 0.000114270 
0.2 1.221.402.758 1.222.254.295 0.000851537 
0.3 1.349.858.808 1.352.753.581 0.002894773 
0.4 1.491.824.698 1.498.889.078 0.007064380 
0.5 1.648.721.271 1.663.062.055 0.014340784 
0.6 1.822.118.800 1.848.010.030 0.025891230 
0.7 2.013.752.707 2.056.854.272 0.043101565 
0.8 2.225.540.928 2.293.154.795 0.067613867 
0.9 2.459.603.111 2.560.973.914 0.101370803 
1.0 2.718.281.828 2.864.949.506 0.146667678 

 

 

Figure 1. Graph of Comparison of the New ADM and the 
Exact for Example 2 

 

Example 3:  
𝑦 (𝑥) = 𝑒 + (3 + 𝑒 )𝑥 + ∫ 𝑥𝑡 1 + 𝑢(𝑡) − 𝑦 (𝑡) 𝑑𝑡  ;          
 
Which subject to the initial condition? 
 
𝑢(0) = 2      
 
Applying a one-fold integral linear operator defined by: 
 

𝐿 = ∫ (. )𝑑𝑥      
 
The differential equation is transformed to 
 
𝑦(𝑥) = 1 + 𝑒𝑥𝑝(𝑥) + (3 + 𝑒𝑥𝑝(2))𝑥 + 𝐿 ∫ 𝑥𝑡 1 +

𝑦(𝑡) − 𝑦 (𝑡) 𝑑𝑡 𝑑𝑥    
 
By using Taylor Series 
 

(1 +
973

2997
𝑥 + 𝑒𝑥𝑝(𝑥)  from 𝑥  to  10) 

 
We have; 
 

2 + 𝑥 +
4943

5994
𝑥 +

1

6
𝑥 +

1

24
𝑥 +

1

720
𝑥 +

1

5040
𝑥

+
1

40320
𝑥 +

1

362880
𝑥 + (0)𝑥  

 
Then; 
 
𝑎 = 2      
 
𝑦 = 2      
 
and 
 

𝑎  ;  𝑎  ;  𝑎  ;  𝑎    𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡   𝑦  ;  𝑦  ;  𝑦  ; 𝑦  
 
Then;  
Integrate y0; 
 
𝑎 = −0.3827304872𝑥      
 
y = −0.3827304872t       
 
 a = 2y y        
 
 a = −0.7654609744(1 + e + 0.3246580031t )t     
 
a = ∫ x ∫ t(1 + y − a )dtdx    
 
a = 0.1335487491x       
 
y = 0.1335487491t       
 
Then; the sum of y0 to y4;           
 
y = y + y + y + y + y                 
 
We have 
 

  2 3 4 5

6 7 8

2955595512151 1 1 1
2

4120514592768 6 24 120
1 1 1

720 5040 40320

ny t t t t t t

t t t

     

  
 

 
𝑦 (𝑥) = 2 + 𝑥 + 𝑥 + 𝑥 + 𝑥 + 𝑥 +

𝑥 + 𝑥      
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Table 2. Table of Absolute Errors for Example 2 

X Exact NADM Absolute 
Error 

  0.0 2.000.000.000 2.000.000.000 0.000000000 
0.1 2.105.170.918 2.107.343.798 0.002172880 
0.2 2.221.402.759 2.230.094.277 0.008691518 
0.3 2.349.858.807 2.369.414.725 0.019555918 
0.4 2.491.824.697 2.526.590.771 0.034766074 
0.5 2.648.721.265 2.703.043.255 0.054321990 
0.6 2.822.118.771 2.900.342.437 0.078223666 
0.7 3.013.752.588 3.120.223.689 0.106471101 
0.8 3.225.540.527 3.364.604.822 0.139064295 
0.9 3.459.601.938 3.635.605.188 0.176003250 
1.0 3.718.278.771 3.935.566.732 0.217287961 

 

 

Figure 2. Graph of Comparison of the New ADM and the 
Exact for Example 3 

 
Results and Discussion 
 

The new Modified Adomian Decomposition Method 
(MADM) for integro-differential equations was introduced 
in this paper. This new approach converges faster, and it 
can be seen that the source term expansion should be as 
lengthy as feasible. The decomposed source term's 
convergence is improved by a little increase in the terms 
of decomposed source terms. The addition of more terms 
in the integral sign improves accuracy and, as a result, the 
Adomian polynomials. 
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Introduction 

There exist too many studies on fixed-point theory in 
different spaces [1-12]. Also, there are many applications 
of the theory and mappings that meet certain conditions 
of contraction and have been a crucial area of different 
research works.  

The non-Newtonian calculus is alternative to what is 
customary. The non-Newtonian calculus in various fields 
including information technology, fractal geometry, 
economic growth, finance, wave theory, quantum physics, 
in medicine for examples tumor therapy, cancer-
chemotherapy, in mathematics for examples functional 
analysis, differential equations, approximation theory, 
problems of decision making, and chaos theory has many 
applications. The non-Newtonian metric concept was 
defined in 2002 by Basar et al. and then Binbaşıoğlu et al. 
gave the metric spaces of non-Newtonian in 2016. Also, 
they started to study on the fixed-point theory in non-
Newtonian metric spaces.  

In this work, we present fixed-point theorems and 
results for self-mappings satisfying certain conditions in 
the non-Newtonian metric spaces. 

Preliminaries 

We mention that some basic knowledge related to 
structure of non-Newtonian calculus. 

Definition 
A generator is called as an injective function from ℝ to 

a subset of ℝ [6].  

Remark 
Every generator generates an arithmetic. An arithmetic 

is generated by a generator [6]. 

Remark 
Let us take the function 𝛽: ℝ → ℝ , 𝑎 → 𝛽(𝑎) = 𝑒 =

𝑏.  If 𝛽 =  exp, then the function generates the 
geometrical arithmetics [6]. 

Remark 
Assume that the function 𝛽 is a generator, i.e., if 𝛽 =

𝐼, then 𝛽 generates the usual arithmetic, where 𝐼 is an 
identity mapping [6].  

Definition 
The 𝛽-integers are produced as follows; 

 𝛽-zero, 𝛽-one and similarly all 𝛽-integers are denoted as, 
…, 𝛽(−1), 𝛽(0), 𝛽(1), .... 

Let us take any generator 𝛽 with range A. Then for 
 𝑎, 𝑏 ∈ ℝ,  the operations 𝛽-addition, 𝛽-substraction, 𝛽-
multiplication, 𝛽-division and 𝛽-order are defined as 
follows,  

𝑎  .  𝑏 = 𝛽{𝛽 (𝑎) + 𝛽 (𝑏)},  
𝑎  .  𝑏 = 𝛽{𝛽 (𝑎) − 𝛽 (𝑏 )}, 
𝑎 ×

 .  𝑏 = 𝛽{𝛽 (𝑎) × 𝛽 (𝑏)}, 
𝑎 ∕

 .  𝑏 = 𝛽{𝛽 (𝑎) ÷ 𝛽 (𝑏)}, 
𝑎  .  𝑏 = 𝛽(𝑎) < 𝛽(𝑏). 

The set ℝ(𝑁) = {𝛽(𝑎): 𝑎 ∈ ℝ},  is non-Newtonian real 
numbers set. 
For 𝑎 ∈  𝐴 ⊂ ℝ(𝑁), the 𝛽-square is described as 𝑎 ×

 . 𝑎 

and denoted with 𝑎 . The notation √𝑎  denotes 
𝑘 = 𝛽{ 𝛽 (𝑎)}. The 𝛽 −square is equal to 𝑎 and which 
means 𝑘 = 𝑎. 
During this work, 𝑎  denotes the concept of 𝑝th non-
Newtonian exponent. 
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|𝑎|  denotes the 𝛽 −absolute value for a number 𝑎 ∈
 𝐴 ⊂  ℝ(𝑁) defined by 𝛽(|𝛽 (𝑎)|) and so 

√𝑎 = |𝑎| = 𝛽(|𝛽 (𝑎)|). 

Thus, 

|𝑎| = 𝛽(|𝛽 (𝑎)|) =

𝑎, 𝛽(0) .  𝑎,
𝛽(0), 𝛽(0) =  𝑎,

𝛽(0) . 𝑎, 𝛽(0) .  𝑎.
 

Let us take any  𝑐 ∈  ℝ(𝑁). If 𝑐   . 𝛽(0), then 𝑐 is called 
a positive non-Newtonian real number. If 𝑐   . 𝛽(0), then 𝑐 
is called a non-Newtonian negative real number. If 𝑐 =
𝛽(0), then 𝑐 is called an unsigned non-Newtonian real 
number. Non-Newtonian positive and negative real 
numbers are denoted by ℝ (𝑁) and ℝ (𝑁) respectively 
[6]. 

Definition 
Let us take 𝑋 ≠ ∅ and suppose that 𝑑 : 𝑋 × 𝑋 →
ℝ (𝑁) satisfies the following conditions for 𝑎, 𝑏, 𝑐 ∈
 X; 

(NM1) 𝑑 (𝑎, 𝑏) = 𝛽(0) iff 𝑎 = 𝑏, 
(NM2) 𝑑 (𝑎, 𝑏) = 𝑑 (𝑏, 𝑎), 
(NM3) 𝑑 (𝑎, 𝑏) . 𝑑 (𝑎, 𝑐)  . 𝑑 (𝑐, 𝑏). 

Then 𝑑  is a non-Newtonian metric on 𝑋.  Also (𝑋, 𝑑 ) is a 
non-Newtonian metric space [6]. 

Example 
Assume that d  is defined as 𝑑 (𝑎, 𝑏) = |𝑎  . 𝑏|  for 
all 𝑎, 𝑏 ∈  ℝ(𝑁), then  (ℝ(𝑁), 𝑑 ) is a non-Newtonian 
metric space [6]. 

Definition 
A sequence (𝑎 ) in a non-Newtonian metric space 𝑋 =
(𝑋, 𝑑 ) is non-Newtonian convergent if taken any 
𝑛 = 𝑛 (𝜀) ∈  N, 𝑎 ∈  𝑋 there exists 𝜀   . 𝛽(0) such 
that for all 𝑛 > 𝑛 , 𝑑 (𝑎 , 𝑎)  . 𝜀 and it is shown with 

lim
→

𝑎 = 𝑎 or 𝑎 → 𝑎, 𝑛 → ∞ [5]. 

Definition  
A sequence (𝑎 ) in a non-Newtonian metric space 𝑋 =
(𝑋, 𝑑 ) is non-Newtonian Cauchy if taken any 𝑛 =
𝑛 (𝜀) ∈  N, 𝑎 ∈  𝑋 there exists 𝜀   . 𝛽(0) such that for all 
𝑚, 𝑛 > 𝑛 , 𝑑 (𝑎 , 𝑎 )  . 𝜀. The non-Newtonian metric 
space (𝑋, 𝑑 ) is non-Newtonian complete if every non-
Newtonian Cauchy sequence is non-Newtonian 
convergent [5]. 

Remark 
Let 𝑘, 𝑙, 𝑚, 𝑛, 𝑝 be non-Newtonian positive real 

numbers with 𝑘  . 𝑙  . 𝑚  . 𝑛  . 𝑝  . 𝛽(1),  𝑙 = 𝑚, 𝑛 = 𝑝. 

If 𝑟 =(𝑘  . 𝑙  . 𝑛) ×
 . (𝛽(1)  . 𝑚 . 𝑛)  and 

𝑠 = (𝑘  . 𝑚  . 𝑝) ×
 . (𝛽(1)  . 𝑙 . 𝑝) , then  𝑟 ×

 . 𝑠  . 𝛽(1). 
If 𝑙 = 𝑚 then 

𝑟 ×
 . 𝑠 =

  .   .

( )  .  .  ×
.   .   .

( )  .  . =   .   .

( )  .  .  ×
 .   .   .

( )  .  .  . 𝛽(1), 

and if 𝑛 = 𝑝 then  

𝑟 ×
 . 𝑠 =

𝑘  . 𝑚  . 𝑛

𝛽(1)  . 𝑚 . 𝑛
 ×
 .

𝑘  . 𝑚  . 𝑝

𝛽(1)  . 𝑙 . 𝑝

=
𝑘  . 𝑙  . 𝑝

𝛽(1)  . 𝑚 . 𝑛
 ×
 .

𝑘  . 𝑚  . 𝑛

𝛽(1)  . 𝑙 . 𝑝
 . 𝛽(1). 

Main Results 

Theorem  
Let 𝑑  be a non-Newtonian complete metric on 𝑋 and 𝑐, 𝑑 be positive integers. If a mapping 𝐾: 𝑋 → 𝑋 satisfies 

𝑑 (𝐾 𝑎, 𝐾 𝑏)  . 𝑘 ×
 . 𝑑 (𝑎, 𝑏)  . 𝑙 ×

 . 𝑑 (𝑎, 𝐾 𝑎) 
 . 𝑚 ×

 . 𝑑 (𝑏, 𝐾 𝑏)  . 𝑛 ×
 . 𝑑 (𝑎, 𝐾 𝑏)  . 𝑝 ×

 . 𝑑 (𝑏, 𝐾 𝑎) 

for all 𝑎, 𝑏 ∈  𝑋, where 𝑘, 𝑙, 𝑚, 𝑛, 𝑝 are non-Newtonian positive real numbers with 𝑘  . 𝑙  . 𝑚  . 𝑛  . 𝑝  . 𝛽(1),  𝑙 = 𝑚, 𝑛 = 𝑝, 
then 𝐾 has a unique fixed-point. 

Proof  
Take 𝑎 ∈ 𝑋, 𝑡 ≥ 𝛽(0), we construct 

𝑎 = 𝐾 𝑎 , 
𝑎 = 𝐾 𝑎 . 

Then 

𝑑 (𝑎 , 𝑎 ) = 𝑑 (𝐾 𝑎 , 𝐾 𝑎 ) 
 . 𝑘 ×

 . 𝑑 (𝑎 , 𝑎 )  . 𝑙 ×
 . 𝑑 (𝑎 , 𝐾 𝑎 )  . 𝑚 ×

 . 𝑑 (𝑎 , 𝐾 𝑎 ) 
. 𝑛 ×

 . 𝑑 (𝑎 , 𝐾 𝑎 )  . 𝑝(𝑎 , 𝐾 𝑎 ) 
 . (𝑘  . 𝑙) ×

 . 𝑑 (𝑎 , 𝑎 )  . 𝑚 ×
 . 𝑑 (𝑎 , 𝑎 )  . 𝑛 ×

 . 𝑑 (𝑎 , 𝑎 ) 
. (𝑘  . 𝑙  . 𝑛) ×

 . 𝑑 (𝑎 , 𝑎 )  . (𝑚  . 𝑛) ×
 . 𝑑 (𝑎 , 𝑎 ). 
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It implies that 
 

  . (𝛽(1)  . 𝑚  . 𝑛) ×
 . 𝑑 (𝑎 , 𝑎 )  . (𝑘  . 𝑙  . 𝑛) ×

 . 𝑑 (𝑎 , 𝑎 ). 
So 

 
𝑑 (𝑎 , 𝑎 )  . 𝑟 ×

 . 𝑑 (𝑎 , 𝑎 ), where 𝑟 =
(   .   . )

( )  .   .
.  

 
𝑑 (𝑎 , 𝑎 ) = 𝑑 (𝐾 𝑎 , 𝐾 𝑎 ) 

  . 𝑘 ×
 . 𝑑 (𝑎 , 𝑎 )  . 𝑙 ×

 . 𝑑 (𝑎 , 𝐾 𝑎 )  . 𝑚 ×
 . 𝑑 (𝑎 , 𝐾 𝑎 ) 

  . 𝑛 ×
 . 𝑑 (𝑎 , 𝐾 𝑎 )  . 𝑝(𝑎 , 𝐾 𝑎 ) 

  . 𝑘 ×
 . 𝑑 (𝑎 , 𝑎 )  . 𝑙 ×

 . 𝑑 (𝑎 , 𝑎 )  . 𝑚 ×
 . 𝑑 (𝑎 , 𝑎 ) 

  . 𝑛 ×
 . 𝑑 (𝑎 , 𝑎 )  . 𝑝 ×

 . 𝑑 (𝑎 , 𝑎 ) 
  . (𝑘  . 𝑚  . 𝑝) ×

 . 𝑑 (𝑎 , 𝑎 )  . (𝑙  . 𝑝) ×
 . 𝑑 (𝑎 , 𝑎 ), 

 
implies that 

 𝑑 (𝑎 , 𝑎 )  . 𝑠 ×
 . 𝑑 (𝑎 , 𝑎 ), 

 
where 𝑠 =

(   .   . )

( )  .   .
. 

 
Therefore, we get for each 𝑡 = 0,1,2, . .. 
 

𝑑 (𝑎 , 𝑎 )  . 𝑟 ×
 . 𝑑 (𝑎 , 𝑎 ) 

  . 𝑟 ×
 . 𝑠 ×

 . 𝑑 (𝑎 , 𝑎 ) 
  . 𝑟 ×

 . (𝑟 ×
 . 𝑠) ×

 . 𝑑 (𝑎 , 𝑎 ) 
  . . . .   . 𝑟 ×

 . (𝑟 ×
 . 𝑠)  ×

 . 𝑑 (𝑎 , 𝑎 ), 
𝑑 (𝑎 , 𝑎 )  . 𝑠 ×

 . 𝑑 (𝑎 , 𝑎 ) 
  . . . .   . (𝑟 ×

 . 𝑠)(   . )  ×
 . 𝑑 (𝑎 , 𝑎 ). 

 
So, for 𝑦 < 𝑧 we have 
 

𝑑 𝑎 , 𝑎   . 𝑑 𝑎 , 𝑎  
  . 𝑑 𝑎 , 𝑎   . . . .   . 𝑑 (𝑎 , 𝑎 ) 

  . [𝑟 ×
 . (𝑟 ×

 . 𝑠)   .
 

(𝑟 ×
 . 𝑠) ] ×

 . 𝑑 (𝑎 , 𝑎 ) 

  . [
𝑟 ×

 . (𝑟 ×
 . 𝑠)

𝛽(1)  . 𝑟 ×
 . 𝑠

  .
(𝑟 ×

 . 𝑠)( )

𝛽(1)  . 𝑟 ×
 . 𝑠

] ×
 . 𝑑 (𝑎 , 𝑎 ) 

  . (𝛽(1)  . 𝑟) ×
 . [

(𝑟 ×
 . 𝑠)

𝛽(1)  . 𝑟 ×
 . 𝑠

] ×
 . 𝑑 (𝑎 , 𝑎 ). 

 
Then we deduced 
 

𝑑 𝑎 , 𝑎   . (𝛽(1)  . 𝑟) ×
 . [

(𝑟 ×
 . 𝑠)

𝛽(1)  . 𝑟 ×
 . 𝑠

] ×
 . 𝑑 (𝑎 , 𝑎 ), 

𝑑 𝑎 , 𝑎   . (𝛽(1)  . 𝑟) ×
 . [

(𝑟 ×
 . 𝑠)

𝛽(1)  . 𝑟 ×
 . 𝑠

] ×
 . 𝑑 (𝑎 , 𝑎 ), 

𝑑 𝑎 , 𝑎   . (𝛽(1)  . 𝑟) ×
 . [

(𝑟 ×
 . 𝑠)

𝛽(1)  . 𝑟 ×
 . 𝑠

] ×
 . 𝑑 (𝑎 , 𝑎 ). 

For 0 < 𝑤 < 𝑣, 𝑑 (𝑎 , 𝑎 )  . 𝑞 , where 
 

𝑞 = (𝛽(1)  . 𝑟) ×
 . [

(  ×
 . )

( )  .  ×
 . ] ×

 . 𝑑 (𝑎 , 𝑎 ) with an integer part of  .  

 
So {𝑎 } is non-Newtonian Cauchy. Since (𝑋, 𝑑 ) is non-Newtonian complete, there exists 𝑥 ∈ 𝑋 such that  
 

𝑎 →  𝑥.  
 
For a non-Newtonian real number 0  . 𝛽(𝑒), choose 𝑑 ∈ ℕ such that   
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 𝑑 (𝑥, 𝑎 )  .

( )

( ) ×
 . , 𝑑 (𝑎 , 𝑎 )  .

( )

( ) ×
 . , 𝑑 (𝑥, 𝑎 )  .

( )

( ) ×
 . ,  

 
for all 𝑡 ≥ 𝑑 , where  
 

 𝐴 =  𝑚𝑎𝑥{
( )  .

( )  .   .
,

  .

( )  .   .
,

( )  .   .
}.  

 
Now,  

𝑑 (𝑥, 𝐾 𝑎)  . 𝑑 (𝑥, 𝑎 )  . 𝑑 (𝑎 , 𝐾 𝑥) 
  . 𝑑 (𝑥, 𝑎 )  . 𝑑 (𝐾 𝑎 , 𝐾 𝑥) 

  . 𝑑 (𝑥, 𝑎 )  . 𝑘 ×
 . 𝑑 (𝑥, 𝑎 )  . 𝑙 ×

 . 𝑑 (𝑥, 𝐾 𝑥)  . 𝑚 ×
 . 𝑑 (𝑎 , 𝐾 𝑎 ) 

  . 𝑛 ×
 . 𝑑 (𝑥, 𝐾 𝑎 )  . 𝑝 ×

 . 𝑑 (𝑎 , 𝐾 𝑥) 
  . 𝑑 (𝑥, 𝑎 )  . 𝑘 ×

 . 𝑑 (𝑥, 𝑎 )  . 𝑙 ×
 . 𝑑 (𝑥, 𝐾 𝑥)  . 𝑚 ×

 . 𝑑 (𝑎 , 𝑎 ) 
  . 𝑛 ×

 . 𝑑 (𝑥, 𝑎 )  . 𝑝 ×
 . 𝑑 (𝑎 , 𝑥)  . 𝑝 ×

 . 𝑑 (𝑥, 𝐾 𝑥) 
  . (𝛽(1)  . 𝑛) ×

 . 𝑑 (𝑥, 𝑎 )  . (𝑘  . 𝑝) ×
 . 𝑑 (𝑥, 𝑎 ) 

  . 𝑚 ×
 . 𝑑 (𝑎 , 𝑎 )  . (𝑙  . 𝑝) ×

 . 𝑑 (𝑥, 𝐾 𝑥). 
𝑑 (𝑥, 𝐾 𝑥)  . 𝐴 ×

 . 𝑑 (𝑥, 𝑎 )  . 𝐴 ×
 . 𝑑 (𝑥, 𝑎 )  . 𝐴 ×

 . 𝑑 (𝑎 , 𝑎 ) 

  .
𝛽(𝑒)

𝛽(3)
  .

𝛽(𝑒)

𝛽(3)
  .

𝛽(𝑒)

𝛽(3)
= 𝛽(𝑒). 

 
Therefore 
 

𝑑 (𝑥, 𝐾 𝑥)  .
( )

( )
  for every 𝑦 ∈ ℕ. From ( )

( )
  . 𝑑 (𝑥, 𝐾 𝑥)  . 𝛽(0) we have 𝑑 (𝑥, 𝐾 𝑥) = 𝛽(0). This implies that 

𝑥 = 𝐾 𝑥.  
 

By using the inequality, 
 
 

𝑑 (𝑥, 𝐾 𝑥)  . 𝑑 (𝑥, 𝑎 )  . 𝑑 (𝑎 , 𝐾 𝑥), 
now we show that 𝑥 = 𝐾 𝑥.  
 

𝑑 (𝐾𝑥, 𝑥) = 𝑑 (𝐾𝐾 𝑥, 𝐾 𝑥) = 𝑑 (𝐾 𝐾𝑥, 𝐾 𝑥) 
  . 𝑘 ×

 . 𝑑 (𝐾𝑥, 𝑥)  . 𝑙 ×
 . 𝑑 (𝐾𝑥, 𝐾 𝐾𝑥) 

  . 𝑚 ×
 . 𝑑 (𝑥, 𝐾 𝑥)  . 𝑛 ×

 . 𝑑 (𝐾𝑥, 𝐾 𝑥)  . 𝑝 ×
 . 𝑑 (𝑥, 𝐾 𝐾𝑥) 

  . 𝑘 ×
 . 𝑑 (𝐾𝑥, 𝑥)  . 𝑙 ×

 . 𝑑 (𝐾𝑥, 𝐾𝑥) 
  . 𝑚 ×

 . 𝑑 (𝑥, 𝑥)  . 𝑛 ×
 . 𝑑 (𝐾𝑥, 𝑥)  . 𝑝 ×

 . 𝑑 (𝑥, 𝐾𝑥) 
=(𝑘  . 𝑛  . 𝑝) ×

 . 𝑑 (𝐾𝑥, 𝑥). 
 

So 𝑥 is a fixed-point of 𝐾.  
We suppose that for some 𝑥∗, there exists another point 𝑥∗ ∈ 𝑋 such that 𝑥∗ = 𝐾𝑥∗. Thus, we have 
 

                                                                  𝑑 (𝑥, 𝑥∗) = 𝑑 (𝐾 𝑥, 𝐾 𝑥∗) 
  . 𝑘 ×

 . 𝑑 (𝑥, 𝑥∗)  . 𝑙 ×
 . 𝑑 (𝑥, 𝐾 𝑥) 

  . 𝑚 ×
 . 𝑑 (𝑥∗, 𝐾 𝑥∗)  . 𝑛 ×

 . 𝑑 (𝑥, 𝐾 𝑥∗)  . 𝑝 ×
 . 𝑑 (𝑥∗, 𝐾 𝑥) 

  . 𝑘 ×
 . 𝑑 (𝑥, 𝑥∗)  . 𝑙 ×

 . 𝑑 (𝑥, 𝑥) 
  . 𝑚 ×

 . 𝑑 (𝑥∗, 𝑥∗)  . 𝑛 ×
 . 𝑑 (𝑥, 𝑥∗)  . 𝑝 ×

 . 𝑑 (𝑥, 𝑥∗) 
                                                                     . (𝑘  . 𝑛  . 𝑝) ×

 . 𝑑 (𝑥, 𝑥∗).  
 
Consequently, 𝑥∗ is equal to 𝑥. 

 
Theorem  

Let 𝑑  be non-Newtonian complete metric on 𝑋. If  𝐾:𝑋 → 𝑋 satisfies  
 

𝑑 (𝐾𝑎, 𝐾𝑏)  . 𝑘 ×
 . 𝑑 (𝑎, 𝑏)  . 𝑙 ×

 . 𝑑 (𝑎, 𝐾𝑎) 
  . 𝑚 ×

 . 𝑑 (𝑏, 𝐾𝑏)  . 𝑛 ×
 . 𝑑 (𝑎, 𝐾𝑏)  . 𝑝 ×

 . 𝑑 (𝑏, 𝐾𝑎) 
 

for all 𝑎, 𝑏 ∈  𝑋, where 𝑘, 𝑙, 𝑚, 𝑛, 𝑝 are non-Newtonian positive real numbers with 𝑘  . 𝑙  . 𝑚  . 𝑛  . 𝑝  . 𝛽(1), then K has a 
unique fixed-point. 
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Proof  
Since 𝑑  is a non-Newtonian metric, the above inequality implies that  
 

 
𝑑 (𝐾𝑎, 𝐾𝑏)  . 𝑘 ×

 . 𝑑 (𝐾𝑎, 𝐾𝑏) 

  .
𝑙  . 𝑚

𝛽(2)
 ×
 . [𝑑 (𝑎, 𝐾𝑎)  . 𝑑 (𝑏, 𝐾𝑏)]  .

𝑛  . 𝑝

𝛽(2)
 ×
 . [𝑑 (𝑎, 𝐾𝑏)  . 𝑑 (𝑏, 𝐾𝑎)]. 

 
If we substitute 𝐾 = 𝐾 = 𝐾 in the above theorem, we get the required result.  
 
Corollary  

Let (𝑋, 𝑑 ) be a non-Newtonian complete metric space and 𝑣, 𝑤 be positive integers. If a self-mapping 𝐾 on 𝑋 
satisfies  

 
𝑑 (𝐾 𝑎, 𝐾 𝑏)  . 𝑘 ×

 . 𝑑 (𝑎, 𝑏)  . 𝑙 ×
 . 𝑑 (𝑎, 𝐾 𝑎) 

  . 𝑚 ×
 . 𝑑 (𝑏, 𝐾 𝑏)  . 𝑛 ×

 . 𝑑 (𝑎, 𝐾 𝑏)  . 𝑝 ×
 . 𝑑 (𝑏, 𝐾 𝑎) 

 
for all 𝑎, 𝑏 ∈  𝑋, where 𝑘, 𝑙, 𝑚, 𝑛, 𝑝 be non-Newtonian positive real numbers with 𝑘  . 𝑙  . 𝑚  . 𝑛  . 𝑝  . 𝛽(1), 𝑙 = 𝑚, 𝑛 = 𝑝, 
then 𝐾 has a unique fixed-point. 
 
Conclusion 

 
In this paper, we use the concept of non-Newtonian metric space and present some new fixed-point theorems. We 

expect that our research results can offer a mathematical basis. In the future research, we will explore so concrete 
applications of the obtained results, here. 
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Introduction 

Statistical convergence is a generalization of the 
concept of convergence in the Cauchy sense. The idea of 
statistical convergence was introduced under the name of 
"almost convergence" in the first edition [1] of Zygmund’s 
monograph, published in 1935. The term "statistical 
convergence" was used by Fast [2] and Steinhaus [3] 
independently of each other. Also, statistical convergence 
was studied by Buck [4] in 1953 with the expression of 
"convergence in density". 

Fridy [5] introduced the concept of the statistical 
Cauchy sequence and presented a characterization of 
statistical convergence without needing to know the 
statistical limit. Statistical convergence was considered as 
a regular summability method, and it was discussed in 
Schoenberg [6], Connor [7] and [8] . 

Although statistical convergence is a new field of 
study, it has become an active area of research in recent 
years (see Belen et al [9], [10], Burgin and Duman [11], 
Connor and Kline [12], Çakallı and Khan [13], Et and Şengül 
[14], Freedman and Sember [15], Miller [16], Salat [17], 
Savaş and Mohiuddine [18]). Many researchers have done 
and still do studies on statistical convergence ([19], [20], 
[21] , [22]).

Ünver [23] defined the new density concept using the
Abel method and presented a definition of a new version 
of statistical convergence via this density. Ünver and 
Orhan [24] gave a new density concept according to the 
power series method and the definitions of P -statistical 
convergence and strong P -convergence via this density. 
In the study, they gave a Krovkin-type approximation 
theorem. Belen et al. [25] defined the concepts of J -
convergence respect to a power series method and strong 
J -convergence via a modulus function f. They examined 

the relationship between them. In addition, in the study, 
the concepts of J -statistical convergence and f-J -
statistical convergence were given and the relationships 
between them were examined. 

Now, let us remind the basic concepts used in this 
study. 

Let E ⊂ ℕ , E(n): = {k ≤ n: k ∈ E} and |E(n)| denote 
the cardinality of the set E(n). If the limit δ(E) =

→ | ( )|

( )
 exists, then the set E ⊂ ℕ  is said to have the 

usual density δ(E) [4]. The real number sequence x =
(x ) is said to be statistically convergent to the number L, 
if the limit lim

→
|{k ≤ n: |x − L| ≥ ε}| = 0 for each 

ε > 0; i.e., δ(E ) = 0 where E : = {k ≤ n: |x − L| ≥ ε} 
and denoted by st-limx = L [5]. 

Now let’s introduce the J  convergence given in Boss 
[26]. 

Let ℕ  be the set of non-negative integers. Let 
(p ) ∈ℕ  be a sequence of non-negative integers where 
p > 0, satisfying  

P = ∑ p → ∞, (n → ∞) (1) 

and 

p(t) = ∑ p t < ∞, (for 0 < t < 1) (2) 

(In other words, p(t) has radius of convergence R = 1). 
Let x = (x ) ∈ℕ  be a sequence of real numbers. In 

this case, the power series method J  is defined as follows: 
If for every 0 < t < 1, p (t) = ∑ p t x  converges 

and lim →
( )

( )
= L, then (x ) is called J -convergent to

294 
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L the sequence via the power series method and it is 
denoted as x → L J . If x → L J  as x → L, the J -
method is called regular. It is known that condition (1) or, 
equivalently, condition p(t) → ∞ when t → 1  
guarantees the regularity of method J  (see, [4]). 
Therefore, assuming (1), we will consider only regular J -
methods. 

Let E ⊂ ℕ  be any set. If δ (E) =

lim → ( )
∑ p t∈ = 0 exists, then δ (E) is called the 

J -density of the set E. If lim → ( )
∑ p t∈ = 0 for 

every ε > 0,  i.e., δ (E ) = 0, then the number L of the 
sequence x = (x ) is said to be J -statistically convergent. 
The set of all J -statistically convergent sequences will be 
denoted by st  [24]. 

In this study, some expected properties of the J -
statistical convergent sequence space are examined. 

Main Results 

In this section, we prove that if a sequence x = (x ) is J -
statistical convergent then there is a subsequence of x =
(x ) which is convergence to the same number in ordinary 
sense. Also, we show that the J -statistical limit is unique, 
and we give the relationship between J -statistical Cauchy 
sequences and J -statistical convergent sequences. 

Theorem 2.1 A real sequence x = (x ) is J -statistical 
convergent to a number ℓ if and only if there exists a 
subset K: = {k ∈ ℕ: k = 1,2, . . . } such that δ (K) = 1 
and 

lim
→
∈

x = ℓ 

Proof. Necessity. Let x = (x ) be J -statistical convergent 
to ℓ. 

K : = k ∈ ℕ: |x − ℓ| ≥
1

r
 

and 

M : = k ∈ ℕ: |x − ℓ| <
1

r
, r = 1,2, . ..  . 

In this case, we get δ (K ) = 0 and 

M ⊃ M ⊃ ⋯ ⊃ M ⊃ M ⊃ ⋯ (3) 

δ (M ) = 1. (4) 

Now, we have to show that (x ) converges to ℓ for k ∈
M . Assume that (x ) is not convergent to ℓ. In this case, 
there is an ε > 0 for the infinitely many terms, such that  

|x − ℓ| ≥ ε. 

Define 

M = {k: |x − ℓ| < ε} and ε >
1

r
 (r = 1,2, . . . ). 

Hence 

δ (M ) = 0 (5) 

and M ⊂ M  from (3). So we have δ (M ) = 0, which is 
a contradiction with (4). Then (x ) is convergent to ℓ. 
 Sufficiency. Suppose that there is a subset K: = {k ∈
ℕ: k = 1,2, . . . } such that δ (K) = 1 and 

lim
→
∈

x = ℓ 

Therefore, for every ε > 0 there is a N ∈ ℕ such that 
|x − ℓ| < ε, ∀k ≥ N and k ∈ K. 

Since 
K = {k: |x − ℓ| ≥ ε} ⊆ ℕ − k : j ∈ ℕ and k ∈ K  

we have 
δ (K ) ≤ 1 − 1 = 0. 

Thus, x = (x ) is statistically convergent to ℓ. 

Theorem 2.2 Let the sequence x = (x ) be J -statistical 
convergent to a number L. In this case, there is a sequence 
y that converges to the number L and a sequence z that 
J -statistical convergences to zero such that x = y + z.  
Proof. Let the sequence x = (x ) be J -statistical 
convergent to a number L. For the set 

E = k ≤ n: |x − L| ≥
1

j
 

with N = 0 and n ≥ N (j = 1,2, . . . ), we can find an 
increasing sequence of positive numbers N  such that 

δ E < . Now let’s define the y and z sequences as

follows. Take z = 0 and y = x  when N < k ≤ N . For 
≥ 1, let N < k ≤ N . z = 0 and y = x  when 

|x − L| <  and finally, when |x − L| ≥ , let z = x −

L and y = L. It is clear that we can write x = y + z. Now, 
we claim that the sequence y is convergent to L. Let ε > 0 
be given, let us choose j such that ε > . For k ≤ N , if

|x − L| ≥  then |y − L| = |L − L| = 0

and if 

|x − L| <  then |y − L| = |x − L| < < ε

so limy = L is obtained. Now, let us see st − limz = 0. 

We should show that 
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lim
→

1

p(t)
p t

∈

= 0 

for E = {k ≤ n: z ≠ 0}. Since 
 

{k ≤ n: |z | ≥ ε} ⊂ {k ≤ n: z ≠ 0} 
 
for every ε > 0, we have 
 
δ ({k ≤ n: |z | ≥ ε}) ≤ δ ({k ≤ n: z ≠ 0}). 
 
Now if δ > 0, j ∈ ℕ and < δ we have to show that 

δ ({k ≤ n: z ≠ 0}) < δ for every n > N . Let N < k ≤

N , then z ≠ 0 is possible only with |x − L| ≥ . So if 

N < k ≤ N  then 
 
{k ≤ n: z ≠ 0} = k ≤ n: |x − L| ≥ . 

 
Therefore, if N < k ≤ N  and v > j implies that 
 

δ ({k ≤ n: z ≠ 0}) ≤ δ k ≤ n: |x − L| ≥ <

< < δ. 

 
Thus, the proof is complete.  
 
Corollary 2.1 If the sequence x = (x ) is J -statistical 
convergent to the number L, then ∃(x ) ⊂ (x ) ∋ x →

L.  
 
Theorem 2.3 If x = (x ) be a sequence such that st −

limx = L, then L is determined uniquely.  
Proof. Assume that x = (x ) is J  -statistically convergent 
to two different numbers L and K. i.e., st − limx = L 
and st − limx = K. Let us choose L < K. If we choose 

ε = , then 
 
(L − ε, L + ε) ∩ (K − ε, K + ε) = ∅. 
 
Also, since st − limx = L and st − limx = K   
 
δ ({k ≤ n: |x − L| ≥ ε}) = 0

δ ({k ≤ n: |x − K| ≥ ε}) = 0
 

 
then  
 

 
δ ({k ≤ n: |x − L| < ε}) = 1

δ ({k ≤ n: |x − K| < ε}) = 1.
 

 
Hence, we get {k ≤ n: |x − L| < ε} ∩ {k ≤ n: |x − K| <
ε} ≠ ∅. This is a contradiction, as the sets are disjoint. 
Hence the theorem is proved.  
The following theorem shows that the statistical 
convergence method is linear. 
 

Theorem 2.4 Let x = (x ) and y = (y ) be two real 
sequences. 
(i)  st − limx = L  and st − limy = L  implies 

st − lim(x + y) = L + L . 
(ii)  st − limx = L  and α ∈ R implies st −

lim(αx) = αL .  
 
Proof. (i) Let st − limx = L  and st − limy = L . For 

the set A = k ≤ n: |x − L | ≥  since δ (A ) = 0, 

there is k ∈ ℕ such that |x − L | <  for every k > k  

and k ∈ (ℕ − A ) when ε > 0. For the set A = k ≤

n: |y − L | ≥  since δ (A ) = 0, there is k ∈ ℕ such 

that |y − L | <  for every k > k  and k ∈ (ℕ − A ) 
when ε > 0. Let define k : = max{k , k }. Let show 
|x + y − L − L | < ε for every and every k ∈ ℕ −

(A ∩ A )  and every k > k . Since δ (A ) = 0 and 
δ (A ) = 0, then δ (A ∩ A ) = 0. In that case for k >

k    
 
|x + y − L − L | < |x − L | + |y − L |

ε

2
+

ε

2
= ε

 

 
and for every ε > 0   
 
δ ({k ≤ n: |x + y − L − L | ≥ ε}) = 0. 
 
This gives st − lim(x + y) = L + L  
(ii) If α = 0, we have nothing to prove. Let us assume that 
α ≠ 0.  
 
δ ({k ≤ n: |αx − αL | ≥ ε}) = δ ({k ≤ n: |α||x − L | ≥ ε})

≤ δ k ≤ n: |x − L | ≥
ε

|α|

= 0

. 

 
So st − lim(αx) = αL  is obtained.  
 
Theorem 2.5 The space st ∩ ℓ  is a closed subspace of 
the normed space ℓ .  
Proof. Let x( ) ∈ st ∩ ℓ  and x( ) → x ∈ ℓ . Since x ∈

st ∩ ℓ  there are real numbers a  such that 
 
st − limx

( )
= a (n = 1,2, . . . ). 

 
Since x( ) → x, for every ε > 0, there is a number N =
N(ε) ∈ ℕ such that 
 
x( ) − x( ) < ε/3    (6) 

 
 where p ≥ n ≥ N. Here, |. | denotes the norm in a vector 
space. From Theorem 2.1, ℕ has a subset of K  with  
δ (K ) = 1 and  
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lim
 ∈

x
( )

= a .     (7) 

Since δ (K ) = 1, let us take k ∈ K . From (7), 

𝑥
( )

− 𝑎 < 𝜀/3.    (8) 
 
TThus, for every 𝑝 ≥ 𝑛 ≥ 𝑁 from (6), we have 
 

𝑎 − 𝑎 ≤ 𝑎 − 𝑥
( )

+ 𝑥
( )

− 𝑥
( )

+ 𝑥
( )

− 𝑎

<
𝜀

3
+

𝜀

3
+

𝜀

3
= 𝜀. 

 
Therefore (𝑎 ) is a Cauchy sequence and hence (𝑎 ) is 
convergent. Let 
 
𝑙𝑖𝑚𝑎 = 𝑎.     (9) 

 
We should show that 𝑥 is 𝐽 -statistical convergence to 𝑎. 
Since 𝑥( ) → 𝑥, for every 𝜀 > 0, there is a 𝑁 (𝜀) such that 
 
𝑥

( )
− 𝑥 < 𝜀/3 

 
where every 𝑗 ≥ 𝑁 (𝜀). Also, from (9), for every 𝜀 > 0 
there is a 𝑁 (𝜀) ∈ ℕ such that  
 
𝑎 − 𝑎 < 𝜀/3 

 
where every 𝑗 ≥ 𝑁 (𝜀). Again, since 𝑠𝑡 𝑙𝑖𝑚𝑥( ) = 𝑎 , 
there is a set 𝐾 ⊆ ℕ with 𝛿 (𝐾) = 1 and 𝑁 (𝜀) ∈ ℕ for 

every 𝜀 > 0 such that  
 
𝑥

( )
− 𝑎 < 𝜀/3 

 
when 𝑗 ∈ 𝐾 and all 𝑗 ≥ 𝑁 (𝜀). Let us say 
𝑚𝑎𝑥{𝑁 (𝜀), 𝑁 (𝜀), 𝑁 (𝜀)} = 𝑁 (𝜀). In this case 
 
𝑥 − 𝑎 ≤ 𝑥

( )
− 𝑥 + 𝑥

( )
− 𝑎 + 𝑎 − 𝑎

<
𝜀

3
+

𝜀

3
+

𝜀

3
= 𝜀 

 
is obtained for a given 𝜀 > 0 and all 𝑗 ≥ 𝑁 (𝜀), 𝑗 ∈ 𝐾. 
Therefore 𝑠𝑡 𝑙𝑖𝑚𝑥 = 𝑎, i.e., 𝑥 ∈ 𝑠𝑡 ∩ ℓ . So 𝑠𝑡 ∩ ℓ  
is a closed subspace of ℓ .  
 
Theorem 2.6 The space 𝑠𝑡 ∩ ℓ  is nowhere dense in ℓ .  
Proof. Since every closed subspace of an arbitrary normed 
space 𝑆 different from 𝑆 is nowhere dense in 𝑆 (Neubrum 
et al. 1968), it is sufficient to show that it is only 𝑠𝑡 ∩

ℓ ≠ ℓ . Let  
 

𝑝 =
1, 𝑘 = 𝑛 , 𝑛 ∈ ℕ

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 

 
and 

𝑥 =
1, 𝑘 = 𝑛 , 𝑛 ∈ ℕ

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
. 

 

Then 𝑥 is not 𝐽 -statistical convergent but bounded. 
Hence, 𝑠𝑡 ∩ ℓ ≠ ℓ .  
Definition 2.1 𝑥 = (𝑥 ) is said to be 𝐽 -statistical Cauchy 
sequence if for every 𝜀 > 0 there exists a 𝑁(𝜀) ∈ 𝑁 such 
that 𝛿 ({𝑘 ≤ 𝑛: |𝑥 − 𝑥 | < 𝜀}) = 1.  
 
Theorem 27 A sequence 𝑥 = (𝑥 ) is 𝐽 −statistical 
convergent if and only if 𝑥 = (𝑥 ) is 𝐽 −statistical 
Cauchy.  
Proof. Let (𝑥 ) be 𝐽 −statistical convergent to 𝐿. In this 
case, 𝛿 ({𝑘 ≤ 𝑛: |𝑥 − ℓ| ≥ 𝜀}) = 0 for every 𝜀 > 0. Let 
us choose 𝑁 as |𝑥 − ℓ| ≥ 𝜀 and define the sets as 
 

A = {k ≤ n: |x − x | ≥ ε},

B = {k ≤ n: |x − ℓ| ≥ ε},

C = {k = N ≤ n: |x − ℓ| ≥ ε}
 

 
In this case, it is clear that A ⊆ B ∪ C . From here, 
δ (A ) ≤ δ (B ) + δ (C ) = 0 is obtained. So x is J -
statistical Cauchy sequence. Conversely, let x be J -
statistical Cauchy, but not J −statistical convergent. In 
this case, there exists N such that δ (A ) = 0. Therefore, 
 
δ ({k ≤ n: |x − x | < ε}) = 1. 
Specifically, if |x − ℓ| < ε/2 we can write  
 
|x − x | ≤ 2|x − ℓ| < ε.   (10) 
 
Since x is not J -statistical convergent, δ (B ) = 1. That 
is  
 
δ ({k ≤ n: |x − ℓ| < ε}) = 0. 
 
Thus from (10),   
 
δ ({k ≤ n: |x − x | < ε}) = 0 
 
i.e., δ (A ) = 1. This is a contradiction. So, x is 
J −statistical convergent.  
 
Conclusion 
 

In this study, different characterizations of Jp-
statistically convergent sequences are given. The main 
features of Jp-statistical convergent sequences are 
investigated and the relationship between Jp-statistical 
convergent sequences and Jp-statistical Cauchy 
sequences is examined.  
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Introduction 

Kinematics is a Greek word that means ’motion’, and 
it is one of the branches of mechanics that deals with the 
analysis of the motion of particles and rigid bodies. The 
rigid body is a set of the points that the distance between 
two of the points never varies after motion [1]. 

In order to represent a rigid motion in Euclidean or 
Lorentzian space equipped with multiple coordinate 
frames, it is required to determine the concept of a 
rotation matrix and a translation axis. These concepts are 
used to construct homogeneous transformation matrices 
that are used to represent the position and orientation of 
a coordinate frame relative to the other. These 
transformations allow us to navigate from one to another 
coordinate frame [2-6]. 

Recent studies on robot kinematics are dealing with 
the establishment of different coordinate systems to 
represent the positions and orientations of rigid bodies. 
Also, Robot kinematics is concerned with the 
transformations between these coordinate systems [7-
10]. 

To obtain frame M from frame F, it is needed to first 
apply a rotation determined by R and then a translation 
(with respect to F) given as t. This transformation called 
coordinates transformation is denoted as T:F→M, and it is 
determined as x^'=R⋅x+t.  In this notation, R is an n×n 
orthogonal matrix called a rotation matrix, and t is an n-
dimensional vector called a translation. This 
transformation is denoted by T=(R,t) and defined as a 
matrix-vector pair [11,12].  

The derivative of a motion represents the velocity of a 
point from the fixed frame F to the moving frame M. 
Linear velocity is the instantaneous rate of change in the 
linear position of a point relative to some frame. The 
angular velocity is ω, which describes the rotational 
motion of M with respect to F. The relationship between  

the angular velocity vector ω and time-varying rotation 
matrix R(t) is defined by [Ω]=[RR^T] [6,11,12]. 

The rotation matrix, which is used to represent relative 
orientations between coordinate frames, is an orthogonal 
matrix in Euclidean or Lorentzian space. In Euclidean and 
Lorentzian spaces, if A is an orthogonal matrix, detA=1 
denotes rotation and detA=-1 denotes reflection [11-14]. 

The generalized quaternions H(α,β) are four-
dimensional algebra that is associative but not 
commutative. This algebra is a pair of sub-algebras of 
Clifford algebra of three-dimensional generalized space 
E^3 (α,β), where E^3 (α,β) is a real vector space R^3 
equipped with the metric <u,v>_G=αu_1 v_1+βu_2 
v_2+αβu_3 v_3, α,β∈R. For 3-dimensional non-
degenerate vector space, E^3 (α,β) with an orthonormal 
basis {e_1,e_2,e_3}, the Clifford algebra Cl(E^3 
(α,β))=Cl_(p,q), p+q=2 has the basis {1,e_1=i,e_2=j,e_1 
e_2=k}, where e_1^2=-α, e_2^2=-β and  e_1 e_2=-e_2 
e_1. General information about generalized space and 
their algebraic properties can be found from [15-21]. 

Beggs (1965) gave a derivation for a screw matrix by 
using two different coordinate systems [3]. By defining the 
pitch for a finite screw as the ratio of one-half the 
translation to the tangent of one-half the rotation, Parkin 
has shown that the finite screw cylindroid can be 
represented by the linear combinations of two bases 
screws in 1992 [22]. In 1994, Huang and Roth showed the 
finite displacement of a rigid body can be represented 
completely by six independent parameters  [23]. Knossow, 
Ronfard, and Horaud showed that the tangent operator 
can be used to explain the human body kinematic chain 
and robotics motion in 2008 [24]. In 2017 Durmaz, Aktaş 
and Gundogan computed the derivative and the tangent 
operator of motion in Lorentzian space [25]. In 2021 Ata 
and Savci obtained the generalized Cayley formula, 
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Rodrigues equation, and Euler parameters of a 
generalized orthogonal matrix in 3-dimensional 
generalized space E^3 (α,β)[16].  

Due to the definition of the generalized space E^3 
(α,β), it is Euclidean space E^3 (1,1) if α=β=1, and it is semi-
Euclidean space E^3 (1,-1) if α=1 and β=-1. Therefore, this 
space E^3 (α,β) allows us to define more general algebraic 
structures and study them. In this study, for all situations 
of α and β except zero, derivatives of spherical and spatial 
motion and tangent operators have been obtained for 
one- and multi-parameter motions in generalized space. 
We get ordinary differential equations using these 
derivatives. The rotation matrix is obtained from the 
solution of these equations. In addition, Lie product of 
tangent operators and some properties provided by Lie 
product is defined. 

Preliminaries 

In this section, we provide some fundamental 
properties of the generalized space, the transformation and 
the rotation. 

Definition 1: Let 𝑢 = (𝑢 , 𝑢 , 𝑢 ), 𝑣 = (𝑣 , 𝑣 , 𝑣 ) be 
two vectors in ℝ  and 𝛼, 𝛽 ∈ ℝ. Then the generalized 
metric tensor product is defined by 

< 𝑢, 𝑣 > = 𝛼𝑢 𝑣 + 𝛽𝑢 𝑣 + 𝛼𝛽𝑢 𝑣 . 

This can be written as < 𝑢, 𝑣 > = 𝑢

𝛼 0 0
0 𝛽 0
0 0 𝛼𝛽

𝑣. 

The vector space ℝ  equipped with the generalized 
scalar product, is called as 3 −dimensional generalized 
space and is denoted by 𝐸 (𝛼, 𝛽) = (𝑅 , <, > ). The 
generalized cross product in 𝐸 (𝛼, 𝛽) is defined by 

𝑢 ∧ 𝑣 = 𝛽(𝑢 𝑣 − 𝑢 𝑣 )𝑖 − 𝛼(𝑢 𝑣 − 𝑢 𝑣 )𝑗 + (𝑢 𝑣 − 𝑢 𝑣 )𝑘,

where 𝑖 ∧ 𝑗 = 𝑘, 𝑗 ∧ 𝑘 = 𝛽𝑖, and 𝑘 ∧ 𝑖 = −𝛼𝑗 [18]. 

If < 𝑢, 𝑣 >  is a generalized semi-Euclidean inner 
product, then 𝐸 (𝛼, 𝛽) is a 3 −dimensional generalized 
semi-Euclidean space 𝐸 . If  < 𝑢, 𝑣 >  is an Euclidean inner 
product, then 𝐸 (𝛼, 𝛽) space is known as 𝐸  Euclidean 
space. 

Definition 2: Let 𝐸 (𝛼, 𝛽) be a generalized semi-
Euclidean space with a generalized semi-Euclidean inner 
product. A vector 𝑤 ∈ 𝐸 (𝛼, 𝛽) is called 
generalized spacelike vector, if  < 𝑣, 𝑣 > >0 or  𝑣 = 0, 
generalized timelike vector, if   < 𝑣, 𝑣 >   <0,  
generalized null vector, if  < 𝑣, 𝑣 > =0 and 𝑣 ≠ 0.  

‖𝑣‖ = | 𝛼𝑣 + 𝛽𝑣 + 𝛼𝛽𝑣 | represents the norm of 
a vector 𝑣 ∈ 𝐸 (𝛼, 𝛽) [13,14,18]. 

Definition 3: The set of the 3 × 3 invertible matrices, 
denoted 𝐺𝐿(𝛼, 𝛽)(3), is an algebraic group under the 
operation of matrix multiplication in generalized space 
𝐸 (𝛼, 𝛽) [17]. 

Definition 4: A matrix 𝐶 =
0 𝛽𝑠 𝛽𝑠

𝛼𝑠 0 −𝛼𝑠
−𝑠 𝑠 0

called a 

generalized skew-symmetric matrix if 𝐶 𝜀 = −𝜀𝐶, where 

𝜀 =

𝛼 0 0
0 𝛽 0
0 0 𝛼𝛽

 and 𝛼, 𝛽 ∈ ℝ − {0} [18]. 

Definition 5: A matrix  𝑅 is called a generalized 
orthogonal matrix if 𝑅 𝜀𝑅 = |𝑅|𝜀 where  

𝜀 =

𝛼 0 0
0 𝛽 0
0 0 𝛼𝛽

 and 𝛼, 𝛽 ∈ ℝ − {0}. 

The set of all generalized orthogonal matrices with the 
operation of matrix multiplication is called the rotation 
group in 𝐸 (𝛼, 𝛽) [14]. 

A rotation about the origin can be given with the 
equation of 𝑥 = 𝑅 ⋅ 𝑥, where 𝑅 is 3 × 3 G-orthogonal 
matrix and 𝑥 ∈ 𝐸 (𝛼, 𝛽). Generalized Cayley formula is 
defined as 𝑅 = (𝐼 − 𝐶) ∙ (𝐼 + 𝐶) = (𝐼 + 𝐶) ∙ (𝐼 − 𝐶) , 
where 𝐶 is a G-skew symmetric matrix. By using G-Cayley 
formula, any G-orthogonal matrix can be obtained by a G-
skew symmetric matrix 𝐶, where 

𝐶 =
0 −𝛽𝑐 𝛽𝑐

𝛼𝑐 0 −𝛼𝑐
−𝑐 𝑐 0

 

the matrix 𝐶 obtained the vector 𝑐 = (𝑐 , 𝑐 , 𝑐 ) and 
satisfying the equation 𝐶 ⋅ 𝑦 = 𝑐 ∧ 𝑦 [16]. 

The rotations in the three-dimensional space are 
represented by 3 × 3  rotation matrices, i.e. by means of 9 
parameters. Since constrained by the orthogonality 
conditions 𝑅 𝜀𝑅 = |𝑅|𝜀  these parameters are not 
independent. Only three independent parameters are 
needed to obtain a minimal representation of rotations in 
space. 

If frame 𝑀 is obtained from frame 𝐹 by first applying a 
rotation specified by 𝑅 followed by a translation given (with 
respect to 𝐹) by 𝑡, then the coordinates are given by 

𝑥 = 𝑅 ⋅ 𝑥 + 𝑡 (1) 

Since the displacement is not a linear transformation it 
not be represented by 3 × 3 matrix transformation. 

Definition 6: A transformation of the form given in eq. 
(1) is called a rigid motion if 𝑅 is generalized orthogonal
matrix.

Since the set of displacements of an 3-dimensional 
generalized space 𝐸 (𝛼, 𝛽) is an algebraic group. If 𝑇 : 𝐹 →
𝑀  and 𝑇 : 𝑀 → 𝑀  are displacements, then 𝑇 =
𝑇 𝑇 : 𝐹 → 𝑀  is also a displacement [26]. 

A combination of those two displacements with the 
matrices identity; 

𝑅 𝑡
0 1

∙
𝑅 𝑡
0 1

=
𝑅 ∙ 𝑅 𝑅 ∙ 𝑡 + 𝑡

0 1
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where 0 denotes the row vector (0,0,0), shows that the 
rigid motions can be represented by the set of matrices of 
the form; 

 

𝐺 − 𝐻(4) =
𝑅 𝑡
0 1

;  𝑅 ∈ SO(𝛼, 𝛽)(3)  (2)

  
Transformation matrices of the form eq. (2) are called 

homogeneous transformation in 𝐸 (𝛼, 𝛽) space and 
denote by [𝑔] = [𝑅, 𝑡]. The displacement is not a linear 
transformation, but the homogeneous transformation 
[𝑔] = [𝑅, 𝑡] is a linear transformation. The homogeneous 
representation eq. (2) is a special case of homogeneous 
coordinates, which have been extensively used in the field 
of computer graphics. The most general homogeneous 
transformation takes the form; 

 

𝐺 − 𝐻(4) =
𝑅 × ∣  𝑡 ×

𝑓 × ∣ 𝑠 ×
=

Rotation    ∣   Translation

perspective ∣ scale factor
 

 
From the definition of the metric tensor, all possible 

selections of 𝛼 and 𝛽 can be covered by two conditions 
given above. From now on we take these two cases into 
consideration. 

 
The Derivative of a Motion and G-Tangent 
Operators in Generalized Space 

 
We will use G-tangent operator instead of tangent 

operator in generalized space for appropriate notation. The 
continuous motion of a rigid body is the parametrized set 
of linear transformations, [𝑔(𝑠)]: ℝ → 𝐺𝐿(𝛼, 𝛽)(3). In 
particular, spherical motion define by [𝑔(𝑠)]: ℝ →
𝑆𝑂(𝛼, 𝛽)(3) and spatial motion define by [𝑔(𝑠)]: ℝ → 𝐺 −
𝐻(4) in generalized space 𝐸 (𝛼, 𝛽). 

Generally, since elements 𝑠  of [𝑔(𝑠)]: ℝ →

𝐺𝐿(𝛼, 𝛽)(3) are continuous functions of a real parameter, 
derivative of this matrix function is the matrix of derivatives 
of its elements and defined by [�̇� (𝑠)]. The tangent 
direction of the motion at [𝑔(𝑠 )] defined by [�̇�(𝑠 )]. 

The matrix function [𝑔(𝑠)]: ℝ → 𝐺𝐿(𝛼, 𝛽)(3) 
generates a continuous set of points 

 
𝐵(𝑠) = [𝑔(𝑠)] ∙ 𝑏 

 
is called the trajectory of 𝑏. The direction of the tangent to 
the trajectory 𝐵(𝑠) at 𝑠 = 𝑠  is the derivative 
 
�̇�(𝑠 ) = [�̇�(𝑠 )] ∙ 𝑏 = [�̇� ∙ 𝑔 (𝑠 )] ∙ 𝐵(𝑠 ) 
 
From the equation above we can see that [�̇� ∙ 𝑔 ] 
calculates the derivative of �̇�(𝑠) by using the the trajectory 
𝐵(𝑠).  Also, from the following equation, we can see that 
[�̇� ∙ 𝑔 ] also computes the derivative of [𝑔(𝑠)]. 
 
[�̇�(𝑠)] = [�̇� ∙ 𝑔 ] ∙ [𝑔(𝑠)]. 

 
Definition 7: [�̇� ∙ 𝑔 ] matrix is called G-tangent 

operator on 𝐺𝐿(𝛼, 𝛽)(3). We now determine the motion 

[𝐴(𝑠)] that has a constant matrix [𝑤] as its tangent 
operator. As the matrix [𝑤] calculates the derivative �̇�(𝑠)  
at every point [𝐴(𝑠)] we obtain the matrix differential 
equation 

 
�̇�(𝑠) = [𝑤] ∙ [𝐴(𝑠)] 

 
If the initial condition is [𝐴(0)] = [𝐴 ], then it has the 
solution 
 
[𝐴(𝑠)] = [𝐴 ] ⋅ 𝑒 [ ] = [𝐴 ](𝐼 + 𝑠[𝑤] +

( [ ])

!
+

( [ ])

!
+ ⋯ ).  

 
The last equation has the initial condition [𝐴(0)] = [𝐼], 
becomes simplified as 
 
[𝑅(𝑡)] = 𝑒 [ ]. 
 
Notice that in this case, the tangent operator [𝑤] is the 
derivative of [𝐴(𝑠)] at [𝐴(0)] = [𝐼]. Thus, the set of 
tangent operators on 𝐺𝐿(𝛼, 𝛽)(3) is identical to the 
tangent directions at the identity [𝐼]. 

If the set of tangent directions at the identity [𝐴(0)] =

[𝐼] is �̇�(0)  then, 
 

�̇�(0) = [𝑤] ⋅ 𝑒 [ ] = [𝑤] ∙ [𝐴(𝑠)]

�̇�(0) = [𝑤] ∙ [𝐴(0)] = [𝑤].
 

 
Lie product is defined for the tangent operators [𝑔] and 

[𝑤] as [𝑔] ∧ [𝑤] is also tangent operator 
 

[𝑔] ∧ [𝑤] = [𝑔 ∙ 𝑤 − 𝑤 ∙ 𝑔]   (3) 
 
where 𝑔 ∙ 𝑤 denotes the matrix product in generalized 
space. 
 
The Tangent Operators of SO(𝜶, 𝜷)(3) 

The condition defining the tangent operators of 
𝑆𝑂(𝛼, 𝛽)(3) is obtained from the relation [𝑅 𝜀𝑅] = [𝜀] 
which must be satisfied by all rotation matrices in 𝐸 (𝛼, 𝛽). 
Differentiating both sides, we obtain 
 
[�̇� 𝜀𝑅] + [𝑅 𝜀�̇�] = [0] 
 
which can be written as 
 
[𝑅 𝜀�̇�] = −[𝑅 𝜀�̇�]  
 
the last equation shows that [𝑅 𝜀�̇�] = [𝛩] is a skew-
symmetric matrix that is called G-angular velocity matrix of 
the rotation [𝐴(𝑠)] in 𝐸 (𝛼, 𝛽). If we can calculate that 
[�̇�] = [𝑅𝜀 𝛩], let  [𝜀 𝛩] = [𝛷]  , then  �̇� = [𝑅] ∙ [𝛷]. 
Note that [𝛷] is a G-skew-symmetric matrix. 
For a given matrix [𝛷] we obtain a one parameter group of 
rotations from the matrix differential equation 
 
�̇�(𝑠) = [𝑅(𝑠)] ∙ [𝛷] 

the equation has solution 
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[𝑅(𝑠)] = 𝑒 [ ] 

so [𝑅(𝑠)] = 𝑒 [ ] = ∑
( [ ])

!
 note, we assume 

[𝑅(0)] = [𝐼]. 
Let 𝑘 = (𝑐 , 𝑐 , 𝑐 ) ∈ 𝐸 (𝛼, 𝛽) be vector corresponding to 
G-skew-symmetric matrix in 𝐸 (𝛼, 𝛽), then 
 

[𝛷] =
0 −𝛽𝑐 𝛽𝑐

𝛼𝑐 0 −𝛼𝑐
−𝑐 𝑐 0.

 

 
The norm of 𝑘 = (𝑐 , 𝑐 , 𝑐 ) is = ‖ 𝑘‖ =

𝛼𝑐 + 𝛽𝑐 + 𝛼𝛽𝑐  . We can obtain the unit vector in 

direction of 𝜙 as 𝑡 = = (𝑡 , 𝑡 , 𝑡 ). Thus, we get 
[ ]

= [𝑇] 

 

[𝑇] =
0 −𝛽𝑡 𝛽𝑡

𝛼𝑡 0 −𝛼𝑡
−𝑡 𝑡 0.

 

 
[𝑅(𝑠)] = 𝑒( )[ ] = ∑

(( )[ ])

!

= 𝐼 +
( )[ ]

!
+

(( )[ ])

!
+

(( )[ ])

!
+

(( )[ ])

!
+

(( )[ ])

!
+

(( )[ ])

!
+ ⋯

= 𝐼 +
( )[ ]

!
+

( )

!
+

( )

!
+

( )

!
+

( )

!
+

( )

!
+ ⋯

    (4) 

 
Let 𝑡 = (𝑡 , 𝑡 , 𝑡 ) ∈ 𝐸 (𝛼, 𝛽) be unit vector corresponding to G-skew-symmetric matrix in 𝐸 (𝛼, 𝛽), then 
 

[𝑇] =
0 −𝛽𝑡 𝛽𝑡

𝛼𝑡 0 −𝛼𝑡
−𝑡 𝑡 0.

 

 
We get [𝑇 ] and [𝑇 ] as; 
 

[𝑇 ] =

−𝛽𝑡 − 𝛼𝛽𝑡 𝛽𝑡 𝑡 𝛼𝛽𝑡 𝑡

𝛼𝑡 𝑡 −𝛼𝑡 − 𝛼𝛽𝑡 𝛼𝛽𝑡 𝑡

𝛼𝑡 𝑡 𝛽𝑡 𝑡 −𝛼𝑡 − 𝛽𝑡

 

 
and 
 

[𝑇 ] =

0 𝛽𝑡 (𝛼𝑡 + 𝛽𝑡 + 𝛼𝛽𝑡 ) −𝛽𝑡 (𝛼𝑡 + 𝛽𝑡 + 𝛼𝛽𝑡 )

−𝛼𝑡 (𝛼𝑡 + 𝛽𝑡 + 𝛼𝛽𝑡 ) 0 𝛼𝑡 (𝛼𝑡 + 𝛽𝑡 + 𝛼𝛽𝑡 )

𝑡 (𝛼𝑡 + 𝛽𝑡 + 𝛼𝛽𝑡 ) −𝑡 (𝛼𝑡 + 𝛽𝑡 + 𝛼𝛽𝑡 ) 0

 

 
case 1: Let 𝛼 > 0 and 𝛽 > 0. Since norm of unit vector 𝑡 = (𝑡 , 𝑡 , 𝑡 ) is ‖𝑡‖ = 1, we have 
 
[ T ] = −[ T] 
 
[ T ] = [ T] ∙ [ T ] = −[ T] ∙ [ T] = −[ 𝑇 ] 
 
[ T ] = [ T] ∙ [ T ] = −[ T ] = [ T]          (5) 
 
[ T ] = [ T] ∙ [ T ] = [ T] ∙ [ T] = [ 𝑇 ]. 
 
if we use eq. (5) in eq. (4), we obtain 
 

[𝑅(𝑠)] = 𝐼 +
( )[ ]

!
+

( )

!
−

( ) [ ]

!
−

( )

!
+

( ) [ ]

!
+

( )

!
+ ⋯

= 𝐼 + (
( )

!
−

( )

!
+

( )

!
− ⋯ )[𝑇] + (

( )

!
−

( )

!
+

( )

!
− ⋯ )[𝑇 ]

= 𝐼 + (∑
( ) ( )

( )!
)[𝑇] + (1 − ∑

( ) ( )

( )!
)[𝑇 ]

              

 
[𝑅(𝑠)] = 𝐼 + sin( 𝜙𝑠)[ T] + (1 − cos(𝜙𝑠))[ 𝑇 ]         (6).  
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case 2: Let 𝛼 > 0 and 𝛽 < 0. We should consider two subcases such that the unit vector 𝑡 is a spacelike or timelike vector. 
If 𝑡 is a spacelike, then we have the same result in case 1. If 𝑡 is a timelike, then norm of the unit timelike vector is ‖𝑡‖ =
−1. Thus, we get 
[ T ] = [ T] 
 
[ T ] = [ T] ∙ [ T ] = [ T] ∙ [ T] = [ 𝑇 ] 
 
[ T ] = [ T] ∙ [ T ] = [ T ] = [ T]           (7) 
 
[ T ] = [ T] ∙ [ T ] = [ T] ∙ [ T] = [ 𝑇 ]. 
 
if we use eq. (7) in eq. (4), we have 
 

[𝑅(𝑠)] = 𝐼 +
(𝜙𝑠)[𝑇]

1!
+

(𝜙𝑠) [𝑇 ]

2!
+

(𝜙𝑠) [𝑇]

3!
+

(𝜙𝑠) [𝑇 ]

4!
+

(𝜙𝑠) [𝑇]

5!
+

(𝜙𝑠) [𝑇 ]

6!
+ ⋯

= 𝐼 + (
(𝜙𝑠)

1!
+

(𝜙𝑠)

3!
+

(𝜙𝑠)

5!
+ ⋯ )[𝑇] + (

(𝜙𝑠)

2!
+

(𝜙𝑠)

4!
+

(𝜙𝑠)

6!
+ ⋯ )[𝑇 ]

= 𝐼 + (
(𝜙𝑠)

(2𝑛 + 1)!
)[𝑇] + (

(𝜙𝑠)

(2𝑛)!
− 1)[𝑇 ]

 

 
[𝑅(𝑠)] = 𝐼 + sin ℎ( 𝜙𝑠)[ T] + (cos ℎ(𝜙𝑠) − 1)[ 𝑇 ]        (8). 
Example 1: Let G-skew symmetric matrix 𝐶 given as; 
 

𝐶 =
0 0 𝛽𝑡
0 0 0

−𝑡 0 0

 

 
We can obtain G-orthogonal matrix 𝑅 from the matrix 𝐶 using by G-Cayley formula as 
 

𝑅 = (𝐼 − 𝐶) (𝐼 + 𝐶) =
1

1 + 𝛽𝑡

1 − 𝛽𝑡 0 2𝛽𝑡

0 1 + 𝛽𝑡 0

−2𝑡 0 1 − 𝛽𝑡

 

 

Let 𝑐𝑜𝑠𝜃 =  and 𝑠𝑖𝑛𝜃 = , then 

 

𝑅 =

⎣
⎢
⎢
⎢
⎡ cos𝜃 0 𝛽𝑠𝑖𝑛𝜃

0 1 0

−
𝑠𝑖𝑛𝜃

𝛽
0 cos𝜃

⎦
⎥
⎥
⎥
⎤

 

 
we see that 𝑅 is a G-orthogonal matrix that it is the 𝜃 −degree rotation about 𝑦 −axis in 𝐸 (𝛼, 𝛽) space. If we calculate 
[𝛩] = [𝑅 𝜀�̇�] 
 

[𝛩] = [𝑅 𝜀�̇�] =

⎣
⎢
⎢
⎢
⎢
⎡
1 − 𝛽𝑡

1 + 𝛽𝑡
0 −

2𝑡

1 + 𝛽𝑡
0 1 0

2𝛽𝑡

1 + 𝛽𝑡
0

1 − 𝛽𝑡

1 + 𝛽𝑡 ⎦
⎥
⎥
⎥
⎥
⎤

𝛼 0 0
0 𝛽 0
0 0 𝛼𝛽

⎣
⎢
⎢
⎢
⎢
⎡−

4𝛽𝑡

(1 + 𝛽𝑡 )
0

2𝛽 − 2𝛽 𝑡

(1 + 𝛽𝑡 )
0 0 0

−2 + 2𝛽𝑡

(1 + 𝛽𝑡 )
0 −

4𝛽𝑡

(1 + 𝛽𝑡 ) ⎦
⎥
⎥
⎥
⎥
⎤

 

 
we get the tangent operator of 𝑅(𝑡); 
 

[𝛩] =

⎣
⎢
⎢
⎢
⎡ 0 0

2𝛼𝛽

(1 + 𝛽𝑡 )

0 0 0

−
2𝛼𝛽

(1 + 𝛽𝑡 )
0 0

⎦
⎥
⎥
⎥
⎤

. 



Savcı / Cummhuriyet Sci. J., 43(2) (2022) 299-307 

304 

Example 2: Let 𝛼 > 0 and 𝛽 < 0. The G-skew symmetric matrix 𝐶 corresponding to the vector 𝑐 = (0,3,0); 
 

𝐶 =
0 0 3𝛽
0 0 0
3 0 0

 

 
The norm of 𝑐 = (0,3,0) is ‖𝑐‖ = 3 −𝛽. The unit vector in direction of 𝑐 is 𝑡 = = (0, , 0). So G-skew symmetric 

matrix 𝑇 corresponding to the vector 𝑠; 
 

𝑇 =

⎣
⎢
⎢
⎢
⎡ 0 0 −𝛽

0 0 0

−
1

−𝛽
0 0

⎦
⎥
⎥
⎥
⎤

. 

 
We can obtain the rotation matrix 𝑅 from eq. (7) 
 
𝑅 = 𝐼 + sinh(3 −𝛽𝑡)[𝑆] + (cosh(3 −𝛽𝑡) − 1)[𝑆 ]

=

⎣
⎢
⎢
⎢
⎡cosh(3 −𝛽𝑡) 0 −𝛽sinh(3 −𝛽𝑡)

0 1 0

sinh(3 −𝛽𝑡)

−𝛽
0 cosh(3 −𝛽𝑡)

⎦
⎥
⎥
⎥
⎤

 
The Tangent Operators of 𝑮 − 𝑯(𝟒) 
 

In this chapter, we study the operations of rotation and translation and introduce the notion of homogeneous 
transformations. 
The tangent operators of 𝐺 − 𝐻(4) must satisfy the relation 
 

[�̇� ∙ 𝑔 ] = �̇� �̇�
0 0

𝑅 −𝑅 ∙ 𝑡
0 1

= �̇�𝑅 − 𝑅 ∙̇ 𝑅 ∙ 𝑡 + �̇� 
0 0

 

or 
 

[�̇� ∙ 𝑔 ] =
𝛺 𝑣
0 0

= [𝛺, 𝑣] 

 
where [𝛺] = [�̇�𝑅 ] is the 3 × 3 G-angular velocity matrix of the moving body and 𝑣 = −[𝑅] ∙ 𝑡 + �̇� is its 3-dimensional 
G-linear velocity vector. 
Let us consider a special case of the equation [�̇�(𝑠) ∙ 𝑔 (𝑠)] = [𝐵(𝑠)] when the [𝐵(𝑠)] is a constant matrix. Thus, the 
one parameter subgroup of 𝐺 − 𝐻(4) can be obtained from ordinary differential equation 
 
[�̇�(𝑠)] = [B] ∙ [𝑔(𝑠)]           (9) 
 
where [𝐵] = [𝐴, 𝑠]. Let us consider a special case of the eq. (9) when the [𝐵] is a constant matrix. Assuming that a fixed 
frame and a moving frame coincide at the moment 𝑡 = 0, so [𝑔(0)] = [𝐼]. We may conclude that: 
 
[𝑔(𝑠)] = 𝑒 [ ]. 
 
We can decompose G-linear velocity vector 𝑣 into components. Let 𝑐 be a point on the G-screw axis, then 𝑣 = 𝑐 ∧ 𝑤 and 
𝑘𝑤 = 𝑣 − 𝑣  perpendicular and G-angular velocity vector 𝑤, respectively. 
We consider the case 𝑣 = 0, then 𝑣 = 𝑝𝑤. Since [𝛺] ∙ 𝑤 = 0, we have 
 

[𝐵 ] = 𝛺 0
0 0
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therefore, 
 

[𝑔(𝑠)] = 𝑒 [ ] = 𝑒 [ ] 𝑝𝑤𝑠
0 1

=
𝑅(𝑠) 𝑝𝑤𝑠

0 1
 

 
where [𝑅(𝑠)] is the rotation matrix. 
 
Vector Associated with Tangent Operators 
 

The tangent operator of 𝑆𝑂(𝛼, 𝛽)(3) is 3 × 3 G-skew symmetric matrix has only three independent elements of nine 
elements, likewise, the tangent operator of 𝐺 − 𝐻(4) is 4 × 4 has only six independent elements of sixteen elements. 
Definition 8: The components of a tangent operator of [𝑅] = [𝛹, 𝑣] are assembled into the 6 −dimensional vector 𝑅 =
(𝜓, 𝑣), called a screw. 
Lie product defined in eq. (3) provides a product operation for the vectors associated with each of these tangent operators. 
For 𝑆𝑂(𝛼, 𝛽)(3), 𝜓 and 𝜙 are corresponding vectors of the G-skew symmetric matrices [𝛹] and [𝛷], then we find that 
vectors corresponding vectors the G-skew symmetric matrices obtained from the Lie product 
 
[𝛹] ∧ [𝛷] = [𝛹 ∙ 𝛷 − 𝛷 ∙ 𝛹] 
 
is 𝜓 × 𝜙. 
For homogeneous transformation 𝐺 − 𝐻(4), Lie product of the tangent operators [𝑅] = [𝛹, 𝑟] and [𝑆] = [𝛷, 𝑠] is defined 
by 
 
[𝑅] ∧ [𝑆] = [𝑅 ∙ 𝑆 − 𝑆 ∙ 𝑅]

= [𝛹, 𝑟][𝛷, 𝑠] − [𝛷, 𝑠][𝛹, 𝑟]

= [𝛹 ∙ 𝛷 − 𝛷 ∙ 𝛹, [𝛹] ∙ 𝑠 − [𝛷] ∙ 𝑟]

= (𝜓 ∧ 𝜙, 𝜓 ∧ 𝑠 − 𝜙 ∧ 𝑟),

 

 
where [𝑅] and [𝑆] as follow respectively; 
 

[𝑅] =

0 −𝛽𝜓 𝛽𝜓 𝑟
𝛼𝜓 0 −𝛼𝜓 𝑟
−𝜓 𝜓 0. 𝑟

0 0 0 0

 and [𝑆] =

0 −𝛽𝜙 𝛽𝜙 𝑠
𝛼𝜙 0 −𝛼𝜙 𝑠
−𝜙 𝜙 0. 𝑠

0 0 0 0

. 

 
Multi-Parameter Motion in Generalized Space 
 

The matrix function [𝑔(𝑠)]: ℝ → 𝐺𝐿(𝛼, 𝛽)(3) defines a motion of a body that is parameterized by a single variable, we 
now consider the motions parameterized by 𝑛 variables 𝜃 = (𝜃 , . . . , 𝜃 ), denoted [𝐹(𝜃)]: ℝ → 𝐺𝐿(𝛼, 𝛽)(3). 
The partial derivative of [𝐹(𝜃)] = [𝑓 (𝜃 , . . . , 𝜃 ), 𝑓 (𝜃 , . . . , 𝜃 ), 𝑓 (𝜃 , . . . , 𝜃 )] with respect to a variable 𝜃  is the 3 × 𝑛 
matrix 
 

𝜕𝐹

𝜕𝜃
=

𝜕𝑓

𝜕𝜃
,
𝜕𝑓

𝜕𝜃
,
𝜕𝑓

𝜕𝜃
. 

 
If the variables 𝜃  are functions of a variable 𝚤, that 𝜃 = 𝜃(𝚤), then the chain rule the partial derivatives  to the derivative 

𝐹
⋅

 by the relation 
 

𝐹
⋅

=
𝜕𝐹

𝜕𝜃
𝜃
⋅

+. . . +
𝜕𝐹

𝜕𝜃
𝜃
⋅

. 

 
Multiplying on the right by [𝐹 𝜀], we obtain the tangent operator 
 

𝐹 𝜀𝐹
⋅

= 𝐹 𝜀
𝜕𝐹

𝜕𝜃
𝜃
⋅

+. . . + 𝐹 𝜀
𝜕𝐹

𝜕𝜃
𝜃
⋅

. 

 

The matrices 𝐹 𝜀𝐹
⋅

 are partial tangent operators associated with each of the parameters 𝜃 , individually. 
Now, let’s obtain the tangent operator of two parameters motion. 
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Example 3: Let G-skew symmetric matrix 𝐶 given as 
 

𝐶 =
0 0 𝛽𝑡
0 0 −𝛼𝑠

−𝑡 𝑠 0

 

 
We can obtain rotation matrix 𝑅 from the matrix 𝐶 using by G-Cayley formula as, 
 

𝑅 = (𝐼 + 𝐶)(𝐼 + 𝐶) =
1

1 + 𝛼𝑠 + 𝛽𝑡

1 + 𝛼𝑠 − 𝛽𝑡 2𝛽𝑠𝑡 2𝛽𝑡

2𝛼𝑠𝑡 1 − 𝛼𝑠 − 𝛽𝑡 0

−2𝑡 0 1 − 𝛼𝑠 − 𝛽𝑡

 

 
The derivatives of the rotation matrix [𝑅] with respect to 𝑡 and 𝑠, repectively; 
 

𝜕𝐹

𝜕t
=

⎣
⎢
⎢
⎢
⎢
⎢
⎡

−4𝛽t(1 + 𝛼𝑠 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

2𝛽𝑠(1 + 𝛼𝑠 − 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

2𝛽(1 + 𝛼𝑠 − 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

2𝛼𝑠(1 + 𝛼𝑠 − 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

4𝛼𝛽𝑠 t

(1 + 𝛼𝑠 + 𝛽𝑡 )

4𝛼𝛽𝑠t

(1 + 𝛼𝑠 + 𝛽𝑡 )

−2(1 + 𝛼𝑠 − 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

−4𝛽𝑠t

(1 + 𝛼𝑠 + 𝛽𝑡 )

−4𝛽t

(1 + 𝛼𝑠 + 𝛽𝑡 ) ⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

 
and 
 

𝜕𝐹

𝜕s
=

⎣
⎢
⎢
⎢
⎢
⎢
⎡

4𝛼𝛽s𝑡

(1 + 𝛼𝑠 + 𝛽𝑡 )

2𝛽𝑡(1 − 𝛼𝑠 + 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

−4𝛼𝛽st

(1 + 𝛼𝑠 + 𝛽𝑡 )

2𝛼𝑡(1 − 𝛼𝑠 + 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

−4𝛼𝑠(1 + 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

−2𝛼(1 − 𝛼𝑠 + 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

4𝛼st

(1 + 𝛼𝑠 + 𝛽𝑡 )

2(1 − 𝛼𝑠 + 𝛽𝑡 )

(1 + 𝛼𝑠 + 𝛽𝑡 )

−4𝛼s

(1 + 𝛼𝑠 + 𝛽𝑡 ) ⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

 
If we calculate components of the tangent operator; 
 

[Φ] = 𝑅 𝜀
𝜕𝑅

𝜕t
=

⎣
⎢
⎢
⎢
⎢
⎢
⎡ 0

2𝛼𝛽𝑠

1 + 𝛼𝑠 + 𝛽𝑡

2𝛼𝛽

1 + 𝛼𝑠 + 𝛽𝑡
−2𝛼𝛽𝑠

1 + 𝛼𝑠 + 𝛽𝑡
0 0

−2𝛼𝛽

1 + 𝛼𝑠 + 𝛽𝑡
0 0

⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

and 

[Φ] = 𝑅 𝜀
𝜕𝑅

𝜕s
=

⎣
⎢
⎢
⎢
⎢
⎢
⎡ 0

−2𝛼𝛽𝑡

1 + 𝛼𝑠 + 𝛽𝑡
0

2𝛼𝛽𝑡

1 + 𝛼𝑠 + 𝛽𝑡
0

−2𝛼𝛽

1 + 𝛼𝑠 + 𝛽𝑡

0
2𝛼𝛽

1 + 𝛼𝑠 + 𝛽𝑡
0

⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

we get the tangent operator of the two parameters motion as; 
 

𝑅 𝜀𝐹
⋅

= 𝑅 𝜀
𝜕𝑅

𝜕𝑡

𝜕

𝜕𝑡
+ 𝑅 𝜀

𝜕𝑅

𝜕𝑠

𝜕

𝜕𝑠
. 

 
Conclusion 

Since the solutions obtained for generalized space cover 
both Lorentzian and Euclidean spaces, it is an undeniable fact 
that the results obtained in generalized space are valid in both 
spaces. Therefore, the data obtained as a result of the 
situations examined within the scope of this study provide the 
necessary conditions for both spaces. It is important in terms  

 

of enabling researchers to perform calculations in generalized 
space and then go to specific instead of making separate 
calculations for two different spaces. The generalization of the 
space studied in this study to n dimensions is also foreseen as 
an advanced research topic. 
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Introduction 

In geometry, there are many orthonormal frames such 
as Frenet, Bishop, RM frames, etc. for investigating the 
geometric structures of curves and surfaces, [1-4]. These 
frames describe the kinematic properties of a particle 
moving along a continuous, differentiable curve in 
Euclidean space. Furthermore, they have several 
advantages and application areas in differential geometry, 
engineering, surface modeling, etc. For example, due to 
minimal twist, the rotation minimizing frame (RMF) is 
extensively used in computer graphics, surface modeling, 
motion design and control in computer animation and 
robotics, streamline visualization, and tool path planning 
in CAD/CAM,  [5-7].  

The theory of curves is a significiant subject in 
differential geometry. Considering the relation among 
Frenet vectors, some special curves such as natural lift 
curve, some curve couples like Bertrand, Mannheim, 
Involute-evolute pairs, etc. have attracted many 
mathematicians in literature. Among these special curves, 
the well-known curve, which is called the natural lift 
curve, has firstly been encountered in J. A. Thorpe's book, 
[8]. In this book, the natural lift curve is defined as a curve 
obtained by the endpoints of the unit tangent vectors of 
the given curve. Taking into consideration the definition 
of the natural lift curve, the fundamental properties of this 
curve is examined in   [9]. Then, the Frenet vector fields of 
the natural lift curve are calculated in [10]. Moreover, 
Frenet operators of the natural lift curve are calculated by 
using the Frenet operators of the main curve in detail. 

In addition to the theory of curves, the surface theory 
is an important subject in differential geometry. There are 
several special surfaces such as minimal surfaces, ruled 
surfaces, parallel surfaces, circular surfaces, etc. One of 
the well-known surfaces is the ruled surface which 
consists the union of one parametric family of lines. The 

lines of this family are called the generators of the ruled 
surface. In literature, the properties of these surfaces 
have been studied in different spaces, [11-15]. Moreover, 
by using the theorems and definitions of dual space in 
[16], the isomorphism among unit dual sphere,    the 
tangent bundle of unit 2-sphere,  and non-cylindirical 
ruled surfaces are investigated in [17]. In the light of this 
study, a one-to-one correspondence between     and   is 
mentioned in [18]. In that study, according to E. Study 
mapping, to each curve on    corresponds a ruled surface 
in Euclidean 3-space,   Furthermore, exploiting this 
relation, each curve on   corresponds a ruled surface in 
Then, inspired by [18], the isomorphism among  , the 
subset of the tangent bundle of unit 2-sphere,   and the 
ruled surface generated by natural lift curves in   are 
examined in [19]. Furthermore, the developability 
condition of this ruled surface is given in the same study.  

The problem of singularities for surfaces has attrached 
many mathematicians such as [20-22] in literature. In [21], 
basic notations and properties of space curves have been 
described. Also, the classification of singularities of the 
rectifying developable and the Darboux developable of a 
space curve are reviewed in detail. In [22], Legendre 
curves in unit tangent bundle by using rotation minimizing 
vector fields have been investigated. Then, ruled surfaces 
corresponding to these curves are specified. Additionally, 
the singularities of these ruled surfaces have been 
analyzed and classified. 

In literature, there has not been any research about 
the singularities of the ruled surface generated by the 
natural lift curve according to RM frame. In order to fill 
this gap, this study is organized as follows: In Section 2, 
the properties of natural lift curves and RM vector fields 
are denoted. In Section 3, the isomorphism among  , the 
subset of the tangent bundle of unit 2-sphere,   and the 
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ruled surface generated by natural lift curves in   is 
examined in detail. Furthermore, the singularities of the 
ruled surfaces generated by the natural lift curves 
according to RM vectors are mentioned. Some examples 
are given to illustrate the main theorems. In Section 4, the 
obtained results are discussed. 

Natural Lift Curves and RM Vector Fields 

In this section, we recall some basic definitions and 
theorems about the tangent bundle of unit 2-sphere and 
properties of the natural lift curve of the given curve. 
Moreover, the difference between the Frenet frame and 
RM frame of natural lift curve has been mentioned. 

Assume that 2S  is the unit 2-sphere in .
3IR   The tangent 

bundle of 2S  is denoted as

 2 3 3TS = (γ, v) IR × IR : γ = 1, γ, v = 0 ,  (1) 

where " , " is the inner product and " , " is the norm in 
3IR ,  respectively,   [18]. Also, the unit tangent bundle of

2S  is

 2 3 3UTS = (γ,v) IR × IR : γ = v = 1, γ, v = 0 .   (2) 

Let TM  be a subset of  2TS ,  defined by

 3 3TM = (γ, v) IR × IR : γ = 1, γ, v = 0 ,   (3) 

where γ  and v  represent the derivatives of  γ and v,  
respectively,  [19]. Moreover,   

 3 3UTM = (γ, v) IR ×IR : γ = v = 1, γ, v = 0 .  (4) 

Definition 1 For the curve γ ,  γ is called the natural lift of 
γ  on  TM, which produces in the following equation, [19]: 

Γ(s) = (γ(s), v(s)) = (γ'(s) , v'(s) ).γ(s) v(s)  (5) 

Accordingly, we can write 

dΓ(s) d
= (Γ'(s) ) = D Γ'(s).Γ(s) Γ'(s)ds ds

Here, D  refers the Levi-Civita connection in 3IR .  We
have 


TM = T M,p

p M

where T Mp  is  the tangent space of M  at p,  [9].

Additionally, the Frenet formulas along the natural lift 
curve  Γ(s) are  

T(s) 0 1 0 T(s)T
κ(s) τ(s)N(s) = 0 N(s) ,

W(s) W(s)N
B(s)B(s) τ(s) κ(s)B 0

W(s) W(s)

 
      

       
           

 

 

 where W(s)   is Darboux vector field of the mean curve 
Γ(s) in [10]. 

Assume that γ  is a smooth curve in ( , ).M g  A normal 

vector field N  over γ is called a rotation minimizing 
vector field (in short, RM vector field) if it is parallel with 
respect to the normal connection of γ . That is,  Nγ'  and

'  are proportional.  
The orthonormal frame which consists of the tangent 

vectors T and two normal vector fields N1 and N2  is

called RM frame along a curve γ = γ(s). The Frenet type 
equations are defined as 

T(s) 0 κ (s) κ (s) T(s)T 1 2
N (s) = -κ (s) 0 0 N (s) .1 1 1T

-κ (s) 0 0 N (s)N (s) 2 22T

                          

Here, κ (s)1 and κ (s)2 are called natural curvatures of RM

frame which provide the following equations given below, 
[22]: 

2 2κ(s) = κ (s) + κ (s)1 2

and 
' 'κ (s)κ (s) - κ (s)κ (s)1 12 2τ(s) = θ'(s) = .2 'κ (s) + κ (s)1 2

 

Here,
κ (s)2θ(s) = arg(κ (s), κ (s)) = arctan( ).1 2 κ (s)1

 θ'  denotes 

the derivative of  according to arc-length parameter s,
[22]. Furthermore, the following theorem is denoted: 

Theorem 1 Let 2: I S γ be a regular smooth curve

with the Frenet apparatus  T,N, B, κ, τ .  The following

assumptions are satisfied:  
(i) If T(s)  and N (s)1  are RM vector fields of the curve

γ,  the curve Γ(s) = (T(s),N (s))1  is natural lift curve on TM
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(ii) If T(s)  and N (s)2 are RM vector fields of the curve

γ,  the curve Γ(s) = (T(s),N (s))2  is natural lift curve on TM

.Proof. Using the definition of natural lift curve, the proof 
can be easily seen. 
From the definition of UTM,   we may introduce the new 
frame satisfying μ(s) = γ(s) × v(s).  It can be simply seen 

that γ(s), v(s) = γ(s),μ(s) = 0. Moreover, the Frenet 

frame along γ(s)  can be expressed as 

    
    
    

    

γ'(s) γ(s)0 l(s) m(s)
v'(s) = - l(s) 0 n(s) v(s) ,

-m(s) -n(s) 0μ'(s) μ(s)

where 

l'(s) = γ'(s), v(s) ,m'(s) = γ'(s),μ(s) and 

n'(s) = v'(s),μ(s)  are curvature functions of  Γ(s).  

Theorem 2 Let Γ(s) = (γ(s), v(s))  be the natural lift curve 
on TM.  If l(s) = 0,   the vectors (γ(s), v(s)) are the RM 
vector fields of the μ - direction curve   (i.e., 

( )s  μ(s)ds ), the set  γ, v,μ  is RM frame.

Proof. Let Γ(s) = (γ(s), v(s))  be the natural lift curve on 

.TM If l(s) = 0,  we write 

    
    
    

    

μ'(s) μ(s)0 -m(s) -n(s)
γ'(s) = m(s) 0 0 γ(s) .

n(s) 0 0v'(s) v(s)

 

Hence, we conclude that  γ(s), v(s),μ(s)  is RM frame

along the natural lift curve Γ.  The proof is completed. 

Natural Lift Curves and Singularities of the Ruled 
Surfaces According to RM Frame 

In this section, firstly, we mention the isomorphism 
among the subset of tangent bundle of unit 2-sphere, 

TM,  unit dual sphere, 2DS  and the ruled surface in 3IR .
Secondly, exploiting this isomorphism, we examine the 
singularities of two ruled surfaces, which are obtained by 
natural lift curves, according to RM frame. Thirdly, some 
examples are given to support the main results.   

 The set of dual numbers is defined as 

 * * 2ID = X = x + εx : (x, x ) IR × IR, ε = 0 .

The combination of 

x  and 

*x is called dual vectors in 3IR .
These vectors are real part and dual part of 


X , 

respectively. If x


 and 
*x are vectors in ,

3IR  then
  *X = x + εx is defined as dual vector. Assume that
  *X = x + εx and 

  *Y = y + εy  are dual vectors. The addition,
inner product and vector product are presented as 
follows:  
The addition is 

     * *X + Y = (x + y) + ε(x + y )

and their inner product is 

       * *X, Y = x, y + ε( x , y + x, y .

Also, the vector product is given as 

       * *X × Y = x × y + ε(x × y + x × y).

The norm of
  *X = x + εx is defined as

 
  

 

*x, x
X = x, x + ε .

x, x
(6) 

The norm of 

X  exists only for 


x 0.  If the norm of 


X  is

equal to 1, the dual vector is called unit dual vector. The 
unit dual sphere which consists of the all unit dual vectors 
is defined as 

 
  2 * 3DS = X = x + εx D : X = 1 . (7) 

Here, 3D is called the D -module which consists of the
dual vectors. For detailed information for dual vectors in 
[16]. The correspondence between the unit dual sphere 
and the subset of the tangent bundle of unit 2-sphere of 
the natural lift curve is given via Eqs. (3) and (7):  

 2TM DS ,

  
Γ = (q, v) Γ = q + εv.

Here q and v  are  q'  and v',  respectively. 

Theorem 3 (E. Study mapping) There exists one-to-one 

correspondence between the oriented lines in 3IR  and

the points of 2DS ,  [16].
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Theorem 4 Let Γ(s) = q(s) + εv(s) be a natural lift curve  on 
2DS  . In ,

3IR  the ruled surface obtained by the natural 
lift curve Γ(s)  can be represented as 

  (s,u) = β(s) + uγ(s),
(β,γ)

     (8) 

where 

β(s) = γ(s) × v(s)       (9) 

is the base curve of  . Consequently, the isomorphism 

among TM, 2DS  and 3IR  can be given as 

 2 3TM DS IR ,  


  

 Γ(s) = (q(s), v(s)) Γ(s) = q(s) + εv(s) (s,u) = β(s) + uγ(s).
(β,γ)

 

Here  (s,u)
(β,γ)

 is the ruled surface in 3  corresponding 

to the dual curve 
   2Γ(s) = q(s) + εv(s) DS  (or to the 

natural lift curve Γ(s) TM ) in  [19]. Considering the ruled 
surface given in Eq. (8), the striction curve of ruled surface 
is expressed as 

β̂(s) =
γ(s) × v(s), γ'(s)

(γ(s) × v(s)) + γ(s).
γ'(s), γ'(s)

 

The ruled surface  (s,u) = β(s) + uγ(s),
(β,γ)

is called 

developable if det(β(s), γ(s), γ'(s)) = 0. Exploitting the RM 
frame for μ -  direction curve β(s) , the following six ruled 
surfaces may be defined as 

 (s,u) = β (s) + uγ (s), i = 1,2, ..., 6.1i 1i(β ,γ )1i 1i
  (10) 

Corollary 5  
All ruled surfaces  (s,u) = β (s) + uγ (s)1i 1i(β ,γ )1i 1i

 

generated by natural lift curves are developable for 
i = 1,2,...,6.  
In Corollary 5, the dral of these ruled surfaces equals to 
zero. That is,  




dβ' dγ'1i 1idet( , γ , )1ids dsP = = 0.2
d

ds

  

This verifies that these ruled surfaces are developable.  

Let's mention the parametric equations of three type 

surfaces in 3IR ,  [21]: 

(i) Cuspidal edge;  2 3C × IR = (x , x ) : x = x × IR.1 12 2  

(ii)  Swallowtail; 

 4 2 3SW = (x ,x ,x ) : x = 3u +u v,x = 4u + 2uv,x = v .1 12 3 2 3  

(iii)  Cuspidal crosscap; 

 3 3 3 2CCR = (x , x , x ) : x = u , x = u v , x = v .1 12 3 2 3  

 
Now, we investigate the local classification of 

singularities of the ruled surfaces in the following 
theorem: 
Theorem 6 Let  Γ(s) = (q(s), v(s))  be the natural lift curve 

on UTM.  Then, we have the following assertions with the 

RM frame  μ, γ, v for μ -  direction curve β(s) :  

1. The ruled surface  (s,u) = β(s) + uγ(s),
(β,γ)

 where 

β(s) = γ(s) × v(s)  is the base curve of   which is 
generated by the natural lift curve is locally diffeomorphic 
to;  

(i) Cuspidal edge at  (s ,u )0 0(β,γ)
if and only if 

-1u = -m(s ) 00 0  and 0'( ) 0.m s   

(ii) Swallowtail at  (s ,u )0 0(β,γ)
if and only if 

,-1u = -m(s ) 0 m'(s ) = 00 0 0  and -1(m''(s )) = 0.0  

2. The ruled surface  (s,u) = β(s) + uv(s),
(β,v)

where 

β(s) = γ(s) × v(s)  is the base curve of   which is 
generated by the natural lift curve is locally diffeomorphic 
to;  

(i) Cuspidal edge at  (s ,u )0 0(β,v)
 if and only if 

-1u = -n(s ) 00 0  and u '(s ) 0.0 0  

(ii) Swallowtail at  (s ,u )0 0(β,v)
 if and only if 

,-1u = -n(s ) 0 n'(s ) = 00 0 0  and -1(n''(s )) = 0.0  

3. The ruled surface  (s,u) = β(s) + uγ(s)
(β,γ)

 (resp. 

 (s,u) = β(s) + uv(s)
(β,v)

) which is generated by the 

natural lift curve that is a cone surface if and only if m  
(resp. n ) is constant.  
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Proof. Let Γ(s) = (q(s), v(s))  be the natural lift curve on 

UTM.  with the RM frame   μ, γ, v for μ  direction curve 

β(s).  Then, we have 
 




(s,u)
(β,γ)

= (1 + um(s))μ,
s

 

 




(s,u)
(β,γ)

= γ.
u

 

The vector product of 




(s,u)
(β,γ)

s
and 





(s,u)
(β,γ)

u
is 

calculated as (1 + um(s))v.  Singularities of the normal 

vector field of  =
(β,γ)

 (s,u)
(β,γ)

 is  

 
1

u = - .
m(s)

 

 

In [5], if there is a parameter s0  such that 


1

u = - 00 m(s )0
 and 

'm (s )' 0u = - 0,0 2m (s )0
   (s,u)

(β,γ)
is 

locally diffeomorphic to C × R  at  (s ,u ).0 0(β,γ)
 This 

completes the assertions of 1. (i). Again from [10], if there 

is a parameter s0  such that 
1

u = - 00 m(s )0
,

=

'm (s )' 0u = - 0,0 2m (s )0
 and -1(m(s ) )'' = 0,0 (β,γ)

 is locally 

diffeomorphic to SW at  (s ,u ).0 0(β,γ)
 This completes 

the assertions of 1. (ii). Likewise, proof of assertion 2 could 
be done as proof of assertion 1. The proof of assertion 3 is 

that the singular point equals to the striction curve of  . 
Then, we write 
 

 
1 1

(s,u) = (s, - ) = β(s) - γ(s)
(β,γ) (β,γ) m(s) m(s)

 

(resp.  
1 1

(s,u) = (s, - ) = β(s) - v(s)
(β,v) (β,v) m(s) m(s)

). 

Hence, we get 
 


1' '(s,u) = (- ) γ(s)

(β,γ) m(s)
 

(resp.
1' '(s,u) = (- ) v(s)

(β,v) m(s)
). 

It is concluded that if m(s)  is constant, 

 ' '(s,u) = (s,u) = 0.
(β,γ) (β,v)

Finally, we say that 

 (s,u)
(β,γ)

 (or 
(β,v)

) has only one singularity point. It is 

a cone surface. Hence, the proof is completed. 
 
Example 7. Let us consider 

-1 s 1 s 2
γ(s) = ( sin( ), cos( ), )

5 5 5 5 5
 and  

2 s -2 s 1
v(s) = ( sin( ), cos( ), ).

5 5 5 5 5
 Since

γ(s) = v(s) = 1   and γ(s), v(s) = 0 , the natural lift 

curve Γ(s) = (γ(s), v(s)) UTM.  The ruled surface 
generated by Γ(s)  is 
 


1 s s

(s,u) = ((2 - u)sin( ), (u - 2)cos( ), (1 + 2u)),
(v,β) 5 5 5

 

 
where the base curve is 
 

2 s -2 s 1
β(s) = ( sin( ), cos( ), ).

5 5 5 5 5
 

 
The normal vector of 

(β,v)
is 

 
1 s -2 s 1

( (u - 2)sin( ), (2 - u)cos( ), (2 - u)).
5 5 5 5 5 5 5 5

 

Hence, the ruled surface 
(β,v)

is a cone surface. 

Additionally, u = 2  is a singular point. 
 

 

Figure 1. The ruled surface is the cone surface with one 
singularity point 

 
Theorem 8. Let  Γ(s) = (q(s), v(s))  be the natural lift curve 

on UTM.  Then, we have the following assertions with the 

RM frame  μ, γ, v for μ -  direction curve β(s) :  
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1. The ruled surface  (s,u) = γ(s) + uβ(s)
(γ,β)

 which is 

generated by the natural lift curve is locally diffeomorphic 
to;  
(i) Cuspidal edge at  (s ,u )0 0(γ,β)

if and only if 

u = -m(s ) 00 0  and m'(s ) 0.0  

(ii) Swallowtail at  (s ,u )0 0(γ,β)
if and only if 

, u = -m(s ) = 0 m'(s ) 00 0 0 . 

(iv) Cuspidial crosscap at  (s ,u )0 0(γ,β)
 if and 

only if ,u = -m(s ) 0 m'(s ) = 00 0 0 and 

m''(s ) 0.0  

 

2. The ruled surface  (s,u) = v(s) + uβ(s)
(v,β)

 which is 

generated by the natural lift curve is locally diffeomorphic 
to;  
(i) Cuspidal edge at  (s ,u )0 0(v,β)

 if and only if 

u = -n(s ) 00 0  and n'(s ) 0.0  

(ii) Swallowtail at  (s ,u )0 0(v,β)
 if and only if 

,nu = -n(s ) = 0 '(s ) = 00 0 0  and n''(s ) 0.0  

(iii) Cuspidial crosscap at  (s ,u )0 0(v,β)
 if and only if 

,n u = -n(s ) = 0 '(s ) 00 0 0  

 
3.The ruled surface  (s,u) = γ(s) + uβ(s)

(γ,β)
 (resp. 

 (s,u) = v(s) + uβ(s)
(v,β)

) which is generated by the 

natural lift curve that is a cone surface if and only if m  
(resp. n ) is constant.  
 
Proof. Similarly, this theorem can be simply proved by 
using the method of  the proof in Theorem 6. 
 
Example 9.  

Let us consider 
-1 s 1 s 1

γ(s) = ( sin( ), cos( ), )
2 2 2 2 2

 and 

1 s 1 s 1
v(s) = ( sin( ), cos( ), ).

2 2 2 2 2
Since

γ(s) = v(s) = 1   and γ(s), v(s) = 0 , the natural lift curve 

Γ(s) = (γ(s), v(s)) UTM. The ruled surface generated by 
Γ(s)  is 
 


1 s s

(s,u) = ((1 - u)sin( ), (u + 1)cos( ), (1 + u)),
(β,v) 2 2 2

 

 
where the base curve is 
 

1 s 1 s 1
β(s) = ( sin( ), cos( ), ).

2 2 2 2 2
 

 
The normal vector of 

(β,v)
is 

1 s -1 s 1 2s
( (u + 1)sin( ), (1 - u)cos( ), cos( )).
2 2 2 2 2 2 2 2 2

 

 
Hence, the ruled surface 

(β,v)
is a cone surface. 

Additionally, u = 1  is a singular point. 
 

 

Figure 2. The ruled surface is the cone surface with one 
singularity point 

 
Theorem 10.  Let  Γ(s) = (q(s), v(s))  be the natural lift curve 

on UTM.  Then, we have the following assertions with the 

RM frame  μ, γ, v for the curvature functions m and n :  

 
1. The ruled surface  (s,u) = γ(s) + uv(s)(γ,v)  which is 

generated by the natural lift curve is locally diffeomorphic 
to;  

(i) Cuspidal edge at  (s ,u )0 0(γ,v) if and only if 

m
u = - (s ) = 00 0n

 and 
m '( ) (s ) 0.0n

 

(ii) Swallowtail at  (s ,u )0 0(γ,v) if and only if 


m

u = - (s ) 0,0 0n

m '( ) (s ) = 00n
and 

m '( ) (s ) 0.0n
 

(iii) Cuspidial crosscap at  (s ,u )0 0(γ,v)  if and only if 

m
u = (s ) = 00 0n

and '
0( ) ( ) 0.

m
s

n
  

2. The ruled surface  (s,u) = v(s) + uγ(s)(v,γ)  which is 

generated by the natural lift curve is locally diffeomorphic 
to;  
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(i) Cuspidal edge at  (s ,u )0 0(v,γ)  if and only if 


n

u = - (s ) 00 0m
 and .

n
( )'(s ) 00m

 

 
(ii) Swallowtail at  (s ,u )0 0(v,γ)  if and only if 

,
n n

u = - (s ) 0 ( )'(s ) = 00 0 0m m
 and 

n
( )''(s ) 0.0m

 

 
(iii) Cuspidial crosscap at  (s ,u )0 0(v,γ)  if and only if 

u = -n(s ) = 0,n'(s ) 0.0 0 0  

 
3.The ruled surface  (s,u) = γ(s) + uv(s)(γ,v)  (resp. 

 (s,u) = v(s) + uγ(s)(v,γ) ) which is generated by the 

natural lift curve that is a cone surface if and only if 
n

(s)
m

 

(resp. 
m

(s)
n

) is constant.  

 
Proof. Similarly, this theorem can be simply proved by 
using the method of the proof in Theorem 6. 
 

Example 11. Let us consider  3α : [0,B] R (0 < B < 2π) as 
smooth curve defined by 
 

3 3 -1
γ(s) = ( cos2s, sin2s, ),

2 2 2
 

v(s) = (- 3sin2s, 3cos2s,0),  

3 - 3 3
μ(s) = ( cos2s, sin2s, ).

2 2 2
 

 
Since γ(s) = v(s) = 1   and γ(s), v(s) = 0 , the natural lift 

curve Γ(s) = (γ(s), v(s)) UTM. Moreover, 
Γ(s) = (γ(s), v(s))  is the natural lift curve with the curvature  

-3
m(s) = sin4s.

2
 

 
Hence, we have the following assertions: 

1. If 
π

B = ,
8

we write 
π -3 π

m( ) = ¹ 0,m'( ) = 0
8 2 8

and 


π 3

m''( ) = 0.
8 2

Thus, the ruled surface is 

 




(s,u) = β(s) + uγ(s),
(β,γ)

3 3 -s 3 3 -1
(s,u) = ( sin2s, cos2s, ) + u( cos2s, sin2s, ).

(β,γ) 4 4 2 2 2 2

 

 

Furthermore, this ruled surface is locally diffeomorphic to 

the cuspidal edge at (β,γ)

π 2
( , ).
8 3

 

2. If ,B  we write -1u = m (s ) 00 0 and 

-1(m )'(s ) 0.0  The ruled surface is given above is 

locally diffeomorphic to swallowtail at 
π

( ,u ).0(β,γ) 8
 

 

 

Figure 3. The cuspidal edge at ∅𝜷,𝜸(𝝅
𝟖
,
𝟖

𝟑
) 

 

 

Figure 4. The cuspidal edge at ∅𝜷,𝜸(𝝅
𝟖
, 𝜇 ) 

 
Conclusion 
 

In this paper, we have dealt with the singularities of 
the ruled surface generated by the natural lift curve. 
Moreover, we classify the singularities and examine the 
conditions of being locally diffeomorphic to cuspidal edge, 
swallowtail or cuspidal crosscap. Additionally, some 
theorems are verified by giving examples. This study 
opens new horizons to mathematicians who study the 
singularities of special curves. 
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Introduction 

Summability theory is important for analysis, applied 
mathematics and engineering sciences. The purpose of 
this theory is to bring an appropriate value to the 
indefinite divergent series. Various summability methods 
have been defined by some researchers to find the value. 
Some of these methods are Cesàro [1], Abel [2], Nörlund 
[3], Riesz [4], matrix summability [5]. 

A significant increase began in studies on the 
summability theory in the second half of the 19th century. 
In 1890, Cesàro published a paper on the multiplication of 
series [1]. Das gave the definition of absolute summability 
[6]. Then Kishore and Hotta defined the summability 
factor [7]. The definition of  


M  summability was given 

by Tanović-Miller [8]. Later Bor defined  
,N p  and 

 
, ;N p  summability of an infinite series [9, 10]. The 

definition of  
, ;M p  summability of an infinite series 

was defined by Özarslan and Öğdük [11]. The definition of 

 
 , , ;M p  summability was given by Özarslan and 

Karakaş [12]. In this paper a theorem on absolute matrix 
summability is obtained using  

 , , ;M p  summability 

method. Now we give some definitions related to the 
summability which are used in this article. 

Definition 1 [13].  Let ( )s  be partial sums of the infinite 

series m . ( )p  is a sequence such that



    


      
0

0 and  as ( 0, 1).v j j
v

p P p P p j  (1) 

( )  is the  ,N p  means of the sequence ( )s  such that 









 
0

1
.v v

v

p s
P

(2) 

Definition 2 [9].  The series m  is called summable

 
,N p ,  1 , if 




 
 

 







 
    

 


1

1
1

.
P

p
(3) 

Definition 3 [8].  Let  ( )vM m  be a normal matrix, i.e, a 

lower triangular matrix of nonzero diagonal entries. By 

 ( )vM m , a transformation from sequence  ( )s s  to 

  ( )Ms M s  can be constituted where 


  


 
0

( ) , 0,1,...v v
v

M s m s  (4) 

The series m  is called summable 
M ,  1 , if 













  1

1

( )M s , (5) 

where 

     1( ) ( ) ( )M s M s M s . (6) 

Definition 4 [14].  The series m  is called summable

 
,M p ,  1 , if 
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1

1

( )
P

M s
p

. (7) 

Definition 5 [12].  The series m  is called summable

 
 , , ;M p ,  1 ,   0  and   is a real number if 

  



 

 




 
    

 


( 1)

1

( )
P

M s
p

. (8) 

Here, if we choose  1  and   0 ,  
 , , ;M p

summability reduces to  
,M p summability. Also, by 

taking  1 ,   0  and  1p  for   ,  
 , , ;M p

summability reduces to 
M  summability. 

Known Results 

The following lemmas and theorem on 
M

summability of the series   m X  have been proved

by Sulaiman in [15]. 
Lemma 1. If   1  is convergent, then ( )  is non-

negative and decreasing,  log (1)O , and

    2(1 / (log ) )O .  

Lemma 2. If    1 X  is convergent, such that

     ( )O   as  ,  (9) 



 



1

( )v
v

O  as  ,  (10) 

then 
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1
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q

X O  as .q  (13) 

Theorem 1. Let ( ) , ( )X  be two sequences such that 

 


 





 1

1

X  is convergent, and the conditions (9), (10) are 

satisfied. Let  ( )vM m  be a normal matrix with non-

negative entries satisfying 

  0 1 , 0,1,...,m  (14) 

     1, ,  for 1,v vm m v  (15) 

   (1), 1 ( ),m O O m  (16) 
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1

( ).vvv
v

m m O m   (17) 

If   (1) ( ,1),vu O C  where 
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1
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, then the 

series   m X  is summable 
M ,  1 . 

Lemma 3. According to Theorem 1, we have 
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0

( ) ,vv
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m m
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  , 1 0,vm (19) 










 


1

, 1

1

(1).
q

v

v

m O (20) 

Main Result 

There are many studies on absolute matrix 
summability of infinite series [16-29]. This study provides 
a generalization of above mentioned theorem to 

 
 , , ;M p  summability under some suitable conditions. 

For the convenience of the reader, we give some further 
notations. 
Let  ( )vM m  be a normal matrix. The definition of two 

lower semi-matrices ( )vM m  and  
( )vM m   are as

follows. 



  


  , , 0,1,...v i
i v

m m v  (21) 

and 

 
       00 00 1,00 , , 1,2,...v v vm m m m m m (22) 

It is well-known that 

 
 

 
 

  
0 0

vv v v
v v

M s m s m m (23) 

and 

  





 
0

v v
v

M s m m . (24) 

Now, let’s give the main theorem. 

Theorem 2. Let ( )  and ( )X  be two sequences such 

that  


 





 1

1

X  is convergent. The conditions (9), (10), 

(14)-(17) and 
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are satisfied. 

If 
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P
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 where ( )vu  as in 

Theorem 1, then the series   m X  is summable 
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Proof of Theorem 2 
 

Let     X  and ( )W  be M transform of the series 

 m . By (23) and (24), we get 
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In that case, we obtain 
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Hence proof of the theorem is completed. 
 
Conclusion 
 

If we choose  1 ,   0  and  1p  for   , 

then we obtain Theorem 1. In that case, (25) reduces to 

  (1)m O  (first part of (16)). In addition, (26)-(28) are 

automatically satisfied. 
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Introduction 

The nonlinear evolution equation is one of the most 
considerable scientific research areas. Many scientists 
improved various mathematical models to designate 
wave behavior during the past several decades. One of 
these models is called the KdV equation. In order to 
describe wave propagation and spread interaction, this 
equation can be used in [1 − 3].  The equation indicates 
the long-time evolution of wave phenomena, in which the 
effect of the nonlinear terms 𝑈𝑈  is counterbalanced by 
the dispersion 𝑈 . There are a lot of works on this 
equation in the literature, see [4 − 9] and references 
therein. 

In this paper, we consider the Generalized Rosenau-
KdV equation which is a nonlinear partial differential 
equation. It is defined by the following form: 

𝑢 +𝑢 + 𝑢 + 𝑢  + 𝛽(𝑢 )  = 0                            (1) 

where 𝛽 > 0, 𝑝 ≥  2 is an integer. When 𝑝 = 2, the 
Rosenau-KdV equation is obtained. Rosenau equation was 
proposed to describe the dynamics of dense discrete 
systems in [10, 11].  In the search, numerical outcomes 
will be conducted for different values of 𝑝. In calculations 
following initial and boundary conditions will be used: 

𝑢(𝑎, 𝑡) = 𝑢(𝑏, 𝑡) = 0,    0 ≤ 𝑡 ≤ 𝑇, (2) 

𝑢(𝑥, 0) = 𝑓(𝑥)   (3) 
The solitary solution and invariants for the generalized 

Rosenau-KdV equation are given in [12, 13]. There are a 
large number of theoretical and numerical studies for 
equation (1) which are seen in references [12 − 21].  

The sech-ansätze method was used for the solitary 
solutions of the equation by Esfahani in [12]. Razborova 
et. al.  [13] studied dynamics of dispersive shallow water 
wave of the Rosenau–KdV equation with power law 
nonlinearity. Solitary and periodic solutions were derived 
by Zuo in [14]. The solitary wave ansatz method is used to 
obtain topological 1-soliton solution of the generalized 
Rosenau-KdV equation in [15]. Conservative linear 
difference scheme was used to obtain numerical solutions 
of Rosenau-KdV and generalized Rosenau-KdV in [16]. 
Also, Zheng and Zhou [17] presented an average linear 
finite difference scheme for the numerical solution of the 
initial-boundary value problem of the generalized 
Rosenau–KdV equation. In the study [18], authors used a 
conservative Crank–Nicolson finite difference scheme for 
the initial-boundary value problem of the generalized 
Rosenau–KdV equation. It can be seen that the difference 
scheme shows a discrete analog of the main conservation 
laws associated to the equation in this paper.  Karakoç et. 
al. [19] proposed the finite element method based on 
collocation. In the studies [20, 21], the authors solved the 
equation by using meshless method based on radial basis 
functions.  

One of the important issues is a computation with 
high-dimensional data in many areas of science and 
engineering. As known, many traditional methods such as 
finite elements, finite differences, finite volumes, and 
boundary elements method require a regular domain 
mesh generation to solve problems.  However,  the 
meshless methods require neither domain nor surface 
discretization because they are independent of a mesh. 
So, instead of generating the mesh, they use scattered 
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nodes, which can be randomly distributed, through the 
computational domain. This is a great advantage since 
mesh generation is one of the most time-consuming parts 
of any mesh-based numerical simulation. Thus, meshfree 
methods provide an attractive alternative for solving 
certain problems. Up to now, the generalized Rosenau 
KdV equation has not been solved by using the meshless 
kernel-based method of lines. This method depends upon 
the meshless solution technique and so there is no need 
to an extra discretization. It is a way of approximating 
partial differential equations by ordinary differential 
equations. Therefore, the problem of correct time-
stepping will be automatically solved by the ODE solver. 

Our main intention in this present paper is to indicate that 
the method is appropriate and reliable to obtain a 
numerical solution to partial differential equations.  That’s 
why, in this paper, we construct the proposed method to 
obtain the numerical results for the generalized Rosenau 
KdV equation.   
The design of this paper is as follows: In Sec. 2, we 
construct the implementation of the Meshless kernel-
based method of lines. In Sec. 3, numerical outcomes are 
illustrated. End the study with a short conclusion given in 
Sec. 4. 

Governing of the Proposed Method to the Generalized Rosenau-KdV Equation 

Our main intention of this investigation is to solve the mentioned equation by applying the meshless kernel-based 
method of lines. This method leads to a system of ordinary differential equations. The advantages of the present method 
are that there will no time discretization at all, and there will be no unnatural linearization of the differential equation as 
in diversified other articles. The problem of correct time-stepping will be automatically solved by the ODE solver we call.  

Here, the approximate solution 𝑢 is considered by a linear combination as follows [22] : 

𝑢(𝑥, 𝑡) = ∑ 𝛼 (𝑡) 𝑣 (𝑥) (4) 

where 𝛼 (𝑡) is an unknown term and 𝑣 (𝑥) is spatial term obtained by using different radial basis functions. The most 
commonly used RBFs are Gaussian (G), Multiquadric (MQ) and Wendland’s compactly supported functions which are listed 
in the following, respectively: 

1. 𝜙(𝑟) = exp (−𝑟 /𝜀  ),
2. 𝜙(𝑟) = (𝜀𝑟) + 1 , where 𝜀 is a shape parameter (see the details in [23]).
3. 𝜙 , (𝑟) = (1 − 𝑟) ℎ(𝑟)

Wendland’s compactly supported functions (𝑊) (see the details in [24] ) which are defined as follows:

𝑊 , (𝑟) = (1 − 𝑟) (3 + 18𝑟 + 35𝑟 ), 
𝑊 , (𝑟) = (1 − 𝑟) (1 + 8𝑟 + 25𝑟 + 32𝑟 ), 
𝑊 , (𝑟) = (1 − 𝑟) (5 + 50𝑟 + 210𝑟 + 450𝑟 + 429𝑟 ), 
𝑊 , (𝑟) = (1 − 𝑟) (9 + 108𝑟 + 566𝑟 + 1644𝑟 + 2697𝑟 + 2048𝑟 ) 

where 𝑟 denotes the Euclidean distance between two collocation points. It is seen that these base functions depend 
on space variables. For ease notation in the rest of the paper, 𝜙 , will be used as 𝑊 , . Partial derivatives of  𝑢(𝑥, 𝑡) easily 
evaluated as follows: 

𝑢 (𝑥, 𝑡) = ∑ 𝛼 (𝑡) 𝑣 (𝑥) (5) 

𝑢 (𝑥, 𝑡) = ∑ 𝛼 (𝑡) 𝑣 (𝑥) ) (6) 

By writing necessary derivative terms in the equation (1) we get 

∑ 𝛼 (𝑡) 𝑣 (𝑥) + ∑ 𝛼 (𝑡) 𝑣 (𝑥) + ∑ 𝛼 (𝑡) 𝑣 (𝑥) + ∑ 𝛼 (𝑡) 𝑣 (𝑥) + 𝛽 ∑ 𝛼 (𝑡) 𝑣 (𝑥) = 0  (7) 

where the last term is a nonlinear term. After taking a derivative of nonlinear term the equation (7) can be written as 
follows: 

∑ 𝑣 (𝑥) + 𝑣 (𝑥) ∗ 𝛼 (𝑡) = − ∑ 𝛼 (𝑡) 𝑣 (𝑥) − ∑ 𝛼 (𝑡) 𝑣 (𝑥) −

𝛽𝑝 ∑ 𝛼 (𝑡) 𝑣 (𝑥) ∑ 𝛼 (𝑡) 𝑣 (𝑥) (8)
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This equality is written in the following symbolic form  
 
(𝑉 + 𝑉 ) ∗ 𝛼 (𝑡) = − 𝑉 ∗ 𝛼(𝑡) − 𝑉 ∗ 𝛼(𝑡) − 𝛽𝑝 𝑉 ∗ 𝛼(𝑡) ∗ 𝑉 ∗ 𝛼(𝑡)    (9) 
 
where V is an invertible matrice and its entries are base functions and  𝛼(𝑡) is a vector. Therefore, the equation (9) can 

be written as; 
 
𝛼 (𝑡) = −(𝑉 + 𝑉 ) ∗ [𝑉 ∗ 𝛼(𝑡) + 𝑉′′′ ∗ 𝛼(𝑡) +  𝛽𝑝 𝑉 ∗ 𝛼(𝑡) ∗ 𝑉 ∗ 𝛼(𝑡)     (10) 
 
Finally, the governing equation is converted to an ordinary differential equation.  In our computations, the equation 

(10) is solved by using ode113 in MATLAB. The solver ode113 uses the Adams-Bashforth-Moulton predictor-corrector 
method. 

 
Numerical Results  
 
This section illustrates some numerical results of the governing equation by using the method described above. 

Numerical values of error norms and invariants are prominent to test the accuracy of the method. Error norms are defined 
as follows:  

 

𝐿 = ℎ ∑ 𝑢 − 𝑢 .           (11) 

 
𝐿 = max 𝑢 − 𝑢 .           (12) 

 
For a numerical comparison of invariants following mass and energy conservations are used [12]: 

 
𝑄(𝑡) = ∫ 𝑢(𝑥, 𝑡) 𝑑𝑥and           (13) 
 
𝐸(𝑡) = ‖𝑢‖ + ‖𝑢 ‖            (14) 

 
In numerical treatments degree of a nonlinear term is taken as 𝑝 = 2,  𝑝 = 3, and 𝑝 = 5.  
Case 1: When 𝑝 = 2 and 𝛽 = 0.5, the solitary wave solution of the Rosenau-KdV equation is defined as follows [15]: 

 

𝑢(𝑥, 𝑡) = − + √313 × sech −26 + 2√313 𝑥 − +
√

𝑡      (15) 
 
Solution domain is taken as −70 ≤ 𝑥 ≤ 100 with ℎ =  1 up to time 𝑇 =  60 with Δ𝑡 =  0.1. Values of invariants are 

evaluated as 𝑄 = 5.498173 and 𝐸 = 1.9897829 at time 𝑡 = 0. Computed values of invariants are tabulated in Tables 1 
and 2. As seen in the tables, the values of invariants are preserved. At the end of running time analytical value of amplitude 
is evaluated as 0.5258 at the location 𝑥 = 71. For all numerical approximations same amplitude value and location data 
were evaluated. It is observed that solitary wave property is preserved by using different radial basis functions. Solitary 
wave simulations are plotted in Figure 1. 
 
 Table 1. Error norms and invariants for 𝑝 = 2 and 𝑇 = 40 

Method 𝑳𝟐   𝑳  𝑸 𝑬 
𝑊 ,  5.195308e-6 1.024193e-6 5.4981736 1.9897829 
𝑊 ,  5.049681e-6 1.736524e-6 5.4981736 1.9897828 

G 8.541866e-4 3.372133e-4 5.4981736 1.9897971 
MQ 2.025134e-4 4.563390e-5 5.4972047 1.9897816 
[20] 1.152193e-3 4.02987e-4 5.49816 1.98978 
[15] 5.297873e-3 1.878952e-3 5.49773 1.98470 

 
Table 1. Error norms and invariants for 𝑝 = 2 and 𝑇 = 40 

Method 𝑳𝟐   𝑳  𝑸 𝑬 
𝑊 ,  5.656446e-6 9.697467e-7 5.4981690 1.9897829 
𝑊 ,  8.161006e-6 2.783771e-6 5.4981692 1.9897828 

G 1.086041e-3 4.022695e-4 5.4981704 1.9897996 
MQ 3.503223e-4 7.847234e-5 5.4960065 1.9897815 
[19] 1.519562e-3 5.146861e-4 5.49815 1.98978 
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Figure 1. Solitary wave motion for 𝑝 = 2 

 
Case 2: For 𝑝 = 3 and 𝛽 = 1, the soliton solution is given as follows [12,13]: 
 

𝑢(𝑥, 𝑡) = −15 + 3√41   × sech
√

− +√41 𝑡       (16)

   
Calculations are done in the domain  −60 ≤ 𝑥 ≤ 100 with ℎ =  1 up to time 𝑇 =  40 for  Δ𝑡 =  0.1 to make detailed 

comparisons with references. Comparison of evaluated numerical values is given in Table 3. It has been seen that very 
sensitive numerical values are computed. At the initial time, invariants are found as 𝑄 = 4.8989794 and 𝐸 = 1.6825477. 
Numerical values of invariants are almost the same as the initial values. Therefore, it is seen that the performance of the 
method is very high and reliable. The simulation of progressive waves keeping original forms are seen in Figure 2. In 
computations, it is seen that amplitude values are equal to the exact value 0.5096 at the position 𝑥 = 46 for all radial basis 
functions. 

 

 

Figure 2. Solitary wave motion for 𝑝 = 3 
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Table 3. Error norms and invariants for 𝑝 = 3. 
Method 𝑳𝟐   𝑳  𝑸 𝑬 

𝑊 ,  1.0290e-06 3.0720e-07 4.8989794 1.6825477 
𝑊 ,  6.1124e-06 2.3119e-06 4.8989795 1.6825477 

G 1.8629e-06 5.7893e-07 4.8989797 1.6825477 
MQ 3.0026e-04 6.4671e-05 4.8975866 1.6825450 
[20] 1.7880e-03 6.3620e-04 4.8989794 1.682539 
[15] 1.3498e-02    
[16]  7.5394e-03  1.6825466 

 
Case 3: When  𝑝 =  5 and 𝛽 = 1 the soliton solution is defined as [16]: 
 

𝑢(𝑥, 𝑡) = −5 + √34 × 𝑠𝑒𝑐ℎ −5 + √34 𝑥 − (5 + 34)𝑡      (17) 

 
where the solution domain  −60 ≤ 𝑥 ≤ 100 and time 𝑇 =  40. In computations mesh step and the time step is taken as 
ℎ =  1 and Δ𝑡 =  0.1. Comparison of numerical results with the results of some other papers is presented in Table 4. 
Numerical values of invariants at the beginning of the solitary wave are calculated as 𝑄 =  7.0936431 and 𝐸 =
 3.1107123. The single solitary wave profile is illustrated in Figure 3.  It can be observed that solitary wave keeps its 
original form during computing time. This situation implies that the energy is conservative. Solitary wave has 
amplitude= 0.6828 at 𝑥 = 43. As seen is computed results, the present numerical method by using different radial 
basis functions is slightly better than other referenced works. 
 

 

Figure 2. Solitary wave motion for 𝑝 = 5 

 
Table 4. Error norms and invariants for 𝑝 = 5. 

Method 𝑳𝟐   𝑳  𝑸 𝑬 
𝑊 ,  2.2926e-06 8.1216e-07 7.0936430 3.1107122 
𝑊 ,  1.6895e-05 6.0986e-06 7.0936431 3.1107119 

G 3.8193e-05 2.2361e-05 7.0936631 3.1107123 
MQ 4.8448e-04 1.2184e-04 7.0909712 3.1107111 
[20] 3.3217e-03 1.1897e-03 7.0936431 3.205919 
[16] 1.7998e-02    
[17]  1.2020e-02  3.1107099 

 
Conclusions 

 
In this paper, the meshless kernel-based method of 

lines is applied successfully to get the numerical solution 
of the Generalized-Rosenau–KdV equation for different 

nonlinear cases. In computations degree of the nonlinear 
term is used as 2,3 and 5. It is seen that the used proposed 
method is a very suitable technique solving for the given 
nonlinear partial differential equation and similar 
nonlinear equations. The method can be applied easily 
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because there is no need an extra linearization. Therefore, 
the governing equation is replaced by an ordinary 
differential equation and it is solved easily by using 
MATLAB ode-solver code. When we compare the studied 
in the literature with our numerical results, it can be seen 
that the results are obtained with high accuracy. It is said 
that the used meshless technique is a powerful solution 
method, and we believe that the current method can be 
applied to construct new solutions for these types of 
equations in future studies. 

 
Conflicts of interest 

 
The authors state that there is no conflict of interest 

regarding the publication of this study. 

References 

[1] Korteweg D., Vries G. D., On the change in form of long waves 
advancing in rectangular canal and on a new type of 
longstationary waves, Philos. Mag., 39 (1895) 422–443. 

[2] Cui Y., Mao D. K., Numerical method satisfying the first two 
conservation laws for the Korteweg-de Vries equation, J. 
Comput. Phys., 227(1) (2007) 376–399. 

[3] Zhu S. and Zhao J., The alternating segment explicit-implicit 
scheme for the dispersive equation, Appl. Math. Lett., 14(6) 
(2001) 57–662. 

[4] Kudryashov N.A.,  On new travelling wave solutions of the KdV 
and the KdV-Burgers equations, Commun. Nonlinear Sci. 
Numer. Simul., 14 (2009) 1891-1900. 

[5] Wazzan L. A., Modified tanh-coth method for solving the KdV 
and the KdV-Burgers equations, Commun.  Nonlinear Sci 
Numer. Simul., 14 (2009) 443-450. 

[6] Biswas A., Solitary wave solution for KdV equation with power-
law nonlinearity and time-dependent coefficients, Nonlinear 
Dyn., 58 (2009) 345-348. 

[7] Wang G. W.,  Xu T. Z.,  Ebadi G.,  Johnson S.,  Strong A. 
J., A.,  Biswas A., Singular solitons, shock waves, and other 
solutions to potential KdV equation, Nonlinear Dyn., 76 (2014) 
1059-1068. 

[8] Dehghan M.,  Shokri A. A numerical method for KdV equation 
using collocation and radial basis functions, Nonlinear 
Dynamics, 50 (2007) 111-120. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

[9] Vaneeva O. O., Papanicolaou N. C., Christou M. 
A., Sophocleous C., Numerical solutions of boundary value 
problems for variable coefficient generalized KdV equations 
using Lie symmetries, Commun. Nonlinear Sci. Numer. 
Simul., 19 (2014) 3074-3085. 

[10] Rosenau P. A quasi-continuous description of a nonlinear 
transmission line, Phys.  Scr., 34 (1986) 827-829. 

[11] Rosenau P., Dynamics of dense discrete systems, Prog.  
Theor. Phys., 79 (1988) 1028-1042. 

[12] Esfahani A., Solitary wave solutions for generalized Rosenau-
KdV equation, Commun. Theor. Phys., 55(3) (2011) 396–398. 

[13]  Razborova P., Triki H., Biswas A. Perturbation of dispersive 
shallow water waves, Ocean Eng., 63 (2012) 1–7. 

[14] Zuo J. M., Solitons and periodic solutions for the Rosenau-
KdV and Rosenau-Kawahara equations, Appl. Math. 
Comput., 215(2) (2009) 835–840. 

[15] Saha A., Topological 1-soliton solutions for the Generalized 
Rosenau-Kdv equation, Fundamental J. Math. Phys., 2(1) 
(2012) 19–23. 

[16] Hu J., Xu Y., Hu B., Conservative linear difference scheme for 
Rosenau-KdV equation, Adv. Math. Phys., (2013) 423718. 

[17] Zheng M., Zhou J., An Average Linear Difference Scheme for 
the Generalized Rosenau-KdV Equation, J. Appl. Math., 
(2014) 202793. 

[18] Luo Y., Xu Y., Feng M., Conservative Difference Scheme for 
Generalized Rosenau-KdV Equation,  Adv.  Math. Phys., 
(2014) 986098 . 

[19] Ak T., Dhawan S., Karakoç S. B. G., Bhowmik S. K., Raslan K. 
R., Numerical Study of Rosenau-KdV Equation Using Finite 
Element Method Based on Collocation Approach, Math. 
Model. Anal., 22(3) (2017) 373-388. 

[20] Korkmaz B., Dereli Y., Numerical solution of the Rosenau-
KdV-RLW equation by using RBFs Collocation method, Int. J. 
Mod. Phys. C, 27(10) (2016) 1650117. 

[21] Karaman B., Dereli Y.,  Meshless Method Based on Radial 
Basis Functions for General Rosenau KdV-RLW Equation, 
Anadolu University Journal of Science and Technology B- 
Theoretical Sciences, 6(1) (2018) 45-54. 

[22]  Schaback R., The Meshless Kernel-Based Method of Lines for 
Solving Nonlinear Evolution Equations, Preprint, Göttingen, 
(2008).  

[23] Rolland H.L. Multiquadric equations of topography and other 
irregular surfaces, J. Geophys. Res., 176 (1971) 1905-1915. 

[24] Wendland H. Piecewise polynomial, positive definite and 
compactly supported radial functions of minimal degree, 
Adv.  Comp. Math., 4 (1995) 389-396. 

 



Cumhuriyet Science Journal 

Cumhuriyet Sci. J., 43(2) (2022) 327-332
DOI: https://doi.org/10.17776/csj.1085276

│  csj.cumhuriyet.edu.tr  │ Founded: 2002 ISSN: 2587-2680    e-ISSN: 2587-246X Publisher: Sivas Cumhuriyet University 

Variation of Pinning Force Density Throughout the TSMG Y123 Superconductor 
with Location 
Bakiye Çakır 1,a,* 

1 Vocational School of Health Services, Artvin Çoruh University, Artvin, Türkiye.
*Corresponding author

Research Article ABSTRACT 

History 
Received:  09/03/2022 
Accepted: 05/05/2022 

Copyright 

©2022 Faculty of Science,  
Sivas Cumhuriyet University 

Top seeded melt growth (TSMG) Y123 sample with 35 mm diameter was produced by using Nd123 seed and its 
superconducting parameters such as transition temperature (Tc), critical current density (Jc) and pinning 
mechanism were locally examined by taking small specimens which are containing defects in different number, 
size and distribution from different locations throughout the sample. The Tc of the main sample was determined 
from the resistivity measurement as 93.4 K. It was observed that the Jc was higher in the region close to the 
seed, while the Jc decreased towards to the edge or the deeper regions of the sample. Effective pinning 
mechanisms at different temperatures were determined by plotting the curves of the pinning force density (fp) 
of the specimens versus reduced magnetic field (h= Ha/Hmax) and the locational variations of the fp were 
examined. It was seen that below the value of h ≈ 0.2, normal point pinning was dominant at 30 and 50 K, while 
surface pinning was dominant at 77 K, in the all specimens. In addition, a transition was observed between two 

different pinning mechanisms when the Hmax > h > 0.2. The transition was took place between  and normal 
point pinning at 30 and 50 K while it was seen between  and surface pinning at 77 K.  
. 
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Introduction 

Discovery of the high temperature superconductor 
(HTS) which offer a superconducting transition at the 
liquid nitrogen temperature have been lead to many 
studies on the usability of superconductors in both 
materials science and its engineering applications. It is 
essential to achieve high superconducting properties such 
as critical current density (Jc), critical transition 
temperature (Tc) and field trapping capabilities for the 
applications [1-3]. On the other hand the magnetic field 
penetrates in the form of vortices in the HTSs and vortices 
can move easily when the temperature approaches the Tc 
or when high fields are applied. At that case, the Jc value 
is suppressed by thermal fluctuations and the increasing 
applied magnetic field due to the vortex motion caused by 
the effect of the Lorentz force [4]. Therefore, the vortices 
are needed to pin into the crystals to improve the Jc by 
introducing effective pinning centers in the form of 
impurities and defects (such as oxygen vacancies, 
dislocations, aggregation defects, chemical additives and 
secondary phase particles) [5]. Additionally, the sizes of 
these defects must be in the nanometer range [6]. 

The HTSs are generally produced by annealing the 
samples, which are pressed in the selected composition 
with appropriate methods and heat treatments. The Y123 
single crystals grow basically in a structure with non-
superconducting green inclusions called the Y211 phase 
entrapped and distributed throughout the matrix. The 
obtained superconducting samples can be single or multi 
grained. For this reason it is important to determine the 

optimum conditions for the fabrication of the sample in 
order to obtain a high current carrying capacity. It is 
possible to produce large single-grained samples aligned 
in the c-axis direction with the melting methods and 
especially top seed melt growth (TSMG) and infiltration 
growth (IG) methods are promising. Generally, seeds 
having a higher melting temperature and a similar crystal 
structure to the main sample are used in these methods 
[7-12]. 

On the other hand, since Jc in two-phase alloys is 
affected by the size and distribution of the second phase 
particles, the selected region cut from the sample affects 
the Jc value. Even Jc values can be change throughout the 
sample. If the small sections selected from multi-grain 
samples include in grain boundaries, micro cracks or 
different size and distribution of the pinning centers, it 
would be also effect the Jc value. So the superconducting 
properties of the melt growth bulk superconductor 
generally change with the position in the volume [13, 14]. 
In this study, the Jc values of the specimens taken from 
different parts of the TSMG Y123 sample were calculated 
and the regional variations of the pinning force densities 
and pinning mechanism were examined at different 
temperatures 

Material and Method 

The powder mixture prepared in Y2O3: BaCO3: CuO = 
1:2:3 stoichiometric ratio was calcined in an alumina 

327 
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crucible at 900°C for 30 hours with an intermediate 
grinding. The powder mixture was ground again after the 
calcination process and completely melted at 1450°C in a 
platinum crucible. The melted powder mixture poured 
onto a copper plate and cooled quickly by hitting with 
another copper plate. Thin plates obtained after the 
melting process was ground again and Y123 starting 
powder was prepared. 40 g of the starting powder was 
weighed and pressed into a 35 mm diameter pellet under 
11 tons/cm2 pressure. The Nd123 seed was placed in top 
surface center of the sample pressed into the pellet and 
the sample was placed on an alumina substrate with Y2O3 

powder. The sample was growth by applying the heat 
treatment given in Figure 1. After all, the grown Y123 
sample was annealed for 200 hours at 500°C in oxygen 
atmosphere.  

Resistivity and magnetization measurements were 
made by taking small specimens from the Y123 sample 
obtained after crystal growth process. The location of the 
specimens (a, b, c and d) is schematically given in the 
Figure 2 and they were labeled as Y-a, Y-b, Y-c and Y-d. Y-
a, Y-b and Y-c were used for magnetization measurements 
and Y-d was used resistivity measurement 

Figure 1. Thermal process of the crystal growth for TSMG 
Y123. 

Figure 2. Schematic drawing of the specimen locations cut 
from the TSMG Y123 sample. 

Apparatus 
X-ray diffraction data were collected from the sample

and small specimens cut from the main sample after the 
upper surfaces of the sample were cleaned by sanding and 
polished by using a Rikagu D/Max III C diffractometer, 
employing CuKα (λ = 1.5418 Å, 40 kV, 30 mA) radiation 

Standard four probe resistivity measurement of the Y-
d sample was performed at temperatures between 60 and 
100 K at 0 T magnetic field using a PPMS. The 
magnetization measurements were operated by using 
VSM module of the PPMS system at constant 
temperatures 30, 50 and 77 K at a sweep speed of 100 
Oe/s and by applying a magnetic field parallel to the c-axis 
between ‒5T and +5T. All the measurements were 
performed in zero-field cooling (ZFC) regime. 

The critical current densities Jc (A/cm2) of the 
specimens have been estimated from the magnetization 
measurements by using the extended Bean model as 
given the below equation. 

𝐽 = 20∆𝑀/𝑎(1 − 𝑎/3𝑏)   (1) 

where ΔM is the width of the magnetization curve in 
emu∙cm-3, a and b (a < b) are the dimensions of the 
rectangular cross section of the sample in cm. 

Pinning mechanism was determined by using Dew-
Hughes model [15]. The Dew-Hughes model of 
elementary pinning forces (Fp= Jc × B) is generally 
expressed with normalized pinning force density, fp= Fp/ 
Fp,max and often scales with reduced field h= (Ha/Hirr) is the 
ratio between applied magnetic field external Ha and 

irreversibility field Hirr (where Fp = 0) which can be 
determined from magnetoresistivity, AC susceptibility and 
magnetization measurements. The scaling of fp – h for the 
HTS is often analyzed using the Equations (2-4) [16, 17]. 

   3/213 2 bbbf p  Δκ pinning (2) 

    23/14/9 bbbf p   Normal point pinning  (3) 

    25/116/25 bbbf p   Surface pinning  (4) 

Dislocations or needle-shaped precipitation are the point 
pinning centers and they can interact with only one flux 
line. Twin planes, grain boundaries and plane-like 
precipitation are the surface pinning centers. The large 
precipitation and thick-walls dislocations from cell-
structures are the pinning (volume pinning) centers 
[18]. 

Results and Discussion 
.  

Synthesis and Characterization 
X-ray diffraction patterns of the main Y123 sample and

small specimens cut from the different position of the 
Y123 sample are shown in Figure 3. Main sample Y123 and 
the Y-a, Y-b and Y-c specimens have predominantly (00ℓ) 
orientation peaks and small amount of the non-
superconducting Y211 inter phase formed by the heat 
treatment process was also observed in the structure. This 
indicates that the sample has almost single-crystal 
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structure and a preferential orientation in the c-axis 
direction. The preferred orientations of HTS result to 
higher Jc [19]. In addition, the presence of the he Y211 
phases are known to function as pinning centers in Y123 
samples produced by melting process. On the other hand, 
the specimens Y-b located near the corner and Y-c located 
near the bottom of the sample have also extra low 
intensity peak of Y211 phase different from the Y-a. This 
situation states that non superconducting residual phases 
increase with increasing distance from the seed.  

Figure 3. X-ray diffraction pattern of TSMG Y123 
sample and Y-a, Y-b and Y-c specimens cut from the 
sample. 

Electrical Investigation 
The resistivity-temperature curve of the Y-d specimen 

during heating at 0T magnetic field and the temperature 
change curve of dR/dT determined the Tc transition 
temperature at which the superconducting state starts 
are given in Figure 4. Transition temperature Tc was 
determined as 93.4 K from the maximum peak position of 
the dR/dT curve and the transition gap (Tc) obtained full 
width half maximum of the curve was approximately 1 K. 
Shortness of the transition is due to the single grain 
property or strong inter-granular connection. 

Figure 4. The resistivity-temperature curve of the Y-d 
specimen under 0 T magnetic field and the dR/dT 
curve determined the Tc value. 

Magnetic Investigation 
Figure 5 shows the variation of Jc calculated from the 

Bean critical state model against the external magnetic 
field for Y-a, Y-b and Y-c specimens at 30, 50 and 77 K. In 
the low magnetic field and high temperature region, Jc 
decreases quickly with the temperature. It is clearly seen 
in Figure 5 that Jc changes slightly with the increasing field 
at 30 and 50 K. This variation shows that all specimens are 
resistant to the external magnetic field and this case 
observed in single crystal superconductors. In addition, 
there is no explicit difference between all the specimens, 
there are only small variations. The specimen Y-a cut from 
the near the seed at first layer had clearly higher Jc rather 
than the Y-b cut from far the seed at first layer and Y-c cut 
from the second layer. It is well known that the Jc, 
decrease as the distance the seed location on the upper 
surface center of the sample increases [14]. The Jc 
decreases much more when the operated temperature 
approaches the Tc because of the flux pinning created by 
the linear correlated disorders such as interfaces between 
the Y211 particles and Y123 grains [20]. Even so, it is seen 
that the Jc value in 77 K does not decrease to zero even 
under 4T area. The high Jc value in 77 K shows the quality 
of the sample and it’s preferred for technological 
applications. Homogeneity of the different phases and 
particles into the main matrix can be change with the 
position for the melt growth bulk superconductors and so 
the superconducting properties can be changed. It was 
thought that one of the reasons for this is that the 
distribution and the size of the 211 particles that acting as 
the pinning center in the structure. Because the applied 
magnetic field starts to penetrate into the structure at 
constant temperatures with the increasing field, the 
superconductivity weakens and Jc decreases due to 
mobility of the vortex [21]. The other reason is that the 
composition of the melt varies continuously during the 
melt process. The local microstructure and the local 
properties are defined from the melt composition [13]. 
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Figure 5. Critical current densities at 30, 50 and 77 K in 
the ZFC regime as a function of applied magnetic 
field for Y-a, Y-b and Y-c specimens. 

 
In order to study the nature of the pinning mechanism, 

firstly the volume pinning force were calculated. The 
volume pinning forces, Fp, scaled in a function of the 
applied magnetic field for all the specimens at 30, 50 and 
77 K and were given in Figure 6. In contrast to the Jc, Fp 
always gives a maximum peak at Hmax, before the Fp 
reaching zero at the irreversibility field (Hirr). Since the Fp 
value does not drop to zero in the applied field, it is 
difficult to determine the Hirr value precisely for HTS. 
Therefore, Hmax value was used instead of Hirr [17]. Hmax 
values were determined as 3.74, 4.15 and 4.22 T at 30 K, 
4.16, 4.68 and 4.63 T at 50 K and 1.97, 4.16 and 1.08 T at 
77 K for the Y-a, Y-b and Y-c, respectively. Fp(H) curves 
exhibit growing curvatures at low fields and low 
temperatures and the curve began to fall down after the 
peak value at high fields as 30 K and 50 K. On the other 
hand, the shape of the curvatures distorted at 77 K as the 
transition temperature is approached. Also, Y-a had a 
much greater pinning force than Y-b and Y-c as expected 
from the Jc results. 
 

 

Figure 6. Plots of the volume pinning force (Fp) as a 
function of applied magnetic field for the Y-a, Y-b 
and Y-c samples at a) 30 K, b) 50 K and c) 77 K. 

 
The normalized volume pinning force density fp = 

Fp/Fp,max (where Fp,max is the maximum pinning force) are 
plotted versus the reduced magnetic field h = Ha/Hmax in 
Figure 7. Equations (2)-(4) are also presented in the Figure 
7. Dotted line represents that  pinning, the dashed line 
represents normal (Δℓ) point pinning and the solid line 
represents surface pinning. It is well known that HTSs have 
large  values and core pinning is dominant rather than 
magnetic interaction in the superconductors. The core 
pinning leaves two different sources called δl and Δ (or 
δTc) pinning [22]. δl pinning centers are very effective at 
low fields and low temperatures and the centers behave 
like normal conducting particles embedded in the 
superconducting matrix. On the other hand, Δ pinning 
centers are effective at the intermediate areas and 
temperatures, as they act as local oxygen deficient regions 
[23]. As shown in Figure 7, the specimens scaled in 
agreement below h ≈ 0.2 (low field region) with Equation 
(3), stating that the samples are predominantly affected 
by the normal point pinning at 30 and 50 K. The major 
defects in this category are the dislocation and needle 
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shape Y211 precipitations. When the magnetic fields 
increase a value between the h ≈ 0.2 and Hmax, 
intermediate field region, the results are not scaled on a 
single theoretical curve. That is the plots are located 
between Δ and normal point pinning. Because Δ 
pinning centers consisting of the large precipitation, it is 
thought that the specimens have different sizes of the 
pinning centers in the samples. So, it can be said that large 
Y211 particles contribute to flux pinning. 
 

 

Figure 7. Plots of the normalized pinning force 
density (fp) versus reduced field b for the Y-a, Y-
b and Y-c samples at a) 30 K, b) 50 K and c) 77 K. 
Dotted line is the fit curve of Equation (2) for 
pinning, dashed line is the fit curve of 
Equation (3) for normal point-pinning and solid 
line is the fit curve of Equation (4) for surface 
pinning. 

 
Conclusions 

The pinning force scaling were analyzed for various 
specimens cut from the different location of the whole 
TSMG Y123 which is having different number, size and 
distribution of defects (Y211 inclusions, dislocation, 
stacking fault etc.). Observed (00ℓ) peaks indicate an 

orientation in c-axis for all the specimens and states that 
single crystal behavior. The Jc value of the specimen cut 
from the close region to the seed of the top surface is 
higher than the specimens taken from the more extreme 
and lower regions of the sample. This difference in the Jc 
value change with depending on the number of 211 
particles acting as the effective pinning center. The 
dominant pinning mechanism was normal point pinning 
(at 30 and 50 K) and surface pinning (at 77 K) below the 
low field region. The mechanism changed from  to 
normal point pinning (at 30 and 50 K) and changed from 
 to surface pinning (at 77 K) in Hmax > h > 0.2 field 
region. Dominant pinning mechanism changes with 
increasing the applied field and temperature due to the 
differences in the pinning centers. Observed transitions 
between the different pinning mechanisms as the applied 
field intensity increases originates from the different sizes 
and shapes of the Y211 particles presented into the 
structures of the samples. Therefore, the inhomogeneous 
distribution of different types and shapes of defects into 
the matrix causes the main superconducting properties 
such as Jc and flux pinning to vary locally. In this study, the 
defects that cause the superconducting properties to 
change are the Y211 particles trapped in the main matrix 
during the crystal growth process. 
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Introduction 

It has been known that rare-earth orthoferrites having a 
formula of RFeO3, here R refers to rare earth element, 
crystallize in distorted orthorhombic structure because of the 
spatial position of rare-earth compound and Fe3+ ions. It has 
been detailed that the optical, magnetic, and electrical 
characteristics of these materials can be altered by 
substitution into rare-earth and/or Fe compounds. 
Therefore, these materials have grabbed attention from the 
scientific community all over the globe [1,2]. Although these 
materials exhibit antiferromagnetic behavior having Neel 
temperature (TN) = 630 K – 750 K, they can have weak 
ferromagnetic feature, which is owing to the tilted spin 
moment of Fe3+ ions. Furthermore, it has been shown these 
compounds display electric polarization [3] and hence, these 
materials are considered as multiferroic composites [4, 5]. In 
addition to magnetic features, it has been documented when 
the Fe sites are substituted with Os, Co, Ir dopants the optical 
features of rare-earth orthoferrites can be tuned [6-12]. 
LuFeO3 (LFO), one of rare-earth compounds, illustrates 
significant distortion in the lattice due to Lu compound, 
which has ionic radius of 0.0861 for 3+ oxidation state, 
compared to the other earth compounds [13]. It is shown 
that LFO can have different crystalline structures depending 
upon fabrication method. For instance, it can hold hexagonal 
and orthorhombic structures [14,15]. LFO accommodates 
both magnetic and electrical features at the same time 
therefore it is considered as multiferroic material [16,17]. 
Due to low optical band gap of LFO, between ~ 2 eV for films 
and ~ 2.76 eV for ceramics [18,19], this compound has 
potential to be used in photocatalyst and solar cells [20]. 
Moreover, the magnetic and electrical properties of LFO are 
tuned by substitution of a wide range dopant elements into 
Lu and Fe sites such as Ni, Cr, Mn In, Sc, Bi and La [21-26]. The 
drives behind this investigation are as follows: 1) the first 

time Ir dopant, having 0.2 nm metallic radius and 0.0625 nm 
ionic radius for 4+ oxidation level, is exploited to scrutinize a) 
loss-tan(δ) versus frequency that quantifies how 
electromagnetic energy dissipates in the material, b) 
impedance versus frequency that i) inspects the influence of 
grains and grain boundaries on transport characteristics, ii) 
unveils the electrical response of various segments and the 
dynamic performance of confined and movable carriers in 
the bulk and interfacial areas, c) resistivity as function of 
frequency and temperature. Furthermore, Ir has been 
selected because it can have oxidation states from +1 to +9. 
As a result, its ionic radius varies depening on oxidation level. 
Such variations in both ionic radius and oxidation states 
influence optical, electrical, and magnetic properities of 
parent compound [27]. The previous investigtions 
documented Ir dopant, inducing both charge imbalance and 
distortion in the lattice structure, tunes both optical and 
electrical characteristics of YbFeO3, which also belongs to 
rare-earth orthoferrite group [12, 13, 15].  

In addition, a recent study has shown Ir substitution into 
Fe sites decreases the optical band gap of LFO from 2.19 eV 
to 2 eV [27]. It is known that the distortion taking place in the 
lattice structure influences characteristic features of 
materials. 2) Most of the investigations in the literature are 
related to the thin film of LFO with hexagonal structure. 
Hence, it is believed that this investigation helps to courge 
more examinations for the ceramic form LFO in the 
literature. The LFO and Ir doped LFO samples have been 
obtained via using solid-state technique. SEM was exploited 
to analyze the surface structure of the samples. The electrical 
properties of the investigated samples have scrutinized by 
Broadband Dielectric/Impedance Spectrometer. 
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Material and Method 

Powder Preparation and Measurements 
The powders and pellets preparations for the present 

study have been detailed in reference [28]. Surface 
morphology of the prepared pellets has been investigated by 
using Ultraplus Zeiss scanning electron microscopy (SEM). 
Broadband Dielectric/Impedance Spectrometer 
(Novocontrol Concept 50) has been exploited to examine the 
electrical properties of the undoped and Ir doped LFO 
compounds. The operating temperature for the electrical 
measurements has been gradually varied from -100oC to 
100oC with 20oC temperature steps. The frequency was 
changed from 1 Hz to 107 Hz. 

Results and Discussion 

SEM Analyses 
The previous investigation has examined the crystalline 

nature of the samples via using X-ray powder diffraction 
(XRD) [28]. It has been realized that the examined samples 
hold orthorhombic structure and Ir substitution leads to 
growth in the lattice volume. In addition, the XRD studies 
have revealed the creation of minor phases in the samples 
such as Lu2O3, Fe5Lu3O12, Fe21.16O31.92, Fe3O4 and Ir2Lu [28]. 
Furthermore, X-ray photoelectron spectroscopy (XPS) 
studies have laid down the valence states of Lu, Fe and Ir [28]. 
It has been unveiled that while Lu has 3+ state, Fe has mix of 
2+ and 3+ valance states in the investigated samples. The 
oxidation state of Ir has been determined as 0 and 4+ in the 
Ir doped LFO samples. SEM examinations have shown the 
surface topography of the specimens and the obtained 
images are presented in Fig. 1. The initiation of 
agglomerations can be noticed in the samples. It should be 
bear in mind that such formation of agglomeration, caused 
by radical restructuring of particles at the initial phase of 
sintering, is common in the samples fabricated by solid-state 
reaction technique [6-12 17, 28]. The presence of voids can 
be also noticed in the images. Such void formations indicate 
that the samples have porous structure.   

Figure 1. SEM images of studied samples a) LFO, b) 5% 
Ir and c) 10% Ir substituted LFO. Scale bar is 1 μm.. 

Electrical Measurements 
The loss-tan(δ), tan(δ)=ɛ″/ɛ′ where ɛ″ and ɛ′ denote 

the imaginary and real part of dielectric function, 
respectively, indicates how electromagnetic energy 
dissipates in the material under the applied frequencies. 
Fig. 2 (semi-log scale) displays the loss-tan(δ) versus 
applied frequency, varying 1 Hz to 107 Hz, at temperature 
range of -100oC and 100 oC with ΔT = 20oC step for the 
investigated samples. Fig. 2 a) shows the loss-tan(δ) 
versus frequency spectra for undoped LFO sample. It 
appears that the loss-tan(δ) increases initially as the 
applied frequency raises and it makes a maximum peak 
(exhibiting relaxation process) then it decreases with 
further frequency at operating temperatures between -
100oC and 0oC. While the maximum peak of loss-tan(δ) vs. 
frequency takes place around 102 Hz at -100 oC, it moves 
toward around 105 Hz at 0oC. When the operating 
temperature ≥ 20 oC, the company of two relaxation 
peaks, taking place at low and high frequencies, are 
noticeable. The first and second peaks appear around 
couple Hz and 2x105 Hz at 20 oC, respectively. As the 
temperature advances, these peaks move to higher 
frequencies. Such as the first peak is noted ~ 103 Hz and 
second one is noticed ~ 5x106 Hz at 100oC. Such 
movements of relaxation peaks underscore that the 
relaxation process is influenced by temperature [29, 30]. 
Fig. 2 b) and c) represent the loss-tan(δ) vs frequency for 
5 mol and 10 mol % Ir doped LFO samples, respectively. It 
appears that the evolution of relaxation peaks is similar in 
both samples. Both samples have only one relaxation peak 
at all studied temperatures. The relaxation peak moves 
toward to higher frequencies as the temperature rises as 
observed in the undoped LFO sample. The comparison of 
the loss-tan(δ) vs frequency at 100oC is given for all the 
studied samples. It is seen the Ir doped samples exhibit 
lower loss-tan(δ) values than the undoped sample. 
Therefore, these materials with low loss-tan(δ) values 
might considered a potential candidate for the 
applications of new generation electronic device, which 
require to operate at high frequencies. It should be state 
here that loss-tan(δ) holds greater values at low 
frequencies that could be ascribed to 1) the presence of 
grain boundaries, which reduce/weaken the motion of 
charge carriers between ions and 2) the influence of 
interfacial loose. In addition, it is noticed that the loss-
tan(δ) has higher values at higher temperatures at the 
same operating frequencies. Such behavior of loss-tan(δ) 
might be associated to the carrier exchange between Fe2+ 
and Fe3+ ions by resistive grain boundary.  
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Figure 2. The tan (δ) for a) LFO, b) 5 mol % Ir and c) 10 mol % Ir doped LFO samples. d) represents the tan 
(δ) values of the studied samples at 1000C. Inset figures are in log-log scale. 

Figure 3. The tan (δ) for a) LFO, b) 5 mol % Ir and c) 10 mol % Ir doped LFO samples. d) represents the tan 
(δ) values of the studied samples at 1000C. Inset figures are in log-log scale. 
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The impact of grain boundary, grain, and electrode on the 
electrical characterizations of materials have been 
investigated via impedance measurements [31]. The 
complex impedance, 𝑍∗, is given by the following relation 
[32]; 
 

𝑍∗ = 𝑍 − 𝑗𝑍 = ∗ =
[( ) ( ) ]

                    (1) 

 
here Z' denotes the real part, the imaginary part of 
impedance is shown by Z''.  f, ɛ*, and C0 symbolize the 
frequency, complex dielectric function, and empty 
capacitance respectively. Fig. 3 (semi-log scale) exhibits 
the real part of impedance, Z', of the samples under 
scrutiny. It is noted the Z' values of studied samples 
reduce with increasing the frequency up to ~ 10 Hz and 
then the frequency free region is initiated at further 
applied frequencies due to reduction in energy barrier 
[33]. This plateau region is formed between 102 Hz- 107 
Hz. It is also noted that frequency liberated area extends 
larger frequencies as the operating temperature surges. 
The comparison of Z' values of the inspected compounds 
is provided in Fig. 3 d) at 100oC. It is seen that 5 mol % Ir 
doped sample exhibits the maximum Z' values at 100oC 
until couple of hundred Hz then all the samples have the 
same Z' values at higher frequencies. 

The imaginary part of impedance, Z″, for the studied 
specimens is given in Fig. 4 in semi-log scale. It is noted the 
undoped sample has sharp decrease in Z″ values at low 
frequencies (between 0 and ~ 30 Hz) and it forms plateau 
region, which is frequency independent area, at high 
frequencies, Fig. 4 a). Such behavior could be associated 
to the buildup of space charge carriers at high frequencies 
[34]. The undoped LFO sample does not exhibit relaxation 
peak at the investigated temperatures and frequencies in 
the instrument limit. Fig. 4 b) represents the Z″ vs 
frequency for the 5 mol % Ir doped sample. Even though 
it exhibits similar frequency behavior at temperatures less 
than 80oC, the formation of relaxation peak, appearing 
around couple of Hz, can be noticed at 80oC and 100oC. 
Fig. 4 c) exhibits how Z″ values vary with frequency and 
temperature in the case of 10 mol % Ir substitution. The 
initiation of relaxation peak becomes noticeable starting 
from -20oC at couple of Hz and the peak moves to ~ 102 Hz 
at 100oC. Fig. 4 d) compares the Z″ values for the explored 
samples at 100oC. It appears that 5 mol % Ir doped has the 
largest Z″ values close to 103 Hz. As the frequency is 
further advanced, the Z″ values start to overlap. 
 
 
 
 

 

Figure 4. The imaginary part of impedance for a) LFO, b) 5 mol % Ir, c) 10 mol % Ir doped LFO composites. The 
comparison of imaginary part of impedances is given in d) at 100oC for all the samples.   
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Figure 5 exhibits Z″ and M″ vs. frequency spectra taken at two 
selected temperatures, -1000C and 1000C for LFO and Ir doped 
LFO samples. It is noted that Z″ vs. frequency plot does not 
exhibit the initiation of relaxation peak at both temperatures 
for the undoped LFO sample, Fig. 5 a), b). On the other hand, 
M″ vs. frequency spectra demonstrate the formation of 
relaxation peak at -1000C and 1000C for the same compound. 
The observed relaxation peaks are ascribed to grain at -1000C 
and grain boundary at 1000C, Fig. 5 a), b) respectively. Fig. 5 c) 
and d) represents the Z″ and M″ vs. frequency at -1000C and 
1000C for the 5 mol % Ir substituted specimen, respectively. It 
is seen that Z″ vs. frequency plot does not have any relaxation 
peak at -1000C, Fig. 5 c) while it reveals the creation of a peak 
at very low frequencies at 1000C, Fig. 5 d). Nevertheless, M″ vs. 
frequency plot of the same sample has one peak, associated to 
the grain, at -1000C, Fig. 5 c). When the operating temperature 
reaches 1000C, the two peaks one at low frequency connected 
to the grain boundary and the second peak related to grain 
become eminent, Fig. 5 d).  
In the case of 10 mol % Ir doped LFO sample, Z″ vs. frequency 
does not show any peak at -1000C, Fig. 5 e). Yet, when the 

operating temperature becomes 1000C, a relaxation peak is 
visible, which initiates around 200 Hz, Fig. 5 f). M″ vs. frequency 
spectra for the sample reveals the presence of one relaxation 
peak connected to the grain at -1000C, Fig. 5 e). As 
temperature is further advanced to 1000C, the existence of 
two relaxation peaks is noticed, Fig. 5 f). The first peak, which 
is attributed to the grain boundary, is visible around 10 Hz. The 
second peak is eminent around 5x104 Hz and this peak is 
related to the grains in the material. The joint plots of Z″ and 
M″ vs frequency are utilized to distinguish the type of 
relaxation process, a short range or long-range motion of 
carriers [34]. In the case of shorth-range movement, the peaks 
of Z″ and M″ vs frequency take place at dissimilar frequencies 
yet for the long-range migration of carriers the peaks overlap 
at the same frequencies [35]. In this investigation, it can be 
noted the peaks of Z″ and M″ vs frequency do not coincide at 
the same frequencies that underscores the existence of 
shorth-range migration of carriers. Furthermore, it is noted 
that there is a non-Debye relaxation happens in the studied 
samples. 
 

 

Figure 5. Z″ and 𝑀 vs. frequency plots at (a) -1000C and (b) 1000C for LFO and (c) -1000C and (d) 1000C for 5 mol 
% Ir doped LFO sample, (e) -1000C and (f) 1000C for 10 mol % Ir substituted LFO compound.  
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Table 1. displays the temperature dependent relaxation 
time, capacitance and resistance of grain and grain 
boundary regions. These parameters have deducted by 
using 𝑀 (𝜔) vs. frequency spectra, shown in Fig. 5 in blue 
color, and following equations 
 
𝑀 =

( )
,     𝜏 = 𝑅𝐶,       𝜔 = 2𝜋𝑓,        𝜔𝜏 = 1                                                    

(2) 
here C0, C, ω, R, τ and f represent empty capacitance of 
the sample, capacitance, angular frequency, resistance, 
relaxation time and linear frequency, respectively. It is 
noted that the obtained values diminish with raising the 
operating temperature. In addition, it is seen that the 
resistance value of the grain boundary is much higher than 
that of the grain. Such behavior can be associated to the 
charge transfer phenomenon in the grain and grain 

boundary areas. It is known that the carriers can migrate 
easier in the grain region compared to the grain boundary 
areas. That is why higher grain boundary resistance values 
are calculated. Furthermore, it is noticed that the 
resistance of both grain and grain boundary regions 
lowers with increasing the operating temperature, which 
is because of advancement in the carrier mobility pointing 
the semiconductor nature of the studied sample. The 
capacitance value of the grain and grain boundary drops 
with forwarding the temperature. This can be connected 
to the diminishing of charge accumulation near the grain 
boundary region. Because the thermal energy of carriers 
increases at high temperature and hence, they can move 
through the grain boundary region.  
 

Table 1. The calculated resistance and other related parameters of undoped and Ir doped LFO compounds.  
 LuFeO3 

T (K) τgb (s) τg(s) Cgb (F) x10-11 Cg (F) x10-11 Rgb (Ω) Rg (Ω) 
173  8.04x10-4  1.84  4.36x107 
193  9.43x10-5  1.71  5.51x106 
213  1.26x10-5  1.59  7.89x105 
233  2.81x10-6  1.49  1.89x105 
253  7.73x10-7  1.40  5.51x104 
273  2.50x10-7  1.32  1.89x104 
293 3.18x10-2 1.07x10-7 3.37 1.24 9.45x108 8.57x103 
313 4.42x10-3 5.17x10-8 3.35 1.18 1.32x108 4.37x103 
333 8.38x10-4 3.04x10-8 3.35 1.14   
353 1.88x10-4 1.41x10-8 3.33 1.12   
373 4.76x10-5  3.33    

 LuFe0.95Ir0.05O3 
T (K) τgb (s) τg(s) Cgb (F) x10-11 Cg (F) x10-11 Rgb (Ω) Rg (Ω) 

173  7.96x10-3  2.41  3.31x108 
193  2.70x10-3  2.39  1.13x108 
213  1.21x10-3  2.37  5.10x107 
233  5.81x10-4  2.33  2.50x107 
253  2.94x10-4  2.29  1.28x107 
273  1.54x10-4  2.26  6.79x106 
293  8.73x10-5  2.25  3.89x106 
313  4.96x10-5  2.25  2.21x106 
333 9.37x10-2 3.18x10-5 2.67 2.25 3.50x109 1.41x106 
353 3.98x10-2 2.03x10-5 2.62 2.25 1.52x109 9.02x105 
373 1.77x10-2 1.30x10-5 2.52 2.25 7.02x108 5.78x105 

 LuFe0.90Ir0.10O3 
T (K) τgb (s) τg(s) Cgb (F) x10-11 Cg (F) x10-11 Rgb (Ω) Rg (Ω) 

173  2.27x10-3  1.42  1.60x108 
193  8.17x10-4  1.42  5.74x107 
213  3.51x10-4  1.42  2.47x107 
233  1.67x10-4  1.41  1.18x107 
253 7.96x10-2 8.78x10-5 3.76 1.41 2.12x109 6.24x106 
273 3.54x10-2 4.59x10-5 3.73 1.41 9.48x108 3.27x106 
293    1.59x10-2 2.66x10-5 3.68 1.41 4.33x108 1.89x106 
313 7.96x10-3 1.54x10-5 3.58 1.41 2.22x108 1.09x106 
333 3.98x10-3 9.85x10-6 3.48 1.41 1.14x108 7.00x105 
353 2.21x10-3 6.61x10-6 3.33 1.41 6.63x107 4.70x105 
373 1.16x10-3         4.47x10-6 3.25 1.41 3.58x107 3.18x105 
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The resistivity of the studied samples is given semi-log 
scale in Fig. 6 and inset images are provided in log-log 
scale. It is seen that the resistivity decreases as the applied 
frequency increases and resistivity values at different 
temperatures overlaps. Furthermore, it is noticed that the 
undoped and 5 mol % Ir doped samples do not show the 
formation of dc resistivity, Fig. 6 a) and b), respectively. On 
the other hand, the existence of dc resistivity becomes 
visible at temperature T ≥ 0oC at ~ 5 of Hz and it extends 
up to 102 Hz at 100oC, Fig. 6 c). The dc region is chased by 
ac resistivity, which decreases sharply with the applied 
frequency. Such decrement in resistivity with the 
frequency is associated to the exchanging of carriers 
between Fe2+ and Fe3+ ion sites [36]. Fig. 6 d) shows the 
comparison of the resistivities of examined samples at 
100oC.  
 
 

It is noted that 5 mol % sample has the highest resistivity. 
Such high resistivity of Ir substituted samples might be 
connected to lattice distortion created due to the Ir 
doping. The XPS analyses have unveiled that Ir has metallic 
and 4+ valence states in LFO structure. It needs to be cited 
that the radius of metallic Ir, which is 0.2 nm, is much 
larger than that of Fe2+ (0.078 nm) and Fe3+ (0.0645 nm) 
ions. Apparently, the lattice distortion is inevitable in LFO 
structure. Such lattice distortion can act carrier trap 
center and increase the resistivity of parent LFO 
compound [37]. A recent investigation about Os doping 
into Fe sites in LFO structure has also demonstrated 
similar trend [38]. Furthermore, it is known that 
conductivity or resistivity of rare-earth compounds is 
significantly influenced by carrier transfer between Fe2+ 
and Fe3+ ions in the system [36]. 
 

 

 

Figure 6. Resistivity of a) LFO, b) 5 mol %, c) 10 mol % Ir substituted LFO. d) Compares the resistivities at 100 
0C. The inset images represent the log-log scale resistivity versus frequency. 

Conclusions 
 

The porous nature of the LFO and Ir substituted LFO 
ceramics were revealed by SEM analyses. It has been 
shown that Ir doped samples have lower loss- tan(δ) 
values at high frequency and temperature than LFO 
sample. Impedance study has demonstrated that at low 
frequencies the 5 mol % Ir substituted sample has the 

highest impedance values at 100 0C. Z″ and M″ vs 
frequency plots revealed that the presence of a non-
Debye relaxation with short-range movement of carriers 
in the investigated samples. The resistivity studies have 
underlined that Ir doped sample possess the highest 
resistivity than the undoped LFO. The augmentation in the 
resistance could be connected to the lattice distortion and 
reduction in the ratio of Fe2+ ions, which is known that 
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conductivity of rare-earth compounds is significantly 
influenced by carrier transfer/hopping between Fe2+ and 
Fe3+ ions in the system. Recently, LFO has seized attention 
from scientific community because of its electrical, 
magnetic, and optical features. Therefore, the present 
study has detailed that the electrical, optical, and 
magnetic characteristics of LFO can be adjusted with Ir 
substitution. This study could pave the way for doping 
other transition elements into not only Fe but also Lu sites 
in LFO structure.  
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Introduction 

Magnetic configurations give scientists variety of the 
device designs for different purposes, such as, a sensor, 
oscillator or detector and so on.  One of them is magnetic 
crystal, known as artificial spin ice (ASI) which is a new 
crystal arrangement to modify magnetic properties [1-5]. 
With advanced nanotechnology design, scientist can 
enable the generation of connected ferromagnetic 
nanowire networks such as magnetic metamaterials [6, 7] 
. Artificial spin ice is fabricated lithographically 2D 
ferromagnetic nanoscale islands to create an imitation of 
the complex magnetic order and collective behavior of 
magnetic islands [1, 5, 7, 8]. There are many areas of usage 
of ASI such as to study geometrical frustration and 
potential applications such as an information storage, 
signal propagation, and logic devices due to properties like 
ferromagnetic resonance (FMR) signal in the GHz-regime 
[9-18],  although, there are few study about annealing the 
arrays to temperature near or above the Curie 
temperature of the ferromagnetic materials [19, 20]. 
Therefore, for these wide range studying area, the static 
and dynamic behaviors of the ASI structures should be 
studied in a systematic path in high temperature, while 
using a connected ASI network as a circuit element.   For 
this purpose, the role of the current injection in a 
nanoscale ASI cell as a magnetic network should be 
studied to oversee temperature distribution without 
disturbing magnetic properties of magnetic network.  

Heating profile is important for a device working 
parameters because temperature is a significant factor to 
effect the magnetic properties of the network. First, 3D 
finite element simulation was carried out in an ASI cell to 
understand the complex nature of the ASI network by 

using COMSOL multiphysics. Simulation is consisted of 
electrical and thermal effects as a function of 
temperature, and also magnetization is added as an 
equation depending on the temperature.  All of them are 
combined with iterative approach with coupled 
differential equations and also Seeback coefficient was 
included to account for thermoelectric effect. The 
simulation results report that the heating profile is mainly 
due to isotropic/anisotropic heating depending on the 
geometry and amplitude of the current pulse. The model 
successfully predicts the temperature distribution and 
magnetization change during applied current pulse 
depending on the shape of the network. 

A device design needs a clear explanation to 
understand not only the temperature, but also 
magnetization change according to applied voltage, 
especially, for magnetization which is an important 
parameter to design a magnetic device with spin ice 
frustration.  Therefore, it is important to investigate with 
3D finite element model for a network by using a square 
spin ice geometry 

Material and Method 

Device Structure 
Device geometry is illustrated in Figure 1. Patterned 

permalloy (NiFe) ASI cell structure is sandwiched between 
two 50 nm thick WTi metal electrodes.  Au layer is also 
used for contact electrode and to isolate the device from 
the environment, Al2O3 is used. Current pulse is applied 
from top contact to ASI. The thickness of permalloy is 10 
nm. 
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Figure 1. Artificial spin ice (ASI) cell structure and its 
dimensions. 

3D Finite Element Model 
It is crucial to know the momentary solution of 

equations in every point and every time in device during 
simulation. In the simulation, different equations (like 
Laplace equation, heat diffusion equation, magnetization 
change equation) are solved depending on the 
temperatures of the materials. Therefore, different sub 
models were constructed to solve the equations for each 
mesh element. In the electrical model, Laplace equation is 
solved iteratively (with 0.1ns time range) and to obtain the 
electrical potential distribution F(x,y,z), thermal submodel  
is combined to electrical model. 

∇. [𝜎. ∇𝐹]  (1) 

Where σ is the electrical conductivity of the materials. At 
room temperature resistivity ρ is 202.4 µΩ.cm [21].  It has 
to be note that σ (1/ ρ) electrical conductivity has 
temperature dependence, therefore, with temperature 
increase, Permalloy becomes highly conductive due to σ 
electrical conductivity. 
In thermal model, due to electrical potential in device, 
there are two important parameters to contribute, 

𝑄 = (𝐽𝐴)2. 𝑅∆𝑡.  (2) 

where A and Δt is the cross-sectional area and the 
simulation time step, respectively. J and R parameters are 
electrical current density and the resistance value of the 
material. Heat diffusion equation answers how the 
temperature is distributed in materials, therefore, the heat 
equation is solved iteratively to obtain temperature 
distribution T(x,y,z) in every point and time in device during 
simulation. 

 C ∂T/∂t-∇.[κ∇T]=Q+Qth  (3) 

Where C and κ is the heat capacity and the thermal 
conductivity, respectively. To account for the contribution 
of thermoelectric effect, Qth=-TJ∇S is added to simulation. 
Where S temperature dependence Seebeck coefficient 
and the equation is following [22].  

 ∇S=dS/dt.∇T (4) 

For permalloy, room temperature thermal conductivity κ 
value is 23 W/(m.K) [23] and Seebeck coefficient S value is 
83.1 µV/K [24]. For the magnetization of the Permalloy, I 
used an equation representing the change of 
magnetization according to temperature as following, 

m(T)=m(0)(1-T/Tc ) β  (5) 

where β is coefficient from the obtained a 3D Heisenberg 
model [25] and TC is the Curie temperature of permalloy.  
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Figure 2. Magnetization vs temperature for permalloy 
used in simulation [26]. 

In a device structure, due to joule heating, change in 
the magnetization should be observed during simulation. 
The graph of equation of magnetization vs temperature 
for Permalloy used in simulation is given in    Figure 2. The 
equation from the study, J Fassbender et al 2009 [26] was 
modified and used in the simulation. 

Simulation Results 

During an applied voltage pulse 2V with 10 ns width 
and 2 ns trailing edge, the maximum temperature value is 
observed as 855.15 K at 9.7 ns and obtained 
magnetization change according to temperature is given 
in Figure 3. We can see the counter line for temperature 
and magnetization. Around the shape corner, counter line 
numbers are getting more and it is evidence to see 
maximum temperature and min magnetization value. As 
you can see here, because of current crowding, maximum 
temperature minimum magnetization is also obtained 
around the same corners. However, reaching Curie 
temperature of Permalloy, magnetization goes to zero 
because of being paramagnet and in the Figure 3b) blue 
color corresponds to zero magnetization from the color 
code for magnetization rate. Thermoelectric effect is small 
compare to Joule heating due to very short distance.   
The graph of temperature and magnetization change at 
point P with an applied voltage pulse are given in Figure 4. 
It is clear to see that, after applying 10 ns pulse but due to 
falling edge, maximum temperature is observed less than 
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10 ns and minimum magnetization due to the Curie 
temperature of permalloy was observed. Curie 
temperature of permalloy is around 833 K  [26] and even 
we can see the results from the observed data 
 

 

Figure 3. Magnetization vs a) Temperature and b) 
Magnetization change at 9.7 ns from the center slice and 
counter line to see the change when 10 ns width 2 V 
magnitude voltage pulse was applied c). Color codes 
correspond temperature in a) and magnetization rate in 
b).temperature for permalloy used in simulation [26]. 

 

 

Figure 4. a) Temperature and b) Magnetization versus time 
at point P in c) for an applied voltage pulse of 2V, with 10 
ns width and 2 ns trailing edge.  Due to trailing edge, 

maximum temperature was obtained at 9.7 ns. 

After 9.7ns, the magnetization increases with decreasing 
temperature, namely permalloy again demonstrates 
ferromagnetic behavior. However, this is very important to 
know while fabricating a magnetic device, especially 
estimating programing current to avoid losing magnetic 
properties of a ferromagnetic material. Therefore, for 
scientist, device design and material selection is crucial 
issues to fabricate new magnetic device without losing 
magnetic properties of the device. 

Discussion and Conclusion 

In this study, the aim is to understand behavior of a 
magnetic network by using an electrical device while 
applying a voltage pulse and device design importance 
without losing magnetic properties. Due to joule heating, 
there is a temperature increase in the device and a 
possibility to lose magnetic properties. Temperature is a 
crucial factor for a magnetic material, especially around 
Curie temperature. Therefore, to avoid magnetization loss 
of device, applied programing pulse and device design to 
decrease the effect of joule heating are fundamental factor 
to fabricate a magnetic device to use for different purposes 
such as, sensor, detector or oscillator. 
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Introduction 

It has always been desired to sense and manipulate 
biological or inorganic objects by not only harmless but 
also contactless methods. Using light and acoustic waves 
[1] is the most practical way to reach this aim. Surface
acoustic waves (SAWs) have been receiving extensive
attention on various research and application areas
related to delay lines [2], filters [3, 4], microfluidics [5–7],
gas-detection [8, 9], mass detection [10] and bio-
detection applications [11, 12]. Due to these wide ranges
of research and application areas, SAW devices have
drawn significant interest in recent decades.

By the proposition of the phononic crystals (PnCs)[13], 
which offer acoustic band gaps depending on the 
periodicity and geometry of the material, the guided 
SAWs have also been enabled, similar to photonic crystal 
slabs [14–16]. Recently, a periodic array of pillars emerged 
as the prominent phononic crystal geometry with a 
considerably broad range of application areas[17–19].  

Piezoelectric phononic crystals (PPnCs), periodic 
elastic structures composed of either extrusions or 
grooves on a piezoelectric substrate, have also been 
drawing attention in terms of both physical properties and 
applications. Applications of PPnCs have emerged in 
different fields such as waveguiding [20–22], bio and mass 
sensing [23–25], energy harvesting [26] and microfluidics 
[27]. Fundamentally, the locally resonant and/or the 
Bragg bandgap of PPnCs paves the way for various types 
of applications and the bandgap characteristics are closely 
related to the geometric parameters of the PPnC. 

Ash et al. showed that broader SAW band gaps could 
be achievable by using ring-shaped metamaterials as 
being piezoelectric phononic crystals [28]. Also, the 

geometrical parameters like ring radii, pillar height and 
groove depth can tune the frequency range where the 
phononic crystal will be efficient. Because of these 
reasons, it is crucial to obtain the proper geometrical 
parameters and the effects on the acoustic bandgap for 
superior phononic device applications. 

In this work, band profile of PPnC and SAW 
attenuation characteristics are simulated by means of the 
finite element method (FEM) for the ring-shaped groove 
model. Simulations are performed for various pillar 
heights, which differ from the groove height, while the 
inner and outer ring radii have fixed values. 

Material and Method 

FEM simulations were performed to inspect the band 
structures of the ring-shaped PPnCs and SAW 
transmission spectra as a function of the PPnC pillar 
height. All simulations were carried out through COMSOL 
Multiphysics 5.3a by employing the piezoelectricity 
module, which couples the elastic wave equation and 
relevant Maxwell’s equation (Gauss’ law) to obtain 
stresses and electrical potential distributions over 
piezoelectric materials.  

For ease of comparison to the work of Ash et al. [19], 
a two-dimensional (2D) PPnC in the square lattice is 
considered. As shown in Figure 1a), the square PPnCs are 
modeled by fixing the groove depth (hgrv) to 6 m, groove 
top radius (ro) to 5 m, pillar bottom radius (ri) to 3 m, 
lattice constant (a) to 12 m, while the pillar height (hpillar) 
is ranged from 5 m to 7 m. The wall inclination angle () 

346 
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is set as 10.2, which is experimentally reported for 128 
Y-cut X-propagating (YX-128) lithium niobate (LiNbO3)
[29]. This cut is defined in COMSOL through the Euler
angles ()=(0,38,0). The definition of Euler angles is
more convenient than the transformation of elasticity and
coupling matrices of Z-cut LiNbO3.

The eigenfrequencies are determined on the 
irreducible Brillouin zone (BZ) in the 1st BZ and the 
wavevector k is swept on the boundaries along the 
 path for the square array. Figure 1b 
represents the 3D schematic of the modeled PPnC unit 
cell. Bloch-Floquet periodic boundary condition (PBC) is 
defined for both opposing sides of the unit cell and the 

bottom side of the unit cell was defined as a fixed 
constraint surface to avoid unwanted displacement 
effects. The piezoelectric slab height was chosen as 
hslab=200 m, a value much higher than SAW penetration 
depth at the frequency range of interest (around 100 
MHz). According to the geometric parameters of the PPnC 
unit cell given in Figure 1, there is a local resonance band 
gap (LRBG) resulting from the resonance vibrations of the 
core column, which is found to be below the expected 
Bragg band gap [19]. Here, it is shown that the 
characteristics, i.e., the LRBG edge frequencies and width 
can be tuned by varying hpillar. 

Figure 1. Schematic illustration of the a) cross-sectional view of modeled unit-cell, b) 3D image of the modeled ring-
shaped PPnC unit cell with wavevector path at the 1st BZ and c) the model with planar IDT pairs, PMLs and PPnC 
array for the transmission simulation. 

After the PPnC band structure is obtained for each 
hpillar value, the corresponding transmission spectra are 
obtained through frequency domain FEM simulations. 
Here, Rayleigh-type SAWs are generated by interdigitated 
transducers (IDTs), which are the standard means of radio 
frequency (RF) SAW generation in such systems [30]. SAW 
transmission spectra are simulated for two facing identical 
IDTs and a PPnC array in between, as shown in Figure 1(c). 
To work in a broad frequency range, chirped IDTs [31] are 
modeled, where the finger width ranges from 7.5 m to 
12.5 m with a step increase of =0.5 m and the number 
of finger pairs in each IDT is N=11. The PPnC array with 15 
periodic units equally spaced from the IDT fingers lays 
along [10] direction. The IDT on the left in Figure 1(c) is 

defined as the source to propagate SAW, while the right-
side one is used to probe the transmitted signal through 
the floating potential (Vprobe). SAW transmittance (S21) is 
calculated from the 𝑆 = 20 × 𝑙𝑜𝑔 𝑉 𝑉⁄   where 
V0 = 50 V is the RF amplitude. Perfectly matched layers 
(PML) [32] are placed at the edge of the model in the 
direction of the SAW propagation and the bottom side 
was defined as a low-reflecting boundary (LRB) to 
minimize the unwanted reflections. PBC is used on the 
sides parallel to the SAW propagation direction, that is 
only one row of the PPnC is modeled, while the infinitely-
many rest images are replicates through the PBC. 
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Results and Discussion 
.  

The band structure of the PPnC is plotted as a function of 
pillar height inFigure 2.  The red dashed lines show the 
Rayleigh SAW modes of the unperturbed bulk and the other 
leaky SAW dispersion lines are not presented. The grey 
shaded areas denote the ranges of these leaky modes, which 
are ruled out. Below the SAW line in Figure 2, there appear 
several bands due to different vibration mechanisms. The 
lowermost two bands correspond to bending and expansion 
modes of the core pillar therefore flat they are [19]. The third 
band, on the other hand, comprises of anti-resonant modes 
of the outer grooves. The orange stripes lying between the 
second and third bands are the LRBGs, which appear 
between 105.2 - 111.2 MHz for the 5 m core pillar height and 
shift towards the frequencies between the 70.8-82.4 MHz 
while the core pillar height increases up to 7 m. Only one 
LRBG appears for each case, where the Bragg bandgap 
frequency is estimated to be around 200 MHz, from the 
condition =1/2.  

The two bands below the LRBG related to the pillar 
modes shift to lower frequencies by the increasing pillar 
height of the ring-shaped PPnC. Similar results were reported 
for the pillar type PPnC arrays, through both experimental 
and simulation results [17, 19, 33]. Besides, the gap between 
the dispersion lines corresponds to the localized modes of 
the pillar decreases with the increasing height. 
 

 

Figure 2. The band structures of the square array ring-
shaped PPnCs with different pillar heights: a) 5 m 
to 6 m and b) 6 m to 7 m. 

 
This pillar height dependence of the local resonant 

frequency also paves the way for the adjustment of the 
frequency, likewise the previous reports for the all-pillar 
type PPnCs, which is defined to be located above the 
surface of substrate [19]. Differently from the all-pillar 
PPnC arrays, for the ring-shaped PPnCs, the third band at 
the higher frequencies can be modulated by varying the 
pillar height of the ring-shaped PPnCs. 

 

Figure 3. Variation of LRBG edge frequencies as a 
function of the PPnC pillar height. 

Figure 3 shows the bandgap change as a function of the pillar 
height of the ring-shaped PPnCs. As seen in Figure 3, the LRBG 
location shifts towards lower frequency regions. At the same 
time, the bandgap expands nearly by a factor of 2 from the 
lowest (5 m) to the highest (7 m) pillar height. The monotonic 
behavior may be attributed to the added mass with increasing 
hpillar, which results in elevated inertia of the core pillars. 

The transmission spectra (S21) are obtained for a better 
understanding of PPnC and SAW interaction. Figure 4 shows the 
SAW transmission spectra ranged between 70 MHz and 130 
MHz for each pillar heights from 5 m to 7 m. The red dashed 
line in Figure 4 represents the S21 spectrum of the bare chirped 
IDT pairs (i.e., without PPnC in between). Each transmission 
spectrum has two apparent peaks and the major one is located 
at nearly 100 MHz, while the minor one is around 80 MHz. As 
compared to the dispersion profiles, both S21 peaks shift towards 
lower frequencies until the pillar top is in line with the LiNbO3 
surface (i.e., hpillar=6 m). Just after the pillar reaches above the 
surface, the peak around the 100 MHz slightly shifts to higher 
frequencies, whereas the minor peak continues to shift towards 
lower frequencies. The characteristics of the minor peak can be 
attributed to pillar height dependency of the local resonant 
profile of the ring-shaped PPnC [18]. 

 

Figure 4. SAW transmission spectra of ring-shaped square 
PPnC array on the [10] orientation for different pillar 
heights 
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A drastic increment is also observed in the SAW 
attenuation (transmission loss) for hpillar>hgrv in both major 
and minor peaks, as shown in Figure 5.  For hpillar6.25 m, 
however, transmission loss shows a decreasing profile 
with the increment of the pillar height of the PPnC, Figure 
5(b). 
 

 

Figure 7. a) Major and minor peak frequencies in S21 
spectra and, b) the attenuation intensity at the 
peak frequency for the various pillar height of the 
ring-shaped PPnC arrays. 

 

 
Figure 6. a) Cross-sectional view of the electrical potential distribution 

for different ring-shaped PPnC pillar heights calculated at the 
corresponding S21 major peak frequencies (99.4 MHz, 97.2 MHz, 
97.8 MHz and 98.4 MHz, respectively). b) Electrical potential 
distribution on the slab surface and the line profile voltage 
distribution on the probe IDT  for the various core pillar height. 

Figure 6 visualizes the potential distribution over the 
simulated model at the major peak frequencies 
corresponding to different hpillar values extracted from the 
SAW transmission spectra in Figure 4. It can be clearly 
seen in Figure 6 that PPnC arrays with lower height pillars 
(hpillar<hgrv) have no superior attenuation performance. In 
good agreement with the results in Figure 4, the PPnC 
arrays that have pillars with hpillarhgrv, exhibit better 
attenuation characteristics according to the more 
pronounced darker regions in Figure 6a and the voltage 
distributions in the Figure 6b. 

Conclusion  

In summary, the band structures and the SAW 
transmission spectra of PPnCs with ring-shaped grooves 
are simulated as a function of core pillar height. It is 
observed that the increment in the pillar height of the 
ring-shaped PPnC leads to a decrease in the LRBG edge 
frequencies while the width of LRBG is increasing.  
Agreeing results are obtained from the SAW transmission 
peaks and the voltage distribution on the probe IDT, which 
tend to show decreasing attenuation profile with the 
increasing pillar height. The potential distributions also 
show the ring-shaped PPnCs with hpillar 6 m have better 
attenuation performance. 
Taking into account all of these findings from the 
simulations, the frequencies at which the ring-shaped 
PPnCs are functional can be utilized to tune surface 
acoustic wave attenuation by adjusting the pillar height of 
the model. Increasing pillar height is equivalent to adding 
extra load on the pillars. Thus, the investigated PPnC can 
be employed in sensing applications through the mass 
loading effect. 
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Introduction 

Generalization of the well-known distributions have 
been widely used to get more flexible statistical models. 
For instance, the generalized gamma distribution for 
modeling the distribution of income rate is introduced in 
[1], proposed inverse Gaussian distribution is proposed in 
[2], the generalization of Pareto distributions are studied 
in [3-5] and, the generalized beta of the first and second 
kind as models for the size distribution of income is 
introduced in [6]. Beta distribution is used as a generator 
function by [7] and they propose a new class of 
distribution, which are called beta-generated (BG) 
distributions. This generalization proceeds as follows, 
𝐹(𝑥) is the cumulative distribution function (cdf) of any 
random variable  𝑋, 𝑏(𝑡) is the probability density 
function (pdf) of beta random variable then the cdf of 
beta- generated random variable 𝐺(𝑥) is defined as 

 

𝐺(𝑥) = ∫ 𝑏(𝑡)𝑑𝑡
𝐹(𝑥)

0

 (1.1) 

 

(1.2) gives the pdf of beta-generated random variable. 
 

𝑔(𝑥) =
1

𝐵(𝛼, 𝛽)
𝑓(𝑥)[𝐹(𝑥)]𝛼−1[1 − 𝐹(𝑥)]𝛽−1 (1.2) 

 

In literature, there are various types of studies including 

beta-generated distributions, see [8-13]. Kumaraswamy 

generalized distribution (KWG) by using Kumaraswamy 

distribution instead of beta distribution in (1.2) is 

introduced in [14]. Many researchers proposed some 

variations of KWG distributions, see [15-17]. 

Following the idea of generating BG distributions, a 

new technique to generate continuous probability 

distributions is proposed in [18]. This new approach is 

described as follows: 

Let 𝑋 be a random variable whose pdf is 𝑓(𝑥) and cdf 

is 𝐹(𝑥). Let 𝑇 be a continuous random variable with pdf 

ℎ(𝑡) defined on the interval [𝑎, 𝑏]. The cdf of the new 

family of distribution is defined as 

 

𝐺(𝑥) = ∫ ℎ(𝑡)𝑑𝑡

𝑊[𝐹(𝑥)]

𝑎

 
(1.3) 

 

where 𝑊[𝐹(𝑥)] is differentiable and monotonically 
non-decreasing in x. It should be also noted that 
𝑊[𝐹(𝑥)] → 𝑎  as 𝑥 → −∞ and 𝑊[𝐹(𝑥)] → 𝑏  as 𝑥 → ∞. 
The corresponding pdf of 𝑋 can be written as 

 
 

𝑔(𝑥) = {
𝑑

𝑑𝑥
𝑊[𝐹(𝑥)]} ℎ{𝑊[𝐹(𝑥)]} (1.4) 

 

In this generalization procedure, the random variable 
𝑇  is called "transformed" into a new cdf 𝐺(𝑥) through the 
function 𝑊[𝐹(𝑥)], which is called "transformer". So, 𝐺(𝑥) 
is called "Transformed-Transformer" or 𝑇 −
𝑋 distribution. Following the technique which is proposed 
and well defined in [18], we study with the transformer 
function 𝑊[𝐹(𝑥); 𝜃] which is introduced to generate a 
new life time distribution in [19]. This transformer 
function is also used to obtain a new extension of 
Generalized Extreme Value distribution which is proposed 
as a model for an earthquake data in [20].  

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-7433-1297
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In this paper, we study to obtain new extensions of the 
three probability distributions-Normal, Kumaraswamy, 
and Weibull by transforming uniform random variable 
through the transformer function 𝑊[𝐹(𝑥); 𝜃] 

The rest of the paper is organized as follows: In Section 
2, a brief summary of the methodology is given. In Section 
3 the methodology is applied to Normal, Kumaraswamy 
and Weibull distributions to get new extensions. The 
properties of new extensions distributions such as 
moments, quantiles functions and the maximum 
likelihood (ML) equations are obtained. Some simulations 
studies are conducted to present how the new extensions 
change according to the representative values of the 
parameter (θ) of the generator function, 𝑊[𝐹(𝑥); 𝜃]. In 
Section 4, real data examples are considered to present 
the performances of the new extensions of the studied 
probability distributions. Section 5 concludes the paper. 

 

Materials and Methods 
 

The transformer function which is introduced by [19] 
is given and then recalling (1.3), the cdf of Uniform-X 
distributions is defined. 

 

𝑊[𝐹(𝑥); 𝜃] =
exp (−𝜃𝐹(𝑥)) − 1

exp (−𝜃) − 1
 (2.1) 

 

where 𝜃𝜖𝑅. Furthermore, 𝑊[𝐹(𝑥); 𝜃] → 0 as 𝑥 → −∞ 

and  𝑊[𝐹(𝑥); 𝜃] → 1 as 𝑥 → ∞. 

 

Definition 2.1 Let 𝑋 be a random variable whose pdf is 
𝑓(𝑥);  𝑎 < 𝑥 < 𝑏  and cdf is 𝐹(𝑥). Let 𝑇  be a uniform 
random variable, whose pdf is ℎ(𝑡) = 1; 0 < 𝑡 < 1. Then 

 

𝐺(𝑥) = ∫ 𝑑𝑦 =
exp (−𝜃𝐹(𝑥)) − 1

exp (−𝜃) − 1
, 𝑎 < 𝑥 < 𝑏

exp (−𝜃𝐹(𝑥))−1
exp (−𝜃)−1

0

 
(2.2) 

 

is a cdf of the Uniform-X (Uni-X) distribution. The pdf of 
Uni-X distribution is in (2.3). 
 

(𝑥) =
𝜃𝑓(𝑥)exp (−𝜃𝐹(𝑥))

1 − exp (−𝜃)
, 𝑎 < 𝑥 < 𝑏, 𝜃𝜖𝑅 (2.3) 

 

The properties of the Uni-X distribution are as follows: 

1. For all bounded or unbounded intervals, this new 
extension of distributions inherits the properties of 
being a pdf 

2. Extensions are defined on the same interval  [𝑎, 𝑏]  
3. If θ goes to 0, the 𝑔(𝑥) defined in (2.3) converges to 

the studied pdf distribution 𝑓(𝑥)  
 

lim
𝜃→0

𝜃𝑓(𝑥)exp (−𝜃𝐹(𝑥))

1−exp (−𝜃)
→ 𝑓(𝑥). 

The moment generating function (mgf) of Uni-X 

distributions is defined as follows 

 

𝑀𝑋(𝑡) = ∫ 𝑒𝑡𝑥
𝜃𝑓(𝑥)exp (−𝜃𝐹(𝑥))

1 − exp (−𝜃)

𝑏

𝑎

𝑑𝑥. (2.4) 

 

By substituting 𝑢 = 𝐹(𝑥), Taylor series expansion of   

𝑒𝑡𝐹−1(𝑢)𝑒−𝜃𝑢 can be considered to obtain the moments of 
the Uni-X distributions. However, the closed form of the 
moments of the studied Uni-X distributions in this study 
cannot be obtained.  

The quantile function of Uni-X distributions in (2.5) is 
obtained by using the simple inverse cdf technique. 
 

𝑄(𝑝) = 𝐹−1 {−
1

𝜃
ln (𝑝(exp (−𝜃) − 1) + 1)} (2.5) 

 

The Uni-X distributions are extensions of the studied 
distributions firstly denoted by 𝐹(𝑥) in (2.1).  In this study, we 
study normal distribution (typical example of symmetric 
distributions), Weibull distribution (representative of the 
positively skewed distributions) and Kumaraswamy 
distribution (symmetric, positively skewed and negatively 
skewed form) as 𝐹(𝑥)  and introduce their extensions which 
are called Uni-Normal, Uni-Weibull, Uni-Kumaraswamy, 
respectively in the following three sub-sections. 

Uniform-Normal Distribution   
Consider a normal distribution with pdf ∅(𝑧) and cdf 

Φ(z) where 𝑧 =
𝑥−𝜇

𝜎
, μ and σ are the location and the scale 

parameters, respectively. Recalling (2.2), the cdf of 
uniform-normal (Uni-Normal) distribution is defined as 

 

𝐺(𝑥) =
exp (−𝜃Φ(z))−1

exp (−𝜃)−1
,  −∞ < 𝑥 < ∞ (3.1) 

 
The pdf of Uni-Normal distribution is defined as 
 

𝑔(𝑥) =
𝜃∅(𝑧)exp (−𝜃Φ(z))

𝜎(1−exp (−𝜃))
, −∞ < 𝑥 < ∞   (3.2) 

 
 

 

 

Figure 1. The pdfs and cdfs of Uni-Normal 
distribution, 𝜇 = 0 and 𝜎 = 1 
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Figure 1 illustrates the pdfs and the cdfs of the Uni-
Normal distribution for different 𝜃 values. When 𝜃 tends 
to 0, the pdf reduces to the well-known normal 
distribution, when 𝜃 > 0, then the pdf becomes positively 
skewed and 𝜃 < 0 then the pdf becomes negatively 
skewed. 

The quantile function 𝑄(𝑝), 0 < 𝑝 < 1 and the 
median of the Uni-Normal distribution are defined as 

 

𝑄(𝑝) = 𝜇 + 𝜎Φ−1 {−
1

𝜃
ln (1 − 𝑝(𝑒𝑥𝑝(−𝜃) − 1))}    (3.3) 

 

 

𝑄 (
1

2
) = 𝜇 + 𝜎Φ−1 {−

1

𝜃
ln (1 −

1

2
(1 + 𝑒𝑥𝑝(−𝜃)))} 

(3.4) 

 
respectively. 
Considering (3.3), a simulation study is conducted to 

present how to change sample mean, variance, skewness 
values (SV) and kurtosis values (KV) according to the 
different values of 𝜃The random samples with size 100 are 
generated 100.000 times and the results are listed in Table 
1. 

 
Table 1. The simulation results for the Uni-Normal distribution, 𝜇 = 0 and 𝜎 = 1 

θ Mean Variance SV KV 

-5 1.082 0.767 -0.288 3.583 

-2 0.534 0.938 -0.218 3.180 

-0.001 0.001 0.997 -0.002 2.936 

0 0.000 1.000 0 3.000 

0.001 -0.001 0.997 0.001 2.938 

2 -0.534 0.937 0.224 3.185 

5 -1.081 0.767 0.289 3.534 

Table 1 indicates that θ tends to 0 the Uni-Normal 
distribution converges to the well-known normal 
distribution and θ increases, the SV and the KV increase 
and the variance decreases. 

Now, suppose 𝑍1, 𝑍2, … , 𝑍𝑛 are random variables from 
a Uni-Normal distribution defined in (3.1), then the 
likelihood function and the log-likelihood function are 
defined in (3.5) and (3.6), respectively. 

 
𝐿(𝜇, 𝜎, 𝜃)

= 𝜃𝑛𝜎−𝑛(1 − 𝑒𝑥𝑝(−𝜃))−𝑛 ∏ ∅(𝑧𝑖) ∏ exp (−𝜃∅(𝑧𝑖))

𝑛

𝑖=1

𝑛

𝑖=1

 
(3.5) 

 

 
𝑙(𝜇, 𝜎, 𝜃) = 𝑛𝑙𝑛𝜃 − 𝑛𝑙𝑛𝜎 − ln(1 − 𝑒𝑥𝑝(−𝜃)) +
∑ ln (𝑛

𝑖=1 ∅(𝑧𝑖)) − 𝜃 ∑ Φ(𝑧𝑖)𝑛
𝑖=1  . 

(3.6) 

 
By differentiating the log-likelihood function with 

respect to the unknown parameters and equating them to 
zero, we obtain the following likelihood equations. 

 

𝜕𝑙𝑛𝐿

𝜕𝜇
= ∑ 𝑧𝑖

𝑛

𝑖=1

+ 𝜃 ∑ ∅(𝑧𝑖) = 0   

𝑛

𝑖=

 

𝜕𝑙𝑛𝐿

𝜕𝜎
= −𝑛 + ∑ 𝑧𝑖

2

𝑛

𝑖=1

+ 𝜃 ∑ ∅(𝑧𝑖) = 0

𝑛

𝑖=

 

𝜕𝑙𝑛𝐿

𝜕𝜃
=

𝑛

𝜃
−

𝑛𝑒𝑥𝑝(−𝜃)

1 − 𝑒𝑥𝑝(−𝜃)
− ∑ ∅(𝑧𝑖) = 0

𝑛

𝑖=

 

(3.7) 

 

Solutions of (3.7) are called ML estimates. The 
equations need to be solved with numerical methods such 
as Newton Raphson or iteratively reweighting algorithm. 

 

Uniform-Kumaraswamy Distribution 

Let 
( )f x

and 
( )F x

be the pdf and the cdf of 
Kumaraswamy distribution, respectively. Based on the 
Definition 2.1, the cdf of the Uniform-Kumaraswamy (Uni-
Kums) distribution is obtained 

𝐾(𝑥) =
exp (−𝜃𝐹(𝑥)) − 1

exp (−𝜃) − 1

=
exp(−𝜃[1 − (1 − 𝑥𝑎)𝑏]) − 1

exp (−𝜃) − 1
 

(3.9) 

 

𝑘(𝑥) =
𝜃𝑓(𝑥)𝑒𝑥𝑝(−𝜃𝐹(𝑥))

1−exp (−𝜃)
=

𝜃𝑎𝑏𝑥𝑎−1(1−𝑥𝑎)𝑏−1exp (−𝜃[1−(1−𝑥𝑎)𝑏])

1−exp (−𝜃)
                               

(3.10) 

 

where      0 < 𝑥 < 1,     𝑎, 𝑏 > 0  
Figure 2 demonstrates the pdfs and the cdfs of Uni-

Kums distribution for different values of  𝜃. The Uni-Kums 
distribution becomes more skewed (positively or 
negatively) according to the parameter 𝜃 values. 

 

 

 
 

Figure 2. The pdfs and cdfs of Uni-Kums distribution, 𝑎 =
2 and 𝑏 = 2.5 
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The quantile function 𝑄(𝑝), 0<p<1 and the median of 
the Uni-Kums distribution are defined as respectively. 

 

𝑄(𝑝) = (1 − [1 +
ln (1+𝑝(exp (−𝜃)−1))

𝜃
]

1

𝑏
)

1

𝑎

                
(3.11) 

 

 

𝑄 (
1

2
) = (1 − [1 +

ln (1+0.5(exp (−𝜃)−1))

𝜃
]

1

𝑏
)

1

𝑎

                
(3.12) 

 

 
Considering (3.11), the simulation procedure in sub-

section 3.1 is applied to Uni-Kums distribution with the 
parameters 𝑎 = 2 and 𝑏 = 2. The results are listed in 
Table 2 indicate that θ tends to 0, the Uni-Kums 
distribution converges to the well-known Kumaraswamy 
distribution and when θ values increases the SV and the 
KV also increases. 

 

 
Table 2. The simulation results for the Uni-Kums distribution, a=2, b=2 

θ Mean Variance SV KV 

-5 0.766 0.143 -1.056 4.348 

-2 0.652 0.199 -0.640 2.840 

-0.001 0.533 0.221 -0.123 2.193 

0 0.533 0.221 -0.123 2.193 

0.001 0.533 0.221 -0.123 2.193 

2 0.412 0.208 0.375 2.466 

5 0.290 0.159 0.763 3.745 

Suppose 𝑋1, 𝑋2, … , 𝑋𝑛 are random variables from the 
Uni-Kums distribution defined in (3.9) and the likelihood 
function and the log-likelihood functions of this random 
sample are obtained as follows, respectively. 

𝐿 = (𝑎, 𝑏, 𝜃) = ((1

− exp (−𝜃))−𝑛𝜃𝑛𝑎𝑛𝑏𝑛exp (−𝜃 ∑ 1

𝑛

𝑖=1

− (1 − 𝑥𝑖
𝑎)𝑏)) ∏ 𝑥𝑖

𝑎−1

𝑛

𝑖=1

∏(1

𝑛

𝑖=1

− 𝑥𝑖
𝑎)𝑏−1 

(3.13) 

 

 
𝑙(𝑎, 𝑏, 𝜃) = −𝑛𝑙𝑛(1 − exp (−𝜃)) + 𝑛𝑙𝑛𝜃 + 𝑛𝑙𝑛𝑎 +
𝑛𝑙𝑛𝑏 + ∑ (𝑎 − 1)𝑙𝑛𝑥𝑖

𝑛
𝑖=1 + ∑ (𝑏 − 1)ln (1 − 𝑥𝑖

𝑎𝑛
𝑖=1 ) −

𝜃 ∑ [1 − (1 − 𝑥𝑖
𝑎)𝑏]𝑛

𝑖=1   . 

(3.14) 

 

 
By differentiating the log-likelihood function with 

respect to the unknown parameters and equating them to 
zero we obtain the following likelihood equations 

𝜕𝑙𝑛𝐿

𝜕𝑎
=

𝑛

𝑎
+ ∑ 𝑙𝑛𝑥𝑖 − (𝑏 − 1) ∑

1

1 − 𝑥𝑖
𝑎 𝑥𝑖

𝑎𝑙𝑛𝑥𝑖

𝑛

𝑖=1

𝑛

𝑖=1

+ 𝜃 ∑ 𝑏(1 − 𝑥𝑖
𝑎)𝑏−1𝑥𝑖

𝑎

𝑛

𝑖=1

𝑙𝑛𝑥𝑖 

𝜕𝑙𝑛𝐿

𝜕𝑏
=

𝑛

𝑏
+ ∑ ln(1 − 𝑥𝑖

𝑎)

𝑛

𝑖=1

+ 𝜃 ∑(1 − 𝑥𝑖
𝑎)𝑏ln (1 − 𝑥𝑖

𝑎)

𝑛

𝑖=1

 

𝜕𝑙𝑛𝐿

𝜕𝜃
=

𝑛

𝜃
−

𝑛𝑒𝑥𝑝(−𝜃)

1 − 𝑒𝑥𝑝(−𝜃)
− ∑[1 − (1 − 𝑥𝑖

𝑎)𝑏]

𝑛

𝑖=1

 

 

(3.15) 

 

 

Solutions of (3.16) are called ML estimates and which 
are obtained by solving the equations with numerical 
methods. 

Uniform-Weibull Distribution 
In this sub-section, we consider ℎ(𝑥) and 𝐻(𝑥) as the 

pdf and cdf of Weibull distribution, respectively. 
Considering the Definition 2.1, the cdf and pdf of the 
Uniform-Weibull (Uni-Weib) distribution are obtained as, 
respectively. 

𝑉(𝑥) =
exp (−𝜃𝐻(𝑥))−1

exp (−𝜃)−1
=

𝑒
−𝜃[1−exp (−(

𝑥
𝜆

)𝑘)]
−1

exp (−𝜃)−1
,     𝑥, 𝜆, 𝑘 > 0               

(3.16) 

 
 

𝑣(𝑥) =
𝜃ℎ(𝑥) exp(−𝜃𝐻(𝑥))

1 − exp(−𝜃)

=

𝜃
𝑘
𝜆

(
𝑥
𝜆

)
𝑘−1

exp (− (
𝑥
𝜆

)
𝑘

) exp (−𝜃 [1 − exp (𝑒−(
𝑥
𝜆

)
𝑘

)])

exp(−𝜃) − 1
,    

𝑥, 𝜆, 𝑘 > 0    

(3.17) 

 

The quantile function and the median of the Uni-Weib 
are defined, respectively. 

𝑄(𝑝) = 𝜆 [−𝑙𝑛 (1 +
𝑙𝑛(𝑝(exp (−𝜃) − 1) + 1)

𝜃
)]

1
𝑘

 
(3.18) 

 

 

𝑄(
1

2
) = 𝜆 [−𝑙𝑛 (1 +

𝑙𝑛 (
1
2

(exp (−𝜃) − 1) + 1)

𝜃
)]

1
𝑘

 
(3.19) 

 

 
Figure 3 illustrates the pdfs and the cdfs of the Uni-

Weib distribution for some skewness parameter  . 
Same simulation procedure in the previous sub-

sections is applied to Uni-Weib distribution with 
parameters λ=1 and 𝑘 = 1.5. The results for 
representative θ values are listed in Table 3.  When θ 
tends to 0, the Uni-Weib distribution converges to the 
well-known Weibull distribution, as Figure 3 supports the 
results. 
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Figure 3. The pdfs and cdfs of Uni-Weib distribution, λ=1 and 
k=1.5 

Same simulation procedure in the previous sub-
sections is applied to Uni-Weib distribution with 
parameters λ=1 and 𝑘 = 1.5. The results for 
representative θ values are listed in Table 3.  When θ 
tends to 0, the Uni-Weib distribution converges to the 
well-known Weibull distribution, as Figure 3 supports the 
results. 

 
Table 3. The simulation results for the Uni-Weib 

distribution, λ=1 and k=1.5 

  Mean Variance SV KV 

-5 1.631 0.636 0.486 3.438 

-2 1.238 0.661 0.632 3.376 

-0.001 0.903 0.610 1.003 4.044 

0 0.904 0.610 1.003 4.036 

0.001 0.904 0.610 1.006 4.052 

2 0.606 0.484 1.512 5.953 

5 0.352 0.291 1.862 8.406 

 
Suppose 𝑋1, 𝑋2, … , 𝑋𝑛 are random variables from the 

Uni-Weib distribution defined in (3.20).  The likelihood 

and log-likelihood functions are given, respectively in 
(3.22) and (3.23). 

 
𝐿(𝑘, 𝜆, 𝜃) = (1 −

exp (−𝜃))−𝑛𝜃𝑛𝑘𝑛𝜆−𝑛exp (−𝜃 ∑ [1 −𝑛
𝑖=1

exp (−(
𝑥𝑖

𝜆
)𝑘)]) ∏ (

𝑥𝑖

𝜆
)

𝑘−1
exp (− ∑ (

𝑥𝑖

𝜆
)

𝑘−1
𝑛
𝑖=1 )𝑛

𝑖=1   

(3.22) 

 

 

𝑙(𝑘, 𝜆, 𝜃) = −𝑛𝑙𝑛(1 − exp (−𝜃)) + 𝑛𝑙𝑛𝜃 + 𝑛𝑙𝑛𝑘 −

𝑛𝑙𝑛𝜆 + ∑ (𝑘 − 1)𝑙𝑛 (
𝑥𝑖

𝜆
)𝑛

𝑖=1 − ∑ (
𝑥𝑖

𝜆
)

𝑘
− 𝜃𝑛

𝑖=1 ∑ [1 −𝑛
𝑖=1

exp (−(
𝑥𝑖

𝜆
)𝑘)].  

(3.23) 

 

After differentiating the log-likelihood function with 
respect to the parameters and equating them to zero 
following likelihood equations are obtained. 

 
𝜕𝑙𝑛𝐿

𝜕𝑘
=

𝑛

𝑘
+ ∑ (

𝑥𝑖

𝜆
)𝑛

𝑖=1 − ∑ (
𝑥𝑖

𝜆
)

𝑘
𝑛
𝑖=1 𝑙𝑛 (

𝑥𝑖

𝜆
) +

𝜃 ∑ exp (−(
𝑥𝑖

𝜆
)𝑘) (

𝑥𝑖

𝜆
) 𝑙𝑛 (

𝑥𝑖

𝜆
)𝑛

𝑖=1 . 

 
𝜕𝑙𝑛𝐿

𝜕𝜆
= −𝑛 − ∑

(𝑘−1)

𝑥𝑖

𝑛
𝑖=1 + 𝑘 ∑ (

𝑥𝑖

𝜆
)

𝑘−1
𝑛
𝑖=1 +

𝜃𝑘 ∑ exp (−(
𝑥𝑖

𝜆
)𝑘) (

𝑥𝑖

𝜆
)

𝑘−1
𝑛
𝑖=1 . 

               
                  
𝜕𝑙𝑛𝐿

𝜕𝜃
= −

𝑛

𝜃
−

𝑛exp (−𝜃)

1−exp (−𝜃)
− ∑ (1 − exp (−(

𝑥𝑖

𝜆
)𝑘))𝑛

𝑖=1 . 

 

(3.24) 

 

Results and Discussion 
 

In this section, we compare the results which are 
obtained by fitting distributions to the real data sets.  Each 
extension which are introduced in Section 3 and their 
original distributions are fitted to the data, separately. 
Akaike Information Criterion (AIC) and log-likelihood 
(loglik) values are calculated to compare fitting 
performances of the original distribution and their 
extensions. 

 

FG Scores Data 
The first data set refers the Ferriman–Gallwey (FG) 

scores which are studied by [21].  FG score is a method of 
evaluating and quantifying hirsutism in women. The data 
set consists of FG scores of the women living in different 
areas of Turkey. The data set is 28.774; 27.958; 39.751; 
22.659; 31.232; 32.990; 34.408; 34.920; 35.822; 23.685; 
41.101; 35.879; 9.811; 24.689; 13.217; 22.343; 28.273; 
27.340; 25.214; 14.960; 39.724; 35.557; 37.173; 25.412; 
46.286; 31.564; 13.321; 29.606; 25.112; 18.158; 33.057; 
22.683; 36.380; 31.451; 37.919; 25.729.  The descriptive 
statistics of the FG Scores data are listed in Table 4. 

  
Table 4. Descriptive Statistics for FG Scores Data 

Mean Std. Dev. Skewness Kurtosis 

29.004 8.509 -0.374 2.816 

 
Maximum likelihood estimates of Normal and Uni-

Normal distributions are listed in Table 5. The Uni-Normal 
distribution gives best fit over Normal distribution 
according to the calculated log-likelihood and AIC values 
(see Table 5). Figures 4 also illustrates this conclusion. 
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Table 5. The ML Estimates, Values of Loglik and AIC for Normal 

and Uni-Normal Distributions 

 �̂� �̂� �̂� loglik AIC 

Normal 21.004 8.509 - -127.66 259.32 

Uni- 
Normal 

28.941 11.866 0.581 -109.27 224.54 

 

 

Figure 4. The histogram of FG Scores data with fitted pdfs 

 

Failure Times Data 
The second data refers the times of failure and running 

times for a sample of devices from a field-tracking study 
of a larger system. At a certain point in time, 30 units were 
installed in normal service conditions. Two causes of 
failure were observed for each unit that failed: the failure 
caused by an accumulation of randomly occurring damage 
from power-line voltage spikes during electric storms and 
failure caused by normal product wear. The data is studied 
by [222].  They proposed to fit Weibull distribution to the 
data. The times are 275, 13, 147, 23, 181, 30, 65, 10, 300, 
173, 106, 300, 300, 212, 300, 300, 300, 2, 261, 293, 88, 
247, 28,143, 300, 23, 300, 80, 245, 266. The descriptive 
statistics of the Failure Times data are summarized in 
Table 6. 
 
Table 6. Descriptive Statistics for Failure Times Data 

Mean Std. Dev. Skewness Kurtosis 

178.142 112.971 -0.323 1.449 

 

The ML estimates of Weibull and its extension Uni-
Weibull are obtained, and values of log-likelihood and AIC 
are listed in Table 7.  

 
Table 7. The ML Estimates, Values of Loglik and AIC for 

Weibull and Uni-Weib Distributions 

 �̂� �̂� �̂� loglik AIC 

Weibull 188.041 1.265 - -184.041 372.08 

Uni- 
Weib 

184.855 1.264 -0.5182 -165.835 337.67 

 

Figure 5. The histogram of Failure Times data with fitted pdfs 

 
Table 7 and Figure 5 indicate that Uni-Weibull 

distribution gives best fit to the studied data over the well-
known Weibull distribution. 

 

Petroleum Reservoir Data 
The last example has been studied by [23] and is about 

the shape measurements of 48 rock samples from a 
petroleum reservoir. The data set is: 0.09032, 0.14862, 
0.18331, 0.11706, 0.12241, 0.16704, 0.18965, 0.16412, 
0.20365, 0.16239, 0.15094, 0.14814, 0.22859,0.23162, 
0.17256, 0.15348, 0.20431, 0.26272, 0.20007, 0.14481, 
0.11385,0.29102, 0.24007, 0.16186, 0.28088, 0.17945, 
0.19180, 0.13308, 0.22521, 0.34127, 0.31164, 0.27601, 
0.19765, 0.32663, 0.15419, 
0.27601,0.17696,0.43871,0.16358,0.25383,0.32864,0.23
008, 0.46412, 0.42047, 0.20074, 0.26265, 0.18245, 
0.20044.  

Table 8 summarizes the descriptive statistics of the 
Petroleum Reservoir data. 

 
Table 8. Descriptive Statistics for Petroleum Reservoir 

Data  

Mean Std. Dev. Skewness Kurtosis 

0.218 0.083 1.208 4.372 

 
Table 9. The ML Estimates, Values of Loglik and AIC for 

Kumaraswamy and Kums Distributions 
 �̂� �̂� 𝜃 loglik AIC 

Kumaraswamy 2.710 44.04 - 52.49 -100.98 
Uni-Kums 2.729 24.701 -0.771 60.56 -115.13 

 

 

Figure 6. The histogram of Shape Measurements data with 
fitted pdfs 
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According to the results in Table 9 and the 
demonstration by Figure 6, the Uni-Kumaraswamy 
distribution can be proposed to model shape 
measurements data over the Kumaraswamy distribution. 

 

Discussion and Conclusion 
 

In this paper, we proposed a general extension form of 
T - X family of distributions with an additional parameter. 
We consider -T- as Uniform distribution, then call the new 
extensions of distributions as Uniform-X distributions.  
Three examples of Uniform-X distributions which are 
Uniform-Normal (Uni-Normal), Uniform-Kumaraswamy 
(Uni-Kums) and Uniform-Weibull (Uni-Weib) distributions 
are introduced. The properties of these distributions such 
as the density functions, the medians and the quantile 
functions are examined. Simulation studies are conducted 
for demonstrating the sample behavior for the mean, the 
variance, the skewness and the kurtosis for new 
distributions. Simulation results show that if the 
additional parameter θ tends to 0, the Uniform-X 
distributions converges to the original distributions. In the 
application section of the paper, the considered 
probability distributions and their extensions are 
compared in point of the fitting performances.  For all the 
considered data sets, new extensions give better fit over 
the considered well-known probability distributions. 
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