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The adoption of new treatment modalities remains crucial as lung cancer has one of the lowest survival rates, 
along with liver and pancreatic cancer. Bortezomib is a proteasome inhibitor that has higher anticancer effect in 
combination therapies. Therefore, the aim of this study is to investigate whether bortezomib could have 
additional anticancer effect when combined with cyclin-dependent kinase (CDK) inhibitor-roscovitine in vitro. 
Apoptosis related gene expression levels of p53, Noxa, Puma, Bcl-xL, Bak, Casp-3 and Casp-7 were measured by 
quantitative PCR (qPCR) upon treatment with 10-20μM roscovitine and in combination with 30nM bortezomib 
for 24 hours. Synergistic effect on apoptosis was also investigated at protein levels by analyzing p53, Cleaved 
Casp-3 and Cleaved Parp expressions. Induction of autophagy was determined by western blotting of B-catenin 
and LC3B I-II. Roscovitine combined bortezomib treatment induced apoptosis by upregulating p53 pathway and 
its downstream mediators. Bortezomib increased Parp and Caspase3 cleavage significantly at 24h. Bortezomib 
inhibited B-catenin and triggered autophagy induction at 24 and 48hours. As cancer cells evade programmed 
cell death, CDK inhibitors might be used to direct cancer cells into apoptosis. This study concludes that 
bortezomib potentiates the effect of roscovitine via DNA damage induced apoptosis in A549 lung cancer cells. 
 

Keywords: CDK inhibitor, Lung cancer, Bortezomib, Apoptosis, Roscovitine. 
 
a  albayrakgulsah@gmail.com  https://orcid.org/0000-0001-9106-5798       

 
Introduction 

Lung cancer remains to be the leading cause of deaths 
worldwide and it has one of the lowest survival rates, along 
with liver and pancreatic cancer [1,2]. Survival rates are low 
due to diagnosis at an advanced stage of the disease [3]. 
Therefore the adoption of new treatment modalities is 
indispensable. 

Roscovitine is a small molecule that targets various CDKs 
(CDK2, CDK7 and CDK9) in cell cycle [4]. Roscovitine is an 
investigational drug that is currently in phase trials for the 
treatment of  solid cancers, cushings syndrome and active 
ulcerative colitis [5]. Roscovitine derivatives are also being 
used in order to increase the efficacy of the drug [6]. As cancer 
cells reprogramme cell death by evading apoptosis, cyclin-
dependent kinase inhibitors might be used in treatment to 
direct cells into apoptosis. 

Bortezomib is a proteasome inhibitor that is used in the 
treatment of multiple myeloma and mantle cell lymphoma [7]. 
It inhibits 26S proteasome where ubiquitinated proteins are 
degraded [8]. The ubiquitin-proteasome pathway maintains 
homeostatic intracellular concentrations of proteins which is a 
crucial mechanism that promotes protein degradation [9]. As 
ubiquitin-proteasome pathway is dysregulated during cancer 
progression, targeting this pathway is crucial in treatment [10]. 
Bortezomib became the first FDA approved proteasome 
inhibitor and clinical trials are ongoing since to investigate its 
anticancer activity in solid tumors [11]. Bortezomib is also 
found to increase the effect of traditional anticancer agents 
[doxorubicin, cisplatin, paclitaxel, irinotecan, and radiation etc] 
[12]. Therefore, the aim of this study was to investigate 

whether bortezomib could potentiate the anticancer effect of 
cyclin-dependent kinase [CDK] inhibitor-roscovitine in vitro. 
Bortezomib and roscovitines’ anti-proliferative effect on A549 
lung cancer cells were previously identified as single treatment 
agent and IC50 values were identified as 30nM for bortezomib 
and 10μM for roscovitine in A549 cells [13,14] However their 
synergistic effect in lung cancer cells has not been studied 
before. To investigate the synergic effect, A549 cells were 
treated with 10 and 20μM roscovitine +30 nM bortezomib for 
24 and 48 hours. Previous researches identified that 
roscovitine requires higher IC50 concentration (10-20μM) 
than bortezomib [30nM]. Therefore lower (10μM) and higher 
(20μM) roscovitine alone and their combination with the 
constant concentration of bortezomib  (30nM) was used in 
order to leverage roscovitine’s effect. 

Apoptosis related gene expressions (p53, Noxa, Puma, Bcl-
xL, Bak, Casp-3 and Casp7) were measured by qPCR at 24 
hours. In order to shed more light into the molecular 
mechanism of these drugs, P53, Parp and Casp-3 cleavage 
were detected by western blot. Induction of autophagy was 
also determined by measuring LC3BI, LC3B-II and B-Catenin 
protein expression profiles by western blot. 

 
Materials and Methods 

Cell Culture and Chemicals  
A549 cells were grown in DMEM medium 

supplemented with 10% Fetal bovine serum (FBS) (Sigma-
Aldrich, St Louis, MO, USA). Cells were grown in an 

http://xxx.cumhuriyet.edu.tr/
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0001-9106-5798
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incubator in 5% CO2 at 370C. Roscovitine and 
bortezomib were supplied from Santa Cruz, Texas, 
USA. Roscovitine and bortezomib were dissolved in 
DMSO, the maximum concentration of DMSO was 
used as a vehicle control. A549 cells were treated with 
10-20μM roscovitine and in combination with 30nM 
bortezomib for 24 and 48 hours. 

 
Protein Expression Analysis by Western Blotting 
Protein lysates were collected after 24 and 48 

hours treatment with the indicated drugs and 
quantified by using the BCA Assay Kit (Thermo Pierce, 
Rockford, IL, USA). Lysates (20 μg) were denatured for 
5 minutes at 95°C in LDS non-reducing sample buffer 
(Pierce, Rockford, IL, USA) and then loaded to the 10% 
Tris-glycin gels. The gels were transferred to the PVDF 
membrane (Merck Millipore, Darmtadt, Germany) at 
300 mAmp for 90 minutes. Membranes were blocked 
with 5% non-fat milk powder in TBS-T for 1 hour at 
room temperature and incubated overnight at 4°C 
with the primary antibodies for P53, cleaved Parp, 
cleaved Casp-3, LC3B, B-Catenin and B-actin at 1:1000 
dilution (Thermo Pierce, Rockford, IL, USA). Blots were 
washed with TBS-T subsequently. Protein bands were 
detected by using the secondary antibody (Thermo 
Pierce, Rockford, IL, USA) and the blots were 
visualized by BioVision ECL Western Blotting Substrate 
Kit (Biovision, California, USA).  

 
Gene Expression Analysis by RT-qPCR 
RNA was isolated by using Trizol reagent 

(Invitrogen, Thermo Fischer Scientific, USA) 2000 ng 
total RNA was reverse transcribed by Superscript III 
cDNA Synthesis Kit (Invitrogen, Thermo Fischer 
Scientific, USA) Forward and reverse primer 
sequences was provided in the appendix. 10–20 cycles 
of specific target amplification was performed by SYBR 
Green qPCR master mix. RT- qPCR analysis was 
performed in Roche LightCycler qPCR. Gapdh was used 
as internal control when calculating Cq value. ΔΔCq 
method was used to quantifty the gene expression 
levels. mRNA expression levels for p53, Noxa, Puma, 
Bcl-xL, Bak, Casp-3 and Casp7 were measured by qPCR. 
Data was analyzed and plotted in Graphpad prism 
software. 

 
Statistical Analysis 
Experiments were performed in three different 

replicates. Statistical analysis was performed by using 
GraphPad Prism software. Differences between the 

control and treatment groups were compared by t- 
test. The results were expressed as the 
mean ± standard error mean. Western blot image 
densities were calculated by Imagej. Statistical 
analysis and  plotting of the data was performed in 
GraphPad Prism software. 

 
Results and Dicussion  

 
Bortezomib and Roscovitines’ Effects on 

Apoptosis 
P53 pathway and related downstream target genes 

that are involved in apoptosis were quantified by qPCR 
in order to assess roscovitine’s anticancer activity and 
its synergic effect with bortezomib. A549 cells were 
treated with 10 and 20μM roscovitine and in 
combination with 30nM bortezomib for 24 hours. 
mRNA expression levels for p53, Noxa, Puma, Bcl-xL, 
Bak, Casp-3 and Casp-7 were quantified by qPCR. 
mRNA expression were normalized to the Gapdh 
housekeeping control for each gene.  

Roscovitine treatment decreased p53 levels but 
when bortezomib was added p53 gene expression 
levels were upregulated (Figure 1a). Noxa mRNA 
expression levels were downregulated upon 10, 20μM 
roscovitine and 10 μM+30nM bortezomib treatment, 
however it increased with 20μM+30nM bortezomib 
treatment (Figure 1b). Puma is known as p53 
upregulated modulator of apoptosis, consistent with 
the p53 upregulation, Puma levels  increased at all 
treatment conditions (Figure 1c). Borzetomib induced 
Bcl-xL upregulation at 24 hours (Figure 1d). Bak is also 
a member of the BCL2 protein family. Bak mRNA levels 
increased upon 20μM roscovitine,  10 and 20μM 
roscovitine+30nM bortezomib (Figure 1e). Caspases 
are crucial mediators of apoptosis. Caspase 3 mRNA 
expression levels upregulated with all treatment 
conditions (Figure 1f), whereas Caspase 7 remained 
unchanged or decreased (Figure 1g). 

To further investigate the induction of apoptosis 
upon roscovitine and bortezomib treatment; p53, 
cleaved parp and cleaved caspase 3 protein 
expression levels were determined by western 
blotting at 24 hours. Consistent with the mRNA 
expression, p53 protein expression levels were 
upregulated upon treatment. Cleaved caspase 3 is an 
indicator of apoptosis. Cleaved caspase 3 levels 
increased in a dose-dependent manner. It was found 
that bortezomib potentiated the effect of roscovitine 
via Parp cleavage (Figure 2). 
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Figure 1.  P53 pathway and related downstream target genes that are involved in apoptosis were quantified by qPCR. 
A549 cells were treated with 10 and 20μM Roscovitine and plus 30nM Bortezomib for 24 h. mRNA expression 
levels for p53, Noxa, Puma, Bcl-xL, Bak, Casp-3 and Casp7 were measured by qPCR. mRNA expression values were 
normalized to the Gapdh housekeeping control.  

 
 

 

Figure 2.  a) A549 cells were treated with indicated concentrations of Roscovitine and Bortezomib for 24 h and 48h. 
Roscovitine and Bortezomib combination increased p53 protein expression in A549 cells. Parp and Casp3 
cleavages were detected by western blot analysis upon Roscovitine and Bortezomib treatment for 24 h. b) 
Relative protein expression were represented as fold change for p53 normalized to β-Actin. c) Relative protein 
expression were represented as fold change of the PARP cleavage normalized to β-Actin d) Relative protein 
expression were represented as fold change of the Casp-3 cleavage normalized to β-Actin 

 
Roscovitine and Bortezomid Induce Autolysosomal β-

Catenin Degradation in A549 Cells 
A549 cells were treated with indicated concentrations 

of roscovitine and bortezomib for 24 h and 48h, the 
induction of autophagy was determined by western 
blotting of LC3B protein expression. B-catenin protein 
expression levels were also investigated to question its 

role in autophagy. 10 μM roscovitine+30nM bortezomib 
and and 20μM roscovitine+30nM bortezomib 
concentrations inhibited B-catenin protein expression 
significantly at 24h. 20μM roscovitine+30nM bortezomib 
treatment decreased B-catenin levels at 48h. LC3-II is an 
autophagy indicator. Bortezomib increased the induction 
of autophagy at both 24 and 48 h (Figure3).
 
 
 



Albayrak / Cumhuriyet Sci. J., 43(1) (2022) 1-5 

4 

 

Figure 3. a) A549 cells were treated with indicated concentrations of Roscovitine and Bortezomib for 24 h and 48h. 
Roscovitine and Bortezomib combination decreased B-catenin protein expression in A549 cells. The induction of 
autophagy was determined by LC3B protein expression. B-actin was used as loading control. b) Relative protein 
expressions were represented as fold change for B-catenin normalized to β-Actin. c) Relative protein expression 
were represented as fold change for LC3B-I normalized to β-Actin. d) Relative protein expression were 
represented as fold change for LC3B-II normalized to β-Actin. 

 
Discussion 
 

The CDKs are critical regulators of cell cycle control and 
have other important cellular functions such as 
transcription [15]. As cancer cells have uncontrolled 
proliferation and CDKs are a central regulator of the cell 
cycle control; developing CDK inhibitors as anticancer 
agents gained interest [16]. However, targeting human 
kinome is a challenging task as human genome encodes 
538 different protein kinases and many of them are 
associated with cancer progression [17]. Bortezomib is a 
proteasome inhibitor that has synergic effect when used 
in combination with the other anticancer agents [18]. 
Therefore, Bortezomib was evaluated in combination with 
roscovitine to assess their potential for the development 
of new treatment modalities in lung cancer treatment. 

Although the number of ongoing clinical trials with 
roscovitine remained limited, recently it was found that 
roscovitine enhanced antitumor activity of temozolomide 
in vitro and in vivo by regulating autophagy and Caspase-
3 dependent apoptosis in glioblastoma [19]. p53 acts as a 
tumor suppressor and reacts to stress signals with diverse 
responses. One of the most important p53 functions is to 
induce apoptosis [20]. In this study, bortezomib 
potentiated the effect of roscovitine via p53 dependent 
pathway of apoptosis.  

Bcl-xL is a Bcl-2 protein family member that modulates 
apoptosis by controlling mitochondrial membrane 

permeability [21]. It was found that bortezomib treatment 
increased the gene expression of the Bcl-2 protein family 
members involved in apoptosis [Puma, Bcl-xL, Bak]. 
Bortezomib also induced Caspase 3 cleavage both at 
mRNA and protein levels. Caspase-3 catalyzes the 
cleavage of many key cellular proteins during apoptosis 
[22]. PARP cleavage is observed during programmed cell 
death induced by a variety of apoptotic stimuli [23]. The 
protein expression profiles of p53, cleaved Casp-3 and 
cleaved Parp were consistent with the mRNA expression 
data. The results revealed that using bortezomib in 
combination with the CDK inhibitor roscovitine promoted 
apoptosis both at the mRNA and protein levels. Increasing 
cleaved Parp protein expression levels upon combination 
treatment suggests that more DNA damage accumulated 
when cells were treated with the proteasome inhibitor. 
Bortezomib treatment induced more autophagy via B-
catenin-LC3B axis when compared to the control 
treatment. Although this study is limited with a single cell 
line in vitro, a large body of evidence demonstrates that 
roscovitine and bortezomib have synergic anticancer 
effect via DNA damage induced apoptosis. 
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Non-small cell lung cancer (NSCLC) is responsible for about 85% of lung cancer types. The molecular mechanism 
of NSCLC has not been completely elucidated. The current study aims to explore the potential biomarkers and 
targets for NSCLC. The gene and miRNA expression profiles were downloaded from the Gene Expression 
Omnibus (GEO) database. The differentially expressed miRNAs (DEMs) and genes (DEGs) were determined and 
used for further analysis. Functional enrichment analyses were applied using the DAVID program. Moreover, the 
miRNA targets were predicted based on the miRWalk. The STRING software was constructed protein-protein 
interaction (PPI) and miRNA-mRNA networks and Cytoscape software was used to visualize PPI and miRNA-
mRNA networks and to identify hub genes. As a result of bioinformatic analysis, a total of 159 DEGs and 22 DEMs 
were identified and DEGs were mostly enriched in the terms like ECM receptor interaction, signal transduction 
and leukocyte transendothelial migration. The identified hub genes were IL6, COL1A1, CLDN5, CAV1, CDH5, 
SPP1, GNG11, PPBP, CXCL2 and CXCR2. A total of 239 target genes were identified as potential mRNAs. The most 
significantly identified genes and miRNAs could serve as potential biomarkers for NSCLC. 
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Introduction 

Lung cancer is the crucial cause of cancer-related 
deaths in worldwide. Diagnosis and treatment of lung 
cancer are of critical importance to improve survival of 
cancer patients, especially earlier stages [1]. In particular, 
smokers are more likely to develop lung cancer and 
therefore smoking is one of the most important causes in 
lung cancer. However, several researchers have been 
reported that non-smokers also get lung cancer. The 
incidence of lung cancer in men is higher than in women 
[2]. Lung cancer is histopathologically divided into two 
groups as small cell lung cancer (SCLC) and non-small cell 
lung cancer (NSCLC) and NSCLC is accounting for 85 % of 
lung cancers with two major subtypes: adenocarcinoma 
(AD) and squamous cell carcinoma (SCC) [3]. Despite 
significant improvements in NSCLC treatments, the overall 
survival rate (20%) and the 5-year survival rate (16%) is 
still very low for NSCLC patients [4].  The lack of effective 
tools and methods are major problems in early detection 
of lung cancer. Therefore, it is urgent to screen new 
potential molecular markers and methods for 
understanding of the molecular mechanisms underlying 
lung cancer. 

MicroRNAs (miRNAs) are small (19–25 nt long), single 
stranded and highly conserved non-coding RNA molecules 
that are a critical regulator in the gene expression. miRNAs 
regulate posttranscriptionally gene expression through 
binding to complementary sequences in target mRNAs. 
They suppress gene expression by translation inhibition or 
degradation of mRNA. MicroRNAs recognize with 3’ 

region (3’-UTR) of their target mRNAs which are generally 
complementary nucleotides by 5’ region of miRNAs. These 
small RNAs are involved in several types of cellular 
activities like apoptosis, cell proliferation or 
differentiation, development and progression [6]. 
MicroRNAs have been discovered to be connected with 
different cancer types. Especially, the changes in miRNA 
expression profiles play an important role in cancer 
pathogenicity. Comparison of miRNA expression profiles 
between tumor and healthy tissues is a crucial approach 
for an early detection, diagnosis, prognostic and therapy. 

Microarray data analysis and bioinformatics methods 
have been widely applied to identify new molecular 
targets using gene expression data in many cancer types. 
Cai et al. [7] identified 8 miRNAs and 211 common genes 
using gene expression datasets via bioinformatic analysis 
for NSCLC. As a result of the bioinformatic analysis, they 
reported that identified miRNAs and genes can be a major 
regulator in the occurrence and development of NSCLC. In 
a different study, the differential expression levels of 
mRNA and miRNA between cancer tissues and healthy 
tissues were compared and the key miRNA‑gene pairs 
were identified. The related genes were presented as 
potential biomarkers and as potential drug targets [8].   

It was determined to differentially expressed genes 
(DEGs) and miRNAs (DEMs) between NSCLC tissues and 
healthy lung tissues using bioinformatic analyses in the 
current study. Subsequently, functional enrichment 
analysis, PPI network, prediction of miRNA targets and 

http://xxx.cumhuriyet.edu.tr/
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survival analysis were applied and miRNA–mRNA 
regulatory network was finally constructed to identified 
genes in NSCLC. The aim of this study was to identified key 
miRNAs and genes as potential biomarkers in NSCLC and 
to contribute to the clarification of the molecular 
mechanism in NSCLC.  

 
Materials and Methods 

Microarray Data  
Two genes (GSE18842 and GSE19804) and two miRNAs 

(GSE19945 and GSE102286) expression profiles were 
obtained from the Gene Expression Omnibus (GEO, 
http://www.ncbi.nlm.nih.gov/geo) database. The 
GSE18842 datasets contain 46 NSCLC and 45 healthy lung 
tissues. GSE19804 datasets include 60 NSCLC and 60 
healthy lung tissues. In the present study, it was randomly 
selected 9 tumor and 8 healthy tissues for the GSE19945 
datasets and 40 tumor and 40 healthy tissues for the 
GSE102286 datasets. 

 
Data Processing 
In the microarray datasets, GEO2R 

(www.ncbi.nlm.nih.gov/geo/geo2r) was used to identify 
differentially expressed genes (DEGs) and differentially 
expressed miRNAs (DEMs) between NSCLC and healthy 
lung tissues [9]. GEO2R includes a huge number of 
experimental datasets and an adjusted P-value (adj. P) is 
applied to correct false-positive rates. The adjusted p 
value cutoff was set as P<0.05 and llogFCl>2 for DEGs 
selection and llogFCl>1 for DEMs selection. Following, the 
overlapping DEGs and DEMs in these datasets were 
analyzed and drawn Venn diagrams using Venny online tool 
(http://bioinformatics.psb.ugent.be/webtools/Venn/) 

Gene Ontology (GO) and Pathway Analysis 
 Database for Annotation Visualization and Integrated 
Discovery (DAVID) software (https://david.ncifcrf.gov/ 
Version 6.8) was used to explore the potential functions 
of the overlapping DEGs and DEMs for Gene Ontology 
(GO) and Kyoto Encyclopedia of Genes and Genomes  
(KEGG) pathway enrichment analysis. The cut-off value 
was set as P<0.05. 

Establishment of PPI Network 
 A PPI network was constructed for DEGs using The 

Search Tool of the Retrieval of Interacting Genes (STRING) 
database (https://string-db.org/cgi/) and was visualized 
by Cytoscape tool (www.cytoscape.org) with cut-off 
criterion of confidience score >0.4. Moreover, DEGs were 
analyzed to determine hub genes with the significant 
degree of nodes (> 5% degree) by Cytohubba algoritm. 

 
Survival Analysis 
Differentially expressed genes were entered into the 

Kaplan Meier (KM) plotter in order to assess the effect of 
these genes on survival in the lung cancer 

(http://kmplot.com/analysis/index.php?p=background). 
A 95% confidence interval for the hazard ratio and log-
rank P value were determined and showed on the KM 
plotter tool. 

 
Prediction of miRNA targets 
Target genes of the overlapped DEMs among miRNA 

datasets were predicted from the miRWalk database 
(http://mirwalk.umm.uni-heidelberg.de/search_mirnas 
Version 3.0) [10]. TargetScan, miRDB and miRTarBase 
algorithms in MiRWalk database were performed to 
increase the accuracy in miRNA target prediction. Putative 
mRNAs were selected from target genes only recognized 
by all three databases. 

 
Construction of miRNA–mRNA Regulatory Network 
The regulatory network was constructed using a 

combination of overlapped miRNAs and putative mRNAs 
and visualized using by Cytoscape software (version 
3.8.2). 

 
Results  

Identification of DEGs and DEMs  
A total of 1022 and 265 genes showed significantly 

deregulation in the GSE18842 and GSE19804 microarray 
datasets, respectively. Among them, 607 and 213 
upregulated genes for GSE18842 and 415 and 52 
downregulated genes for GSE19804 were identified in 
NSCLC tissues. In addition, a total of 130 upregulated and 
29 downregulated genes were determined common in 
both microarray datasets (Figure 1). 

 

 

Figure 1. Venn Diagrams of identified DEGs in NSCLC. (a) 
upregulated (b) downregulated DEGs. 

 
According to the results of GEO2R analysis, it was 

determined 118 DEMs from GSE19945 (65 upregulated 
and 53 downregulated DEMs) and 51 DEMs from 
GSE102286 (19 upregulated and 32 downregulated 
DEMs). A total of 12 upregulated DEMs (hsa-miR-30d-5p, 
hsa-miR-30a-5p, hsa-miR-1-3p, hsa-miR-145-5p, hsa-miR-
144-5p, hsa-miR-30b-5p, hsa-miR-126-5p, hsa-miR-218-
5p, hsa-miR-551b, hsa-miR-223-5p, hsa-miR-451 and hsa-
miR-195-5p) and 10 downregulated DEMs (hsa-miR-93-
5p, hsa-miR-130b-5p, hsa-miR-193b-5p, hsa-miR-183-5p, 
hsa-miR-196b, hsa-miR-9-5p, hsa-miR-21-5p, hsa-miR-96-
5p, hsa-miR-18a and hsa-miR-135b) were found to 
overlap in both miRNA datasets (Figure 2). 

 

a b 
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Figure 2. Venn Diagrams of identified DEMs in NSCLC. 
(a) upregulated (b) downregulated DEMs. 

 
Functional Enrichment Analysis 
The GO ontology contains three terms as biological 

process (BP), cellular component (CC) and molecular 

function (MF) [8]. GO classification and KEGG pathway 
enrichment analysis were conducted to investigate the 
function of the DEGs with the DAVID software.  According 
the results of the GO analysis, 88 % (110/179) of the 
upregulated DEGs were mainly enriched in signal 
transduction, inflammatory response and negative 
regulation of transcription from RNA polymerase II 
promoter. In total, 94.4 % (118) and 81.6 % (102) 
upregulated DEGs were importantly enriched in cellular 
components and molecular functions, respectively. In 
addition, 96.6 % (28) involved genes for biological 
processes, 96.6 % (28) involved genes for cellular 
components and 93.1 % (27) involved genes for molecular 
functions were enriched in total of 36 downregulated 
DEGs. The KEGG pathway analysis showed that several 
disease-related pathways including leukocyte 
transendothelial migration, adrenergic signaling in 
cardiomyocytes, focal adhesion and ECM receptor 
interaction played an essential role in NSCLC 
pathogenesis. The some of the most significant GO 
categories and the KEGG pathways analysis are showed in 
Table 1. 

 
Table 1. Some of the most significant DEGs in NSCLC 

Category 
 

           Term Description Gene 
Counts  

P-value 

Up regulated gene     
GO:0007165 GOTERM_BP_DIRECT signal transduction 10 3,40E-01 
GO:0000122 GOTERM_BP_DIRECT negative regulation of transcription from RNA 

polymerase II promoter 
9 9,60E-02 

GO:0006954 GOTERM_BP_DIRECT inflammatory response 8 1,20E-02 
GO:0043547 GOTERM_BP_DIRECT positive regulation of GTPase activity 8 1,20E-02 
GO:0045944 GOTERM_BP_DIRECT positive regulation of transcription from RNA 

polymerase II promoter 
8 7,50E-02 

GO:0001525 GOTERM_BP_DIRECT angiogenesis 8 4,50E-01 
GO:0016021 GOTERM_CC_DIRECT integral component of membrane 44 2,90E-02 
GO:0005886 GOTERM_CC_DIRECT plasma membrane 40 5,10E-03 
GO:0005576 GOTERM_CC_DIRECT extracellular region 31 6,60E-08 
GO:0070062 GOTERM_CC_DIRECT extracellular exosome 26 5,30E-02 
GO:0005515 GOTERM_MF_DIRECT protein binding 64 2,30E-02 
GO:0008201 GOTERM_MF_DIRECT heparin binding 9 5,20E-06 
GO:0038023 GOTERM_MF_DIRECT signaling receptor activity 6 9,80E-03 
hsa05144 KEGG_PATHWAY Malaria 5 5,50E-04 
hsa05143 KEGG_PATHWAY Leukocyte transendothelial migration 4 6,10E-02 
hsa04670 KEGG_PATHWAY Adrenergic signaling in cardiomyocytes 4 9,40E-02 
hsa04261 KEGG_PATHWAY Cell adhesion molecules (CAMs) 4 1,00E-01 
Down regulated gene     
GO:0030574 GOTERM_BP_DIRECT collagen catabolic process 6 5,2E-8 
GO:0030199 GOTERM_BP_DIRECT collagen fibril organization 4 3,3E-5 
GO:0022617 GOTERM_BP_DIRECT extracellular matrix disassembly 4 2,4E-4 
GO:0005576 GOTERM_CC_DIRECT extracellular region 11 5,8E-5 
GO:0005615 GOTERM_CC_DIRECT extracellular space 9 5,4E-4 
GO:0031012 GOTERM_CC_DIRECT proteinaceous extracellular matrix 6 4,1E-5 
GO:0005581 GOTERM_CC_DIRECT collagen trimer 5 9,8E-6 
GO:0005509 GOTERM_MF_DIRECT calcium ion binding 5 2,3E-2 
GO:0004252 GOTERM_MF_DIRECT serine type endopeptidase activity 4 6,9E-3 
GO:0004222 GOTERM_MF_DIRECT metalloendopeptidase activity 3 1,3E-2 
hsa04512 KEGG_PATHWAY ECM receptor interaction 4 5,1E-4 
hsa04510 KEGG_PATHWAY Focal adhesion 4 6,1E-3 
hsa04151 KEGG_PATHWAY PI3K Akt signaling pathway 4 2,5E-2 
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PPI Network 
The two PPI networks were constructed for 

significantly up regulated DEGs (Fig ure 3a) and down 
regulated DEGs (Figure 3b). Nine DEGs with the significant 

degree of nodes (> 5% degree) were determined by 
Cytohubba algoritm with ranked method “degree”. These 
DEGs were identified as hub genes including IL6, COL1A1, 
CLDN5, CAV1, CDH5, SPP1, GNG11, PPBP, CXCL2 and 
CXCR2. 

 

 
 

 
Figure 3. PPI networks based on DEGs of NSCLC. a) PPI network of 130 upregulated DEGs. There were 123 nodes and 

151 edges in the network. b) PPI network of downregulated DEGs. This network included 28 nodes and 28 edges. 

(a) 

(b) 
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Survival Analysis 
The identified hub genes were analyzed to evaluate 

the prognostic value by Kaplan-Meier plotter. The low and 
high expression level of the hub genes were used to define 
features of overall survival in NSCLC patients. Survival 
curves were plotted for the NSCLC patients (n=1,925) with 
adenocarcinoma (n=865) and squamous cell carcinoma 
(675). According to results of KM analysis, the high 
expression levels of IL6, PPBP, CXCR2, SPP1 and COL1A1 
hub genes predicted worse prognosis of patients with 
NSCLC (P<0,005). In addition, low expression levels of 
CLDN5, CAV1, CDH5, GNG11 and CXCL2 were associated 
with poor overall survival (P<0,005) (Figure 4). 

 

   

  

  

  

  
Figure 4. The Kaplan-Meier plots of NSCLC patients. 

Prediction of miRNA Target 
Target genes of the overlapped DEMs were predicted 

using TargetScan, miRDB and miRTarBase databases in 
MiRWalk. A total of 239 target genes were determined as 
potential mRNAs. When compared target genes with 
DEGs, hsa-miR-1-3p and hsa-miR-145-5p upregulated 
DEMs presented the same expression trend compared to 
their predicted targets in NSCLC. In this study, hsa-miR-1-
3p was the most upregulated miRNAs and predicted to 
target the upregulated ANKRD29 gene. Similarly, hsa-miR-
145-5p was upregulated and predicted to target the 
upregulated two genes including MYRF and ERG genes. 
However, hsa-miR-195-5p (an upregulated DEMs) and 
hsa-miR-93-5p (a downregulated DEMs) showed the 
opposite expression trend compared to their predicted 
targets in NSCLC. For example, hsa-miR-195-5p was 
predicted to target one upregulated (TGFBR3 gene) and 
two downregulated genes (CHEK1 and RASEF genes). Also, 
hsa-miR-93-5p was predicted to target one upregulated 
(RAB11FIP1 gene) and one downregulated gene 
(RACGAP1 gene).  
 

miRNA-mRNA Regulatory Network 
miRNA-mRNA Regulatory Network showed that a 

mRNA may be targeted by two or more miRNA. PPP1R12A 
gene had interactions with hsa-miR-30b-5p and hsa-miR-
96-5p (Supplementary Figure 1). In addition, REST (hsa-
miR-93-5p and hsa-miR-9-5p), YOD1 (hsa-miR-93-5p and 
hsa-miR-30b-5p), ATXN1 (hsa-miR-96-5p and hsa-miR-93-
5p), GID4 (hsa-miR-21-5p and hsa-miR-93-5p) and PURA 
genes (hsa-miR-195-5p and hsa-miR-93-5p) had 
interactions with two different miRNAs. 
 
Discussions 

With the introduction to molecular targeted therapy 
of cancer, miRNAs and genes have emerged as important 
molecules used in the diagnosis and treatment for cancer 
patients. These molecules have widely used to find new 
approaches and treatments for NSCLC. The proliferation 
of NSCLC is slower than SCLC, however, it is generally 
diagnosed at the later stages of disease [4]. The 5-year 
survival rate of NSCLC patients is reported to be less than 
20% [11]. Therefore, understanding the molecular 
mechanisms of NSCLC progression is very important. Also, 
identifying the potential biomarkers and therapeutic 
targets is a critical factor for early diagnosis and treatment 
of NSCLC. 

Considering many studies conducted in recent years, it 
is seen that bioinformatics approaches are a new trend 
especially in cancer research. Large biological data 
obtained through experimental analyzes are used in 
bioinformatics approaches. These data sets are analyzed 
and transformed into meaningful information with 
computational methods. Large amounts of biological data 
stored in public databases such as Gene Expression 
Omnibus (GEO) and The Cancer Genome Atlas (TCGA) are 
invaluable resources for researchers to use in 
bioinformatics analysis. By comparing the gene expression 
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profiles between normal and tumor tissues with 
bioinformatics approaches, a lot of information can be 
obtained about tumor progression and development. 
Moreover, with these applications, new potential 
biomarkers can be discovered for the diagnosis and 
treatment of the diseases. These potential biomarkers can 
be guiding especially in clinical applications. In many 
recent studies on lung cancer, new molecular markers 
have been identified among miRNAs, mRNAs and 
circRNAs using bioinformatics approaches and their 
interactions with each other have been investigated. In a 
recent study, differentially expressed circRNAs (DECs), 
miRNAs (DEMs), and genes (DEGs) between NSCLC tumor 
and healthy lung tissues are examined via bioinformatics 
analysis. A circRNA–miRNA–mRNA network was 
conducted using DECs, DEMs, and DEGs for NSCLC. 
Furthermore, the researchers reported that identified 
molecule networks (hsa_circ_0001947/hsa-miR-
637/RRM2 and hsa_circ_0072305/hsa-miR-127-5p/DTL) 
have a critical role in the occurrence and development of 
NSCLC [7]. Bioinformatic approaches have been used to 
explore the genes involved in the development of SCLC 
and their molecular mechanisms. Gene and miRNA 
expression profiles were compared between lung cancer 
tissues and normal lung tissues using transcription 
sequencing data and non-coding RNA data stored in 
geodatabase and differentially expressed miRNAs and 
genes were determined. In addition, some hub genes such 
as KIF11, MSH2 and RAD21, which were predicted to be 
regulated by miRNAs, were identified and it was 
estimated that these hub genes could be a potential 
biomarker in the diagnosis and treatment of SCLC [8]. The 
findings are very promising and guide for further research. 
Similarly, in the present study, it was aimed to identify 
new molecular markers in lung cancer using 
bioinformatics approaches. The obtained data have a 
promising potential for the diagnosis and treatment of 
NSCLC. 

Functional enrichment analysis of the DEGs showed 
that these genes have an important relationship with lung 
cancer and these findings are validated with literature 
researches. For example, caveolin 1, CAV1 gene product, 
interferes cell growth of lung cancer by interacting with 
phospho-ERK1/2, estrogen receptor and progestin 
receptor [12]. Similarly, many studies have been showed 
that this protein is an important factor for the metastasis, 
proliferation, cell migration and invasion of lung cancer 
[13-15]. Interleukin-6 (IL-6) has a strong positive 
association with C-reactive protein and is a prognostic 
factor for NSCLC patients [16]. As a result of GO 
enrichment analysis for DEGs, it is determined to many 
significant terms including integral component of 
membrane, extracellular region, cell adhesion, protein 
binding and integral component of membrane. GNG11, 
FABP4 and IL33 genes act as tumor suppressors in lung 
adenocarcinoma similar to the current study. GNG11 is a 
lipid-anchored protein and FABP4 have a role in fatty acids 
metabolism. IL33 is responsible for many biological 

processes as a cytokine and is known to be an important 
factor in cancer progression [17].  

In the present study, the results of KEGG pathways 
analysis indicate that the many DEGs were frequently 
clustered in cell adhesion molecules, leukocyte 
transendothelial migration, protein digestion and 
absorption, focal adhesion and ECM-receptor interaction 
pathway. Similar to the current study, Lu et al. [18] 
developed and validated a novel gene expression 
signature in NSCLC patients. They have showed that many 
pathways (e.g. leukocyte transendothelial migration and 
cell adhesion) were associated with recurrence free 
survival. In addition, determination of CAMs expression 
was proposed as biomarker for cancer therapy.  

In survival analysis applied for identified hub genes, 
the high expression of IL6, PBP, IL8RB, SPP1 and COL1A1 
genes was correlated with worse overall survival and low 
mRNA expression of CLDN5, CAV1, CDH5, GNG11 and 
CXCL2 were correlated with poor overall survival for 
NSCLC patients.  Consistent with these results, the low 
expression of CDH5 associates with poor prognosis in 
NSCLC [19]. In addition, the key genes were recognized by 
constructing the PPI network for NSCLC patients.   IL6, 
COL1A1, CLDN5, CAV1, CDH5, SPP1, GNG11, PPBP, CXCL2 
and CXCR2 genes were identified as hub genes.  

The 22 DEMs and target genes of them were 
recognized for NSCLC in the current study. Among the 
miRNAs, hsa-miR-1-3p found to be one of the most 
miRNAs and predicted to target the ANKRD29 gene. miR-
1-3p play a role as a remarkable tumor suppressor in 
different types of cancers such as lung cancer [20], 
prostate cancer [21] and colorectal cancer [22].  Among 
the miRNAs, the expression of miR-9 was considerably 
lower than other downregulated miRNAs, while miR-451a 
was markedly upregulated in NSCLC tissues. In a different 
a study, it is reported that upregulation of miR-451a 
increases the sensitivity to radiotherapy in A549 cells by 
enhancing of apoptosis [23].  Additionally, Kim et al. [24] 
showed that downregulation of miR-9 associates with 
poor prognosis in colorectal cancer. These findings are 
consistent with our findings. However, Piao et al. [19] 
reported that the miR-451a was identified as tumor 
suppressors, while miR-9 was oncogenes. 

According to the present study, hsa-miR-195-5p 
targets TGFBR3, CHEK1 and RASEF genes, while EGLN3, 
RACGAP1 and RAB11FIP1 genes are identified as target 
genes of hsa-miR-93-5p in NSCLC tissues. TGFBR3 
(Transforming growth factor beta receptor type III) has 
shown to be a key molecule in progression and metastasis 
of cancer as a suppressor for breast, prostate, ovarian, 
pancreatic, renal and NSCLC [25].  Overexpression of 
CHEK1 gene (Cell cycle checkpoint kinase 1) has the 
potential to be an important factor in the development of 
human malignant tumors [26]. Oshita et al. [27] have 
reported that the higher expression of RASEF was 
associated with the poorer prognosis and suggested that 
RASEF is a new molecular marker and target for lung 
cancer patients.  
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In the current study, the bioinformatic analyses are 
only performed by comparison of NSCLC and health lung 
tissues. The 10 most significantly hub genes and 22 
miRNAs could be considered as potential prognostic 
biomarkers and therapeutic targets. Moreover, 
bioinformatic analysis may present different ways to 
explore function of miRNAs and mRNAs and to clarify the 
underlying mechanisms of NSCLC. Therefore, the results 
of the current study may considerably provide benefit to 
NSCLC patients in clinical studies. 

Conclusions 

In conclusions, mRNA and miRNA expression profiles 
between NSCLC and healthy lung tissues were analyzed 
using microarray datasets downloaded from the GEO 
database and differentially expressed genes and miRNAs 
were identified in NSCLC.  Pathogenesis and therapeutic 
targets of NSCLC were explored using bioinformatics 
approaches. The identified genes, miRNAs and miRNA 
targets have significant potential for the occurrence and 
development of NSCLC. These target molecules could 
serve as prognostic biomarkers and therapeutic targets. 
However, these findings need to be supported by further 
studies. 
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Natural products have been used in medicine for variety of purposes for centuries. As a natural product, propolis 
is gaining increasing importance today due to its antimicrobial activity against pathogenic microorganisms. 
Hence, the aim of the present study was to investigate the antimicrobial activity of extracts and essential oils of 
propolis collected from various regions of Algeria against food-borne and clinically pathogen microorganisms 
including Salmonella enteritidis RSKK 171, Shigella sonnei MU:57 and Candida glabrata RSKK 04019. The 
antimicrobial activity of the propolis extracts and essential oils were evaluated using disc diffusion method. The 
results showed that all propolis extracts and essential oils exhibited antimicrobial activity against the tested 
microorganisms with inhibition zones varied from 8.31 mm to 14.53 mm. The minimal inhibitory concentration 
(MIC) and minimal bactericidal or fungicidal concentration (MBC or MFC) of the samples were determined by 
microdilution-broth method. The MIC and MBC or MFC values were in the range of 0.25-2 µg/µl and 0.25-4 
µg/µl. Therefore, propolis extracts and essential oils from different regions of Algeria have potential to be used 
as a natural additive for food and pharmaceutical industries. 
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Introduction 

In the last 20 years, due to the existence of side effects 
of synthetic medicines and the resistance of 
microorganisms to these drugs, the tendency towards the 
use of drugs with natural ingredients has increased. [1]. 
Today, many of the microorganisms that cause foodborne 
infections gain resistance over time due to antimicrobial 
drugs and misuse. Therefore, people tend to prefer 
products with natural antimicrobial properties [2]. Natural 
products are increasingly used as they are better tolerated 
in the human body [3]. Propolis is a natural bee product 
that honey bees (Apis mellifera L.) obtain by adding 
salivary enzymes to the resin they collect from sprouts, 
leaves, buds and shell cracks in trees and plants [4-6]. It 
contains plant resin (50%), beeswax (30%), essential oils 
(10%) and other components (5%) [7]. Propolis have wide 
biological properties such as antibacterial [8], antifungal 
[9], anti-inflammatory [10], anticarcinogen [11], anti-
allergic, anti-diabetic [12], cytostatic, hepatoprotective 
and photoprotective effects [13, 14]. 

Candida species are opportunistic species that cause 
certain infections when the host's immune and defense 
system is weakened [15]. Clinically, Candida strains have 
difficulties in their treatment as they become resistant to 
antifungals [16, 17]. Shigellosis, also known as bacillary 
dysentery, is an infectious disease caused by Shigella. S. 
dysenteriae, S. boydii, S. sonnei and S. flexneri are all 
pathogens for humans in the genus Shigella [18]. Infection 

is mainly spread from person to person through fecal-oral 
route or contaminated food and water consumption. [19]. 
Salmonella genus is one of the most important causes of 
foodborne bacterial and diseases in the world [20]. 
Salmonella species can be transmitted to humans in a 
variety of ways, but most infections result from the 
consumption of contaminated food of animal origin [21]. 

To date, the antimicrobial activities of propolis 
extracts and essential oils against various bacterial and 
fungal strains have been studied. However, the 
composition of propolis varies considerably according to 
the climate, season, geographical region, collection time 
and source of plant [22, 23]. As a result, the chemical 
composition and biological properties of propolis vary 
greatly depending on the sources from which it is 
collected. In the current study, it is aimed to investigate 
the antimicrobial activities of propolis extracts and 
essential oils collected from different regions of Algeria 
against two food-borne Gram-negative bacteria and one 
clinical yeast. 

  
Materials and Methods 

Test Microorganisms  
In vitro antimicrobial activity of propolis extracts and 

essential oils were tested against two Gram negative 
bacteria (S. enteritidis RSKK 171 and S. sonnei MU: 57) and 
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one yeast (C. glabrata RSKK 04019). The strains of bacteria 
and yeast were cultured at 37ºC in nutrient broth/agar 
and at 30ºC in YPD (Yeast Peptone Dextrose) broth/agar 
mediums.  

 

Propolis Samples 
The samples of propolis were collected from Apis 

mellifera hives located at different geographical regions of 
Northeast Algeria (Collo, El harrouch, Taref, Konstantin, 
Setif, Mila, Batna, Oum el Bouaghi) (Table 1). 

 
Table 1. Collection regions of propolis samples 

 
Preparation of Propolis Extracts and Essential Oils 
The collected propolis samples were pulverized after 

separation of impurities. The powdered propolis samples 
(20 g) were extracted with 200 ml of hydroalcoholic 
solution (80% MeOH, 20% distilled water) in three times 
for 72 h. After the extraction, the obtained extracts were 
filtered, evaporated and then kept at 4°C under dry 
conditions until use [24]. However, propolis essential oils 
were obtained by hydrodistillation of crude powdered 
propolis (100 g) using a Clevenger type apparatus for 3 h. 
The obtained oils were dried over anhydrous sodium 
sulphate and then stored at 4°C. Prior to determine the 
antimicrobial activity, propolis extracts and essential oils 
(10 mg) were dissolved in 1 ml of Dimethyl sulphoxide 
(DMSO) to obtain a final concentration of 10 µg/µl. Then, 
the obtained solutions were sterilized by 0.45 μm 
Millipore filters. 

 
Determination of antimicrobial activity 
Disc diffusion assay 
 The disc diffusion method was used to determine the 

antimicrobial activity of propolis extracts and essential oils 
[25]. The culture suspensions were adjusted by comparing 
with 0.5 McFarland. Then, a volume of 100 μl of 
suspension was spread on agar plates. Thereafter, sterile 
6 mm diameter filter discs (Whatman paper no 3) were 
placed on the inoculated plates and impregnated with 15 
μl (150 µg/disc) of propolis extracts and essential oils. The 
plates were kept at 4°C for 1 h to enable prediffusion of 
propolis samples into the agar. The inoculated plates were 
then incubated at 37°C for 24 h for bacterial strains and 
30°C for 48 h for yeast. The results were obtained by 
measuring the diameter of growth inhibition zone 
diameter around the discs and expressed in mm.  

Microdilution assay 
The two-fold microdilution method was used to 

determine the minimum inhibitory (MIC), minimum 
bactericidal (MBC) and minimum fungicidal (MFC) 
concentrations of propolis extracts and essential oils. The 
propolis extracts and essential oils were added to each 
growth medium to obtain a final concentration of 4 µg/µl 
and 8 μg/μl, respectively and diluted to 4, 2, 1, 0.5 and 
0.25 μg/μl in tubes. Then, the content of the tubes was 
mixed and they were incubated at appropriate 
temperatures for 24 h for bacterial strains and for 48 h for 
yeast. The MIC value was defined as the lowest 
concentration of propolis extracts and essential oils, 
which inhibited bacterial or fungal growth. MBC and MFC 
were determined by spot dropping from each clear tube 
on solid growth medium and incubating for 24 h and 48 h 
at appropriate temperature. The lowest concentration 
that did not show bacterial or fungal growth was defined 
as the MBC or MFC value. The results are expressed as 
µg/µl. 
 

Results and Discussion 

One of the most researched activities of propolis is its 
antimicrobial activity. Many scientific studies have proved 
the effect of propolis extracts and essential oils on various 
bacteria, fungi, viruses and other microorganisms [22, 23, 
26]. Thus, in this study we investigated the antibacterial 
and antifungal activities of propolis extracts and essential 
oils, against some pathogenic microorganisms, by two 
methods: disc diffusion and microdilution assays. The 
results of disc diffusion revealed the ability of propolis 
extracts and essential oils to inhibit the growth of all 
tested microorganisms with inhibition zone diameters 

Samples 
name 

Samples Collection Region City 

1 Methanolic extract Menia Constantine 
2 Methanolic extract Grarem Mila 
3 Methanolic extract Collo Skikda 
4 Methanolic extract Mestaoua & Chelala mountains Batna 
5 Methanolic extract El Harrouch Skikda 
6 Methanolic extract Bouteldja Taref 
7 Aqueous fraction of methanolic extract Babor Sétif 
8 Methanolic extract Babor Sétif 
9 Methanolic extract Oum el Bouaghi Oum el Bouaghi 
M Essential oil Menia Constantine 
H Essential oil El Harrouch Skikda 
C Essential oil Collo Skikda 
B Essential oil Mestaoua & Chelala mountains Batna 
X Essential oil Oum el Bouaghi Oum el Bouaghi 
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ranged from 8.71±0.19 mm to 14.53±0.27 mm (Table 2, 
Figure 1).  

 
Table 2. Antimicrobial activity of propolis extracts and 

essential oils 
 
Samples 

Inhibition zone diameter (mm) 
C. glabrata  
RSKK 04019 

S. enteritidis  
RSKK 171 

S. sonnei  
MU:57 

1 12.07±0.23 10.15±0.21 9.23±0.07 
2 10.49±0.25 9.60±0.54 9.08±0.08 
3 11.45±0.51 8.96±0.33 9.81±0.30 
4 9.89±0.28 9.53±0.20 9.20±0.01 
5 10.64±0.16 9.21±0.23 8.31±0.44 

6 12.02±0.27 9.93±0.16 9.03±0.34 
7 14.53±0.27 8.95±0.44 9.84±0.18 
8 8.87±0.89 8.78±0.90 8.46±0.64 

9 12.95±0.51 9.67±0.40 9.24±0.31 
B 10.24±0.34 9.12±0.21 9.39±0.08 
C 9.41±0.28 9.51±0.37 9.34±0.41 

H 11.47±0.30 8.71±0.19 8.76±0.33 
M 10.78±0.64 8.97±0.20 8.87±0.73 
X 11.29±0.53 9.14±0.19 9.44±0.50 

 
Regarding antibacterial activity, the highest inhibition 

effect was exhibited by Sample 1 against S. enteritidis 
RSKK 171 (10.15±0.21 mm) and Sample 7 against S. sonnei 
MU:57 (9.84±0.18 mm). Sample 8, however, was the less 
active against S. enteritidis RSKK 171 and S. sonnei MU:57 
with inhibition zone diameter values of 8.78±0.90 mm and 
8.46±0.64 mm, respectively. Among propolis essential 
oils, Sample C and X were more active against S. enteritidis 
RSKK 171 (9.51±0.37 mm) and S. sonnei MU:57 
(9.44±0.50), respectively, while Sample H and M exerted 
the lowest activity.  

The results of antifungal activity of propolis extracts 
and essential oils against C. glabrata RSKK 04019 revealed 
that the highest inhibition zone diameter against C. 
glabrata RSKK 04019 was exerted by Sample 7 
(14.53±0.27 mm) and Sample 9 (12.95±0.51 mm). Sample 
8, however, recorded the lowest inhibition effect with 
inhibition zone diameter of (8.87±0.89 mm). The MFC 
values varied from 0.25 to 2 µg/µl for propolis extracts and 
from 1 to 4 µg/µl for propolis essential oil. Sample 7 
recorded the lowest MFC (0.25 µg/µl).  

The determination of MIC values by microdilution 
method showed that among all propolis extracts and fatty 
acids, sample 7 was the most effective extract with MIC 
value of 1 µg/µl against the two Gram-negative bacteria 

(Table 3). The MBC values varied between 1 µg/µl and 4 
µg/µl. The lowest MBC value was recorded by Sample 7 (1 
µg/µl) against S. enteritidis RSKK 171 and S. sonnei MU:57 
(Table 3). All of the fatty acid samples (B, C, H, M, X) 
showed the same MBC value (4 µg/µl). 

Antimicrobials are usually regarded as bactericidal or 
fungicidal if the MBC/MIC or MFC/MIC ratio is ≤4 and 
bacteriostatic or fungistatic if the MBC/MIC or MFC/MIC 
ratio is >4 [27, 28]. The ratios obtained for all the test 
microorganisms were below 4 which indicated that all 
propolis extracts and essential oils were bactericidal in 
action against S. enteritidis RSKK 171 and S. sonnei MU: 57 
and fungicidal against C. glabrata RSKK 04019 (Table 4). 
 

 
Figure 1a. Sample 7 against C. glabrata RSKK 04019 

 
Figure 1b. Sample 4 against S. enteritidis RSKK 171 

 
Figure 1. Antimicrobial activity of the propolis samples 
 

Some studies stated that propolis is active only against 
Gram-positive bacteria and some fungi [29, 30], while in 
others it showed weak activity against Gram-negative [31, 
32]. It has been also reported that Gram-positive bacteria 
are generally more sensitive to propolis than Gram-
negative bacteria [33].
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Table 3. MIC, MBC and MFC values of propolis methanolic extracts and essential oils 
 

Samples 
MIC (µg/µl) MFC (µg/µl) MBC (µg/µl) 

C. glabrata 
RSKK 04019 

S. enteritidis 
RSKK 171 

S. sonnei 
MU:57 

C. glabrata 
RSKK 04019 

S. enteritidis 
RSKK 171 

S. sonnei 
MU:57 

1 2 2 2 2 2 4 
2 2 2 2 2 4 4 
3 2 2 2 2 4 4 
4 2 2 2 1 4 4 
5 1 2 2 2 4 4 
6 1 2 2 2 2 2 
7 0.25 1 1 0.25 1 1 
8 1 2 2 2 4 4 
9 1 2 2 2 2 2 
B 2 2 2 2 4 4 
C 2 2 2 4 4 4 
H 2 2 2 4 4 4 
M 2 2 2 4 4 4 
X 1 2 2 1 4 4 

 
Table 4. MBC/MIC and MFC/MIC ratios values of propolis 

methanolic extracts and essential oils 
 
 

Samples  

MBC/MIC or MFC/MIC 
C. glabrata  
RSKK 04019 

S. enteritidis  
RSKK 171 

S. sonnei  
MU:57 

1 1 1 2 
2 1 2 2 
3 1 2 2 
4 0.5 2 2 
5 2 2 2 
6 2 1 1 
7 1 1 1 
8 2 2 2 
9 2 1 1 
B 1 2 2 
C 2 2 2 
H 2 2 2 
M 2 2 2 
X 1 2 2 

 
Overall, in the current study, the test of antimicrobial 

activity of Algerian propolis has shown that propolis 
extracts and essential oils are more effective against yeast 
than Gram-negative bacteria. This could be due to the 
difference of membrane structure of bacteria and yeast. 
The antimicrobial effect mechanisms of propolis can be 
considered as its action on the permeability of the 
microbial cell membrane, the deterioration of the 
membrane potential, the reduction of ATP production and 
the decrease of the bacterial motility [34]. In a study 
conducted by Al-Ani et al, ethanolic extracts of propolis 
from Germany, Ireland, and Czech Republic showed 
moderate activity with MIC values ranging from 0.6 mg/ml 
to 5 mg/ml against Gram-negative bacteria and 0.6 mg/ml 
to 2.5 mg/ml against Candida species [35]. These results 
are quite higher than our findings. Gür et al. found that 
propolis from Turkey exhibited antibacterial effect on 
both Gram-positive and Gram-negative bacteria [36]. 
Mohdaly et al. [37] reported that methanolic extract of 

propolis from Egypt had a nearly MIC value (1.35 mg/ml) 
and generally lower MBC value (MBC 1.45 mg/ml) against 
Salmonella enterica when compared to the MIC and MBC 
values of propolis extracts against S. enteritidis RSKK 171 
in our study. Additionally, ethanolic extract of propolis 
from other regions in Algeria (El Mechrouha and Ouled 
Driss regions) presented no antibacterial activity against 
the tested Gram-negative bacteria [38]. Seidel et al. [39] 
reported that propolis ethanolic extract from various 
countries showed bacteriostatic activity against Gram-
negative bacteria, which is different from our results that 
revealed the bactericidal effect of both propolis extracts 
and essential oils on Gram-negative bacteria tested. This 
difference, however, may be due to the difference in the 
chemical composition of propolis, which is linked to the 
difference of geographical origins of propolis. It is 
noteworthy that the composition of propolis varies 
considerably according to the climate, season, 
geographical region, and collection time and source plant 
[22, 23]. 

 
Conclusion 

The antimicrobial activity of propolis extracts and 
essential oils collected from different regions of Algeria 
against two food-borne Gram-negative bacteria and one 
clinical yeast were studied to reveal their potentials 
properties as natural antimicrobial additive. The results of 
the study indicated that the propolis samples showed a 
good antimicrobial activity on the test microorganisms. In 
addition, it has been determined that the propolis 
samples have bactericidal and fungicidal effects on the 
test microorganisms. Therefore, the propolis extracts and 
essential oils from various regions of Algeria can be used 
as a potential bioactive additive for pharmaceutical and 
food industries. 
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The increase in the number of antibiotic-resistant microorganisms reported today has made this issue one of 
the main topics of all institutes. Acineteobacter baumanni is a species that is on the list of the WHO and plays 
an important role, especially in hospital-acquired infections. CarO outer membrane protein, which regulates the 
passage of small molecules and some antibiotics into the periplasmic space and is associated with carbapenem 
resistance, has been identified in A. baumannii. In this study, residues that contribute to the binding energy of 
imipenem to different types of CarO proteins were identified. In addition, energy decomposition was compared 
when Biapenem, Ertapenem, Imipenem, Faropenem, and Meropenem were docked to ATCC-17978 CarO 
protein separately. As a result of this study, it was determined that generally charged residues had a negative 
effect on binding affinity, but hydrophobic and uncharged residues had a positive effect. In addition, in 
ertapenem, faropenem, and meropenem-bound complexes, charged residues increased the affinity and caused 
the interaction between carbapenems and CarO to be continuous and tight. It was predicted that the residues 
determined in this study would be precursors to mutagenesis studies and could also be an example for similar 
studies. 
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Introduction 

Acineteobacter baumanni is a non-motile, aerobic, 
gram-negative bacterium and mostly causes infection in 
the liver, blood, urinary system, and wounds [1]. It is 
common in hospital-acquired infections in recent years 
and the World Health Organization has declared it among 
the ESKAPE organisms (Enterococcus faecium, 
Staphylococcus aureus, Klebsiella pneumoniae, A. 
baumannii, Pseudomonas aeruginosa, and Enterobacter 
spp) to be considered [2]. A carbapenem group of 
antibiotics is generally used against this bacterium, and 
multiple resistance mechanisms are developing rapidly 
against these antibiotics [3]. Carbapenem-Resistant A. 
baumanni was announced among the species that should 
be emphasized by the WHO in 2018 [4].  

Since A.  baumanni is a gram negative bacterium, it has 
a membrane consisting of an inner and an outer 
membrane, and the outer membrane has different 
structures and properties, including lipopolysaccharides 
(LPS) or lipooligosaccharides (LOS) [5, 6]. Thanks to the 
asymmetric outer membrane, it adheres to other cells or 
regulates the passage of small molecules, lipids or 
antibiotics from the outside into the periplasmic space [7]. 
The outer membrane contains the integral membrane 
proteins BamA, LptD, Omp33–36, OmpW, CarO and OprD, 
among which CarO has been related with the carbapenem 
resistance of the outer membrane protein [8]. CarO has a 
molecular weight of 29 kDa, consists of 8 β-barrel 
structures, and the 3-dimensional crystal structure of this 
protein has been defined for three different isoforms [9]. 

Decreased expression and structural changes of CarO 
have been reported to render A. baumanni resistant to 
Imipenem [10, 11]. 

There are clinical studies on the relationship of CarO-
Imipenem resistance, but it was limited studies on the 
protein at the structural and molecular level [12]. 
Structural studies at the molecular level are both time-
consuming and costly processes. For this reason, 
computational studies, which are powerful and useful 
methods of today, continue to dominate [13]. From these 
methods, protein ligand interactions can be analyzed 
quickly with molecular docking and molecular dynamics 
simulations [14]. Molecular dynamics simulations can 
simulate the movements of molecules at the atomic level 
according to classical mechanical rules. Generally, 
regional observations such as protein ligand interactions, 
loop mobility, secondary structure formation can be made 
in the ns time interval. However, computation times 
become excessively long in the case of large molecules. 
Today, this problem is overcome by using GPU processors 
instead of CPU processors. Simulations in the µs time 
interval have been reduced to 10-15 days with this 
technical infrastructure [15]. 

In our previous study, homology models of ATCC-
17978, Type 1, Type 2, Type 3, and Type 4 CarO proteins 
were generated, carbapenems were docked to the 
binding site of CarO proteins, and complexes were 
simulated by molecular dynamics methods for the analysis 
of CarO-carbapenem interaction (unpublished data). In 
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this study, a free energy decomposition study, which is a 
post-process analysis, was performed following molecular 
dynamics simulations. In this context, the affinities of 
Imipenem for 5 different CarO isoforms ATCC-17978, Type 
1, Type 2, Type 3, and Type 4, as well as the affinity of the 
different Carbapenems Biapenem, Ertapenem, 
Faropenem, and Meropenem to ATCC-17978 were 
analysed. This study aims to determine the important 
residues that will regulate the passage of carbapenems 
through the CarO channel by calculating the contribution 
of each residue to the binding energy. It is thought that 
the critical residues determined by this study will lead to 
mutation studies and also to lead to similar studies related 
to other CarO isoforms.  

 
Materials and Methods 

Free Energy Decomposition  
Molecular mechanics-generalized Born surface area 

(MMGBSA) method was used for free energy 
decomposition. This method is based on molecular 
dynamics simulation and is MD trajectory analysis. MD 
simulation was performed in the explicit water model, but 
in the MMGBSA method, implicit water was added by 
deleting the explicit water [16]. The binding energy is 
generally calculated by subtracting the apo-protein and 
ligand energies from the total bond energy in the complex 
(1). MMGBSA calculates the free energy of binding by 
combining gas phase energy (MM), electrostatic solvation 
energy (GB), and nonelectrostatic contribution to 
solvation energy (SA) (2). ΔEMM shows gas-phase 
interaction energy between protein and ligand; ΔGGB + 
ΔGnonpolar shows the polar and nonpolar components of 
the desolvation free energy; TΔS is the change of 
conformational entropy on ligand binding [17]. 

 
ΔGbind = Gcomplex – Gprotein – Gligand                                  (1) 
   

ΔEMM + ΔGGB + ΔGnonpolar – TΔS                                      (2) 
 
In this study, Imipenem docked to five different types 

of CarO and five different carbapenems docked to ATCC 
17978 CarO were analyzed. Binding energy decomposition 
was performed on the trajectory files generated using 800 
ns of simulation as a post processing MD. These binding 
energy contributions were calculated by taking a snapshot 
every 40 ns throughout the simulation using the 
MMPSA.py application [18]. The decomposition of the 
total account was calculated using the per-residue 
scheme. In the calculation, all residues that contributed or 
did not contribute to the binding energy were taken into 
account, and then those that did not contribute were 
eliminated and the results were given graphically. 
 
 

Results and Discussion 
 

The Energy Contribution per Residue in ATCC 
17978-Carbapenem Complexes 

In this part of the study, the trajectory of ATCC-17978 
CarO-carbapenem complexes as a result of 800 ns 
simulation was analyzed. The residues that contributed to 
the binding energy were analyzed by making separately 
energy decomposition for the 5 types of carbapenems 
such as Biapenem, Ertapanem, Faropenem, Meropenem, 
and Imipenem. First of all, the contribution of all residues 
was carefully examined and only the residues that 
contributed to the binding energy were determined to 
simplify the graph. The energy contribution was given in 
kcal/mol in the drawn graph and residues were indicated 
on the x-axis (Figure 1).  

According to these results, the residues that 
contributed most to the binding energy in the ATCC 
17978-Biapenem complex were listed as Tyr54, Leu98, 
Lys100, Leu164, Glu185, and Ile189, respectively. Besides, 
Asp45, which is a negatively charged residue, stands out 
as the residue that reduces the binding affinity. In the 
ATCC 17978-Ertapenem complex, Leu47, Asp193, Lys194, 
Tyr195, Trp197, and Pro199 residues were the residues 
that contribute most to the binding energies. The most 
striking among these residues is the positively charged 
residue Lys194. The residues with the highest contribution 
to the binding energy in the ATCC 17978-Faropenem 
complex were listed as Tyr54, Leu98, Leu164, Glu185, 
Lys188, Ile189, and Lys194, respectively. The residue that 
contributed most to the binding of Faropenem to CarO 
was found to be positively charged Lys188 and Lys194, 
and also the residue that negatively affected the binding 
energy was expressed as negatively charged residues 
Lys100 and Asp192. In another complex, ATCC 17978-
Meropenem, Arg44, Asp55, Asp59, Asp97, Thr99, Lys196, 
and Val200 were listed as residues that contributed to the 
binding energies. These residues usually stand out as 
positive and negative charged residues. In the last 
complex, ATCC 17978-Imipenem, it was noted that Tyr54, 
Val56, Tyr96, Leu98, Glu186, Arg190, Lys196, and Val200 
residues contributed the most to the binding energy. 
These residues were generally hydrophobic and besides 
Lys100 residue reduced the binding affinity. 

Although the residues that contribute to the binding 
energy vary according to the carbapenem type, the 
regions where the residues were located and the physical 
properties of the residues were similar. It was only seen 
as an Imipenem that differed from the others because the 
residues it interacted with were mostly hydrophobic. The 
residue that reduced the binding affinity was generally 
detected as the negatively charged residue Asp45-46. 
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Figure 1.  Per-residue free energy decomposition of ATCC 17978-Carbapenem complexes 

The Energy Contribution Per Residue in 
Imipenem-CarO’s Complexes 

The common residues contributing to the binding 
energy in ATCC-17978 CarO-carbapenem complexes were 
determined, then the same properties were analysed in 
different CarO isoforms. Only Imipenem docked CarO 
types were used in these analyses because clinically an 
Imipenem-CarO resistance relationship has been reported 
[12]. For this reason, residues affecting the binding affinity 
of Imipenem were determined separately in Type 1, Type 
2, type 3, and Type 4 CarO isoforms.  

First of all, the energy decomposition in the Type 1-
Imipenem complex was listed as Leu98, Lys100, Ser109, 
Val126, Met130, Leu170, Glu192 and Glu196  respectively 
(Figure 2). Among these residues, hydrophobic residues 
Leu98 and Ile196, positively charged Lys100, and 
negatively charged Glu192 were found to contribute the 
most. Charged residues Lys191 and Arg197 were residues 
that reduced the binding affinity of Imipenem to Type 1 
CarO. 
 

 

 

Figure 2. Per-residue free energy decomposition of Type 1-Imipenem 

 
The residues contributing to the binding energy in the 

Type 2-Imipenem complex were Trp44, Ser45, Tyr55, 
Met57, Pro205, and Val206, respectively (Figure 3). All of 

these residues were uncharged and on the other hand, 
the charged residues Glu110, and Lys208 negatively 
affected the binding affinity of Imipenem to Type 2 CarO. 
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Figure 3. Per-residue free energy decomposition of Type 2-Imipenem 

In the Type 3-Imipenem complex, the residues 
contributing to the binding energy of Imipenem were 
listed as Val50, Asn51, Ser53, Arg101, Phe109, and Arg110 

(Figure 4). Similar to Type 1 and Type 2, the charged 
residues that reduce the binding affinity of Imipenem 
were Asp46,  Glu190, and Lys193.  

 

 

Figure 4. Per-residue free energy decomposition of Type 3-Imipenemenem 

 
 

The residues contributing to the binding energy of 
Imipenem in the Type 4-Imipenem complex were listed as 
Trp44, Ile50, Tyr55, Lys101, Ile190, Lys195, and Tyr196, 
respectively (Figure 5). Except for the Lysine residue, the 

residues were hydrophobic and the charged residues 
Lys54, Glu186, and Asp193 were residues that weakened 
the binding affinity of Imipenem to Type 4 CarO 
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Figure 5. Per-residue free energy decomposition of Type 4-Imipenem 

 
 

Conclusion 
  

In this study, 9 different energy decompositions were 
performed and these were given comparatively for 
themselves. The residues contributing to the binding 
energy of carbapenems in the ATCC-17978 CarO outer 
membrane protein were evaluated in general. 
Theoretically, in order for a compound to be taken into 
the periplasmic space after binding to the outer 
membrane protein, it should not contain very tight and 
continuous bonds [10]. For this reason, the physical 
properties of the residues expressed in this study and 
their contribution to the binding energies were critical. To 
simplify the comparison, the residues that contribute to 
the binding energy in each complex and their physical 
properties are given in Table 1. As can be seen from this 
table, almost all of the residues were negatively or 
positively charged and hydrophobic residues. On the 
other hand, all of the residues that reduced the binding 
affinity were found to be negatively or positively charged 
residues. 

When we look at Table 1 in conclusion, it appears to 
be different residues as the protein and carbapenem 
types change. If the imipenem-bound complexes were 
evaluated within themselves, it was observed that the 
meropenem-bound complex had a different interaction 
motif. Mostly, these residues were different than the 
others with charged residues. Biapenem and faropenem 
showed nearly identical interactions, with the most 
similar partially imipenem-bound complex.It was also 
observed that Faropenem, Ertapenem, and Meropenem 

made strong bonds with ATCC17978 CarO residues. 
However, Imipenem generally travels in a hydrophobic 
pocket and, unlike the others, charged residues reduce 
the binding energy of Imipenem. Faropenem and 
Ertapenem. Charged residues such as Lys188 in the 
faropenem complex, Lys194 in the ertapenem complex, 
and Asp97 in the meropenem complex contributed highly 
to the affinity of these carbapenems for CarO. However, 
hydrophobic residues such as Tyr54 in the biapenem 
complex and Leu98 in the imipenem complex contributed 
relatively more to their affinity for CarO. The most 
outstanding residue was the result that Leu98 contributed 
significantly to the binding energy in all complexes except 
the Meropenem complex. 

As a further comparison, different types of CarO outer 
membrane protein were compared with each other. In 
this comparison, Imipenem, which is the Carbapenem-
CarO resistance relationship was reported [19], was 
analysed. 

When the residues that contributed to each complex 
were compared, it was noticed that the Type2 CarO 
complex was differentiated from the others. The residues 
that increased the binding affinity were hydrophobic and 
polar, while those that decreased it were charged 
residues. In this sense, when all the complexes were 
examined, it was observed that the residues that 
increased the binding energy were generally Lysine and 
Arginine residues. The result in the graphics is residues 
Lys100, which contributes highly to the binding affinity in 
Type1 CarO. While Trp44 and Ser45 were in Type 2, 
Arg101 in Type 3 stood out, and finally, it was expressed 
as Lys195 in Type 4. 
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Table 1 The energy contribution of residues in the complex. (Common residues were shown as an underlined and R 
indicates “Reducing affinity”) 

Complexes Hydrophobic Charged Polar and 
uncharged 

ATCC17978-Biapenem Tyr54, Leu98, Leu164, and 
Ile189 

Lys100, Glu185 and Asp45(R) 
 

ATCC17978-Ertapenem Leu47, Tyr195 and Trp197 Asp193, Lys194, Asp45(R) Pro199 
ATCC17978-Faropenem Tyr54, Leu98, Leu164 and  

Ile189 
Glu185, Lys188,  Lys194, 
Lys100(R) and Asp192(R) 

 

ATCC17978-Meropenem Val200 Arg44, Asp46(R) Asp55, Asp59, 
Asp97, Arg101(R) and Lys196 

Thr99 

ATCC17978-Imipenem Tyr54, Val56, Tyr96, Leu98, 
and Val200 

Lys100(R), Glu186, Arg190 and 
Lys196 

 

Type 1-Imipenem Leu98, Val126, Met130 
and Leu170 

Glu192, Glu196, and Arg197, 
Lys100, Lys191(R) and Arg197(R) 

Ser109 

Type 2-Imipenem Trp44,Tyr55, Met57 and 
Val206 

Glu110(R), and Lys208(R) Ser45 and 
Pro205 

Type 3-Imipenem Val50 and Phe109 Asn51,  Arg101, Arg110 Asp46(R),  
Glu190(R) and Lys193(R) 

Ser53 

Type 4-Imipenem Trp44, Ile50, Tyr55,Ile190 
and Tyr196 

Lys101, Lys195, Lys54(R), 
Glu186(R), and Asp193(R) 

 

 
The literature says the extracellular glove-shaped 

extensions do not have a specific binding motif and it 
consist of cationic channel [10]. When all the results are 
evaluated together, in order for antibiotics or other 
molecules to be taken up by the outer membrane 
proteins, they must first bind to this channel and then 
move towards the channel and be taken into the 
periplasmic space. For this reason, strong and fixed bonds 
either completely stop this progress or slow it down. 
When the samples in this study were compared, it was 
concluded that Imipenem was most likely to pass through 
the channel and that other carbapenem may or may not 
pass more difficult. In the comparison between CarO 
isoforms, it was observed that the more charged residues 
in the protein, the tighter and more stable bonds were 
formed. Among these types, it was concluded that the 
most likely ATCC-17978 CarO outer membrane protein 
Imipenem would get into the periplasmic space. In 
addition, it was predicted that the residues expressed in 
this study would be a source for mutagenesis studies. 
Moreover, it was thought that it would lead to studies 
related to different carbapenems or different types of 
CarO proteins. 
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In this study, antioxidant and antiproliferative properties of ‘‘Achillea phrygia’’ were investigated. Since the 
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Introduction 

Developing effective drug and treatment strategies 
has excellent importance in maintaining the human 
healthy. Therefore, significant scientific studies and 
financial support are used to discover and design new 
effective substances and treatment methods. In addition, 
due to the serious side effects of traditional treatment 
strategies and synthetic chemotherapeutics, it is widely 
accepted that natural herbal active substances are the 
leading and key sources for patient prosperity [1]. 
Angiogenesis plays significant role in the mechanism of 
many diseases. Therefore, scientists mind to use natural 
and medicinal herbal extracts to modulate angiogenesis 
[2]. 

Bioactive materials have drawn attention for their 
pharmacological effects, which can be of great interest in 
treating cancer. Bioactive medicinal plants with 
anticancer potential not only ensure nutritional benefits, 
but also prevent the progression of cancer through 
various mechanisms of action in the human body [3]. 
Various bioactive substances of plant, animal and 
microbial sources show recognizable anticancer potential 
with various mechanisms of action such as antimetastatic, 
antioxidant, etc. Bioactive extracts have a high efficacy 
potential in the treatment of cancer, and they can be 
alternative treatments for the treatment of various 
carcinogenesis [4]. Natural compounds are very important 
as interesting repositories of biologically active 
compounds. Historically, natural products for anticancer 
studies have led to significant success. More than 60% of 
the clinical use of antitumor drugs consists of natural 

products, including marine organisms, plants, and 
bacteria, while more than 3000 plant species are used to 
fight neoplasms [5, 6]. Scientific study results provide new 
hopes for the joint use of natural compounds and 
chemotherapeutics in tumor treatment [7]. In the light of 
the evidence obtained from the studies, it is aimed to 
characterize the interactions and efficacy of natural 
compounds and classical chemotherapy drug 
combinations against various types of cancer. The 
promising results can be shown as a new hope for the 
combined use of natural compounds and 
chemotherapeutics in cancer treatment [8, 9]. 

Significant developments were performed to the 
cancer treatments. However, undesirable effect of cancer 
proceeds to rise and is becoming one of the most 
destructive diseases. Therefore, studies to prevent cancer 
have become an important way in which the fight against 
cancer can be possible [10]. To cite a few examples, 
curcumin, the active ingredient in turmeric, can prevent 
cancer formation, suppress proliferation, and induce 
apoptosis in tumor cells. Curcumin shows its anticancer 
activities via using multiple constituents such as 
transcription factors, antiapoptotic proteins, protein 
kinases, and cell cycle proteins [11]. Some studies have 
been conducted on the ability of the Achillea sp., which 
we used in this study, to show anticancer activity in 
various types of cancer. However, the studies and the 
results obtained are not sufficient to elucidate these 
activities. Many medicinal plant extracts with determined 
biological activities are widely used in the treatment of 

http://xxx.cumhuriyet.edu.tr/
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various diseases [12, 13]. Extracts and essential oils, which 
are thought to be effective in these extracts, are obtained 
as a result of various extraction and distillation processes. 
These active substances are used for various purposes 
such as cancer, cardiovascular diseases, central nervous 
system diseases, digestive system diseases [13]. In 
addition to the benefits of biological active substances 
obtained from plants, there are also various undesirable 
effects. At the beginning of these effects are the lack of 
targeted therapy, dosing problem and toxic effects on 
healthy tissues and cells [14]. Nanoparticle drug delivery 
systems are used to prevent or correct the undesirable 
effects of bioactive medicinal plant extracts. Targeting 
bioactive components used in the treatment of diseases, 
having the desired drug release profile, reducing the toxic 
effects of drugs, and preventing multi-drug resistance are 
the most important advantages of these systems [15, 16, 
17]. Biocompatible polymers are widely used in the 
preparation of nanoparticular systems. The most 
important advantages of chitosan are that it does not 
show toxic properties, is biocompatible, and has high 
encapsulation efficiency [18, 19]. In this study, chitosan 
nanoparticles containing A. phrygia extract were 
prepared. In addition, characterization studies of 
nanoparticles were performed, and their anticancer 
activities were evaluated by cell culture studies. 

 

Materials and Methods 
 

Plant Material and Extraction Procedures 
Prof. Dr Turan Arabacı determined the A. phrygia 

specimens acquired during field experiments. For future 
reference, a voucher specimen (T.Arabacı 2962) was 
deposited in the herbarium of Inonu University,  Faculty of 
Pharmacy, Department of Pharmaceutical Botany. The 
plant's aerial parts were dried in the shade (at 25 °C) and 
ground into a fine powder in a mechanic grinder. The 
maceration procedure was used to extract the powdered 
samples with organic solvents (methanol and chloroform) 
until they were colourless. Under reduced pressure, the 
organic phase was evaporated to dryness. For future 
analysis, all extracts were kept at 4°C. On the MCF-7 cell 
line, the cytotoxic activities of chloroform (IC50 = 0.041 
mg/mL) and methanol (IC50 = 127.65 mg/mL) extracts 
were tested, and chloroform extract was found to be 
more potent than methanol extract. Column 
chromatography was used in this investigation to separate 
the probable active chemicals found in the effective 
chloroform extract based on their polarity. The 
chloroform sub-extract (5 g) was inserted to a silica gel 
column and eluted with toluene, petroleum ether and 
methanol mixture of increasing polarity of petroleum 
ether (100%, 1500 mL), petroleum ether /chloroform 
(75:25, 1500 mL), petroleum ether /chloroform (1:1, 1500 
mL), chloroform (100%, 1500 mL), chloroform/methanol 
(75:25, 1500 mL), chloroform/ methanol (1:1, 1500 mL), 
chloroform/methanol (25:75, 1500 mL), and methanol 
(100%, 1000 mL) to obtain eight (A-H) fractions. 

 

Cell Culture 
Dulbecco’s modified Eagle’s medium (DMEM), and 

fetal bovine serum (FBS) were obtained from Merck 
Millipore (United States). Penicillin-Streptomycin-L-
glutamine solution was purchased from Sigma-Aldrich 
(Germany). Chitosan (400 kDa, DD 87) and 
tripolyphosphate (TPP) were purchased from Fluka 
(Germany). Colorectal adenocarcinoma cells (HT29) and 
breast cancer cells (MCF 7) were used in this study. XTT 
reagent  was purchased Roche Diagnostic. Cells were 
seeded in DMEM including FBS (10 %), penicillin (100 
IU/mL), streptomycin (10 mg/mL). 

 

Cytotoxicity Assay 
Cytotoxic activity of A. phrygia extracts was evaluated 

using the XTT assay against the MCF7 and HT29 cells. Cells 
were seeded in 96-well plates with DMEM (100 μL) and 
incubated overnight. A. phrygia extracts were dissolved in 
DMSO for using cytotoxicity assay. Extracts suspended in 
DMEM were added to each well (40 µg/mL) and same 
amount of DMSO was inserted to the control group. The 
cells were incubated for 24 h. Following each well were 
washed with PBS, XTT (50 μL) mixture and colorless 
DMEM (100 μL) were inserted to wells and the cells were 
incubated for 4 h. Micro plate ELISA reader was used to 
measure absorbance of XTT-formazan at 450 nm. 
Antiproliferative activity of extracts were calculated 
compared to control. According to the assessment of XTT 
results, nanoparticle which indicate the greatest 
antiproliferative activity against MCF 7 and HT29 cancer 
cells, were synthesised. XTT assays of nanoparticles with 
extract and only extract were repeated to calculate the 
IC50 values. 

 

Antioxidant Assays 
DPPH assay  
The extracts' DPPH free radical scavenging abilities were 

assessed using an experimental technique reported in the 
literature [20]. In a nutshell, 240 microliters of DPPH solution 
(0.1 mM) were mixed with 10 microliters of compounds made 
at various doses (0.5-5 mg/mL). After that, the mixture was 
allowed to rest for 30 minutes at room temperature. Using a 
microplate reader (AMR-100) at 517 nm, the absorbance of 
the combination was compared to the reference. The 
experiment was done three times and the IC50 values (mg/mL) 
are used to express the results. 

 
FRAP assay  
The FRAP technique was used to assess the 

effectiveness of compounds (0.5-5 mg/mL) to reduce 
ferric. After mixing 190 µL of FRAP reagent with 10 µL of 
ompound for 4 minutes, the absorbance of the 
combination was measured against a reference using a 
microplate reader (AMR-100) set to 593 nm. FeSO4.7H2O 
was used to create the standard curve and the compounds 
FRAP values were expressed as a mM Fe2+/mg extract. 
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CUPRAC assay 
In CUPRAC method, 60 microliters of copper (II) 

solution, neocuproin solution, and ammonium acetate 
buffer (1 M) were mixed in this experiment. Shake the 
solution after adding 10 μL of ethanol and 60 μL of 
compound. For 60 minutes, the solutions were 
maintained at room temperature with their mouths 
closed. Absorbance values at 450 nm were measured at 
the conclusion of this period against a reference solution 
that did not include a sample [21, 22]. The CUPRAC 
findings were expressed as mMTE/mg extract. 

 

Preparation of Chitosan Nanoparticles 
Nanoparticles containing A. phrygia were prepared 

using the ionic gelation method. In order to determine the 
features and differences of nanoparticles, nanoparticles 
with and without extract were prepared. Initially, a certain 
amount of chitosan was dissolved in acetic acid (0.5 %) at 
1000 rpm under magnetic stirring. Tripolyphosphate 
solution (0.5% w/v) containing the extract dropped into 
chitosan solution (0.5% w/v). Nanoparticle solutions were 
centrifuged at 10,000 rpm for 30 minutes. The 
supernatant was removed and the pellet was washed with 
bidistilled water. This process was performed three times. 
After lyophilization, nanoparticles were stored at +4 ºC. 

 

Measurement of Particle Size And Zeta (Ζ) Potential 
The size and ζ potential measurements were evaluated 

via a Zetasizer Nano ZS instrument. 
 

Statistical Analysis 
All experiments were performed in triplicate. All data 

from the study were given as the mean ± SD and analysed 
using Graphpad Prism 5. Statistical differences between 
the study groups were analysed using a two-way analysis 
of variance (ANOVA) followed by Tukey’s multiple 
comparison test. Mean values were considered 
statistically significant if p<0.05. 

 

Results and Discussion 
 

Characterization of Chitosan Nanoparticles 
Properties of nanoparticles such as particle size and ζ 

potential are very important in terms of biological activity 
studies. Therefore, these features should be at desired 
values. Particles were investigated for this purpose. 
Results of nanoparticles containing extract and pure 
nanoparticles were shown in Table 1. According to the 
results, size of nanoparticle (228.34±1.9 nm) including A. 
phrygia extract had higher size than pure nanoparticle 
(207.56±2.6 nm). In addition, polydispersity index (PDI) 
values of chitosan nanoparticle with extract (0.187 ± 0.05) 
were smaller than pure nanoparticle (0.21± 0.03). ζ 
potential of extract loaded nanoparticle and non-extract 
nanoparticle were 8.2±0.06 mV and 7.6±0.03 mV 
respectively. According to the results size homogeneity 
and zeta potential values of both nanoparticles (pure and 
extract loaded) are suitable for use. 

 

 

Table 1. Particle size, ζ potential, and PDI index values of 
nanoparticles 

Samples ζ potential 
(mV) ± SD 

Size 
(nm) ± SD 

 
PDI ± SD 

*CNPCE 8.2±0.06 228.34±1.9 0.187±0.05 
**CNPE 7.6±0.03 207.26±2.6 0.211±0.03 

*CNPCE shows extract containing chitosan nanoparticle, 
**CNPE shows pure chitosan nanoparticles. 

 

Results of Antiproliferative Activity 
Cancer is called an incurable disease because of late 

diagnosis of the disease and poor awareness of the 
disease. In addition to the existence of various treatment 
mechanisms for cancer treatment, there are also many 
undesirable effects of these treatments. Using the 
knowledge and experience gained in these treatments, 
characterization studies of active substances of biological 
origin and investigation of their activities in cancer 
treatment constitute very important fields of study [4, 6]. 
Antiproliferative effect of A. phrygia extracts were 
investigated on HT29 and MCF7 cell lines. Cytotoxic 
activity results of extracts were indicated in Figure 1 and 
Figure 2. On Figure 1 results, it was shown that cell 
viability ranged from 58.27±0.26 % to 79.10±0.34 % in 
HT29 cells. The results show that the extracts have 
significant antiproliferative effects on cancer cells. 
Especially, B extract decreased the proliferation of HT29 
cells about half. According to the result it can be 
concluded that the extracts of A. phrygia have significant 
cytotoxic activity on HT29 cells. 

 

 

Figure 1. Cytotoxic activities of sub-chloroform extracts of 
A. phrygia on HT29 cell line. *B extract showed the most 
antiproliferative activity on HT29 cells. 

 
Figure 2 results showed that cell viability ranged from 

56.67 ± 0.32 % to 87.92 ± 0.47 % in MCF 7 cells. It can be 
said that these extracts have a significant cytotoxic effect 
on MCF 7 cancer cells, since the cell viability is below 70 % in 
MCF 7 cells to which A, B, D and G extracts were treated. B 
extract of A. phrygia showed the highest anticancer activity, 
significantly reducing the viability of cancer cells in both MCF 7 
(56.67 ± 0.32 %) and HT29 (58.27 ± 0.26 %) cell lines. In the light 
of these results, nanoparticles of the B extract were prepared 
and applied to MCF 7 and HT29 cancer cells and their IC50 
values were calculated. 
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Figure 2. Cytotoxic activities of sub-chloroform extract of A. 
phrygia on MCF 7 cell line. *B extract showed the most 
antiproliferative activity on MCF7 cells. 

 

IC50 values were calculated by applying B extract and 
nanoparticle containing B extract to HT29 cells at certain 
concentrations and performing XTT test. Figure 3 results 
indicated that both the nanoparticle with B extract and only B 
extract showed significant antiproliferative activity on HT29 cells 
associated with an increase in concentration. When the B 
extract and the nanoparticle containing the extract were treated 
with HT29 cells at a concentration 100 µg/ml, cell viability was 
observed as 46.87±0.43 % and 45.90±0.23 % respectively. On 
only B extract, the viability of the HT29 cells was between 46.8± 
0.43 % and 71.96±0.34 %. In addition, cell viability of 
nanoparticle with B extract, ranged from 45.90±0.23 % to 
65.48±0.37 %. IC50 values of nanoparticle with B extract and only 
B extract were 58.28 µg/mL and 66.32 µg/mL respectively. This 
result shows that our samples formed by coating B extract with 
nanoparticles significantly reduced HT29 cancer cell 
proliferation and increased the cytotoxic effect compared to the 
extract alone. In addition, nanoparticle loaded with B extract had 
higher cytotoxic activity on HT29 cell line than only B extract. 

 

 

Figure 3. Concentration-related antiproliferative activities 
of B extract and nanoparticles containing B extract. B NP 
indicates nanoparticle include B extract. 

 

XTT assay results showed that B extract and B extract 
loaded nanoparticles had stronger antiproliferative effect. 
Cell viability of B extract was between 35.29±0.18 % and 
54.70±0.26 %. Cell viability of B extract loaded 
nanoparticle was between 29.47±0.32 % and 51.27±0.18 
% depending on the concentration. Taking advantage of 
these valuable results it can be said that A. phrygia 
extracts have significant cytotoxic and antiproliferative 
effects on HT29 and MCF 7 cell lines. Especially, D extract 
loaded with nanoparticle showed the highest 
antiproliferative effect on both cell lines. 

 

 

Figure 4. Concentration-related antiproliferative activities 
of B extract and nanoparticles containing B extract. B NP 
indicates nanoparticle include B extract. 

 

Results of Antioxidant Activity 
Antioxidant activities of 8 different sub-extracts 

obtained from the plant were evaluated using DPPH, 
CUPRAC and FRAP methods (Table 2).  For DPPH activity, 
the extracts had IC50 values ranging from 0.399 to 1.399 
mg/mL.  The findings showed that the B extract 
(IC50:0.399 mg/mL) had higher DPPH radical scavenging 
activity compared to the other extracts. In addition, in this 
study, it was determined that the radical scavenging 
activity of all extracts showed lower radical scavenging 
activity than the ascorbic acid (IC50:0.0028 mg/mL).  When 
the FRAP values obtained as a result of this study were 
compared among themselves, it was determined that the 
B extract (40.984 mM FeSO4/mg extract) of plant showed 
stronger iron (III) ion reduction potential compared to the 
other extracts. In addition, it was determined that all 
extracts had lower FRAP values than the BHT compound 
(86.004 mMFeSO4/mg). The extracts have CUPRAC values 
ranging from 0.422 mM to 2.149 mM. The D (2.149 
mMTE/mg extract) and B (1.713 mMTE/mg extract) 
extracts obtained from the plant have higher the potential 
to reduce Cu(II) to Cu(I) compared to other extracts. In this 
study, all extracts were found to have a lower CUPRAC 
value than the ascorbic acid compound (3.213 
mMTE/mg). As a result, the findings obtained from the 
study showed that the B extract had the strongest 
antioxidant activity potential compared to the other 
extracts. 
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Table 2. Antioxidant activities of 8 different sub-extracts obtained from the plant 

A. phrygia 

Chloroform sub-extract 
DPPH 

(IC50: mg/mL) 
FRAP 

(mMFeSO4/mg extract) 
CUPRAC 

(mMTE/mg extract) 

A 1.399±0.929 36.307±0.698 0.422±0.008 
B 0.399±0.091 40.984±0.201 1.713±0.065 
C 0.573±0.094 38.694±1.007 1.681±0.078 

D 0.621±0.017 32.501±0.550 2.149±0.108 
E 0.861±0.123 36.372±0.806 1.609±0.088 
F 0.565±0.095 32.050±0.349 1.351±0.065 

G 1.189±0.335 29.018±0.403 0.779±0.025 
H 0.650±0.123 28.050±0.201 0.682±0.003 

Ascorbic acid 0.0028±0.0004 - 3.213±0.076 

BHT - 86.004± 4.914 - 
 

Conclusions 
 

In this study, antioxidant and antiproliferative 
properties of sub-chloroform extracts from Achillea 
phrygia were investigated. It was determined that the B 
extract obtained from the plant had strong antioxidant 
and antiproliferative effects compared to other extracts. 
Nanoparticles with B extract, which has the highest 
antiproliferative activity in HT29 and MCF 7 cancer cells, 
were prepared by cell culture studies. Appropriate 
formulations were determined by performing particle 
size, zeta potential and polydispersity index tests of 
nanoparticles, and the anticancer activities of these 
formulations were evaluated with the XTT test. According 
to the results, it was observed that nanoparticles 
containing B extract showed significantly higher 
antiproliferative activity compared to only B extract. 
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Lactoperoxidase (LPO E.C. 1.11.1.7) is a member of the peroxidase family and is an important glycoprotein 
containing heme group in its structure and showing the antimicrobial effect on disease causing microorganisms 
in the digestive system of newborn babies. Thiazoles are the simplest members of heterocyclic compounds 
containing nitrogen and sulfur atoms in their structure. Many active pharmaceutical substances such as vitamin 
B1, penicillin, and those obtained by synthesis, contain a thiazole ring. It is desirable to evaluate the biological 
activities of thiazole derivatives, such as antiprotozoal antibacterial, antifungal, antituberculosis, and 
anthelmintic, with emphasis on their potential medical applications. The aim of this study was to determine the 
in vitro inhibition profiles of 2-amino thiazole derivatives against bovine LPO enzyme. In this study it was 
determined that all amino thiazole derivatives inhibited the LPO enzyme competitively. When the results were 
compared with each other, the 2-Amino-4-(4-chlorophenyl) thiazole compound showed the best inhibition 
effect against LPO with the Ki value of 250±100 nM. 
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Introduction 

Peroxidases (POD: E.C.1.11.1.7), is a member of the 
oxidoreductase enzyme family, which has the potential to 
be used in many fields; one of the most common enzymes 
in all cell types [1]. Peroxidases is found in many sources, 
including bacteria, yeast, and higher plants, fungi, milk, 
and dairy products. Hydrogen peroxide (H2O2), which is 
formed during biotransformation in biological systems 
and has oxidizing properties, must be removed from the 
environment. This task in ensuring the removal of H2O2 
from the environment in metabolism; It performs 
enzymes such as catalase and peroxidase, which are 
enzymes that show antioxidant properties in cells [2]. 

Lactoperoxidase (LPO); found in milk, saliva, tears, and 
the digestive system of newborns. It is a glycoprotein 
consisting of a single polypeptide chain containing the 
heme group (protoheme 9) as a prosthetic group [3]. This 
enzyme, which is found in large amounts in milk and dairy 
products, has a very important position in the prevention 
of pathogens in the gastro tract of infants during the 
lactation process. In other words, the lactoperoxidase 
system functions as a natural defense mechanism against 
invading microorganisms [4]. Thiazoles, one of the most 
important representatives of the quintuple natural ring 
system carrying sulfur and nitrogen. They are functional 
groups that are frequently encountered in the structure of 
drug molecules. It is an important component of the 
pharmacophores of many molecules of medical 
importance. The fact that the thiazole ring system is in the 
structure of compounds with important physiological 

effects such as penicillin and vitamin B1 and its similarities 
with other heterocyclic ring systems and the role of the 
ring in different pharmacological activities have increased 
the studies on ring structure and derivatives [5,6]. 

For the thiazole ring system, antimicrobial [7,8], 
antiviral [9], antiprotozoal [10], anticancer [11], 
antioxidant [12], anticonvulsant [13], antidiabetic [14], 
antihypertensive [15], anticholinesterase [16, 17], 
analgesic and anti-inflammatory [18] activities have been 
reported. 

In this study, the inhibition effects of 2-amino thiazole 
derivatives on the LPO enzyme activity were determined. 
The IC50, Ki values and the inhibition type of 2-amino 
thiazole derivatives were found. 

 
Materials and Methods 
 

Chemicals and Experimental Procedure 
LPO enzyme was isolated by procuring bovine milk 

from local dairy farms in Erzurum. 2,2´-Azino-bis(3-
ethylbenzthioazoline-6-sulfonic acid) (ABTS) used for 
activity studies, hydrogen peroxide and 2-Amino-4-(2,4-
difluorophenyl) thiazole [a], 2-Amino- 4-(4-bromophenyl) 
thiazole [b], 2-Amino-5-(methyl)-4-phenyl) thiazole [c], 2-
Amino-4-(5,6,7,8-tetrahydro-2-naphthyl)thiazole [d], 2- 
Amino-4-(4-chlorophenyl)thiazole [e], 4-(3,4-
difluorophenyl)-1,3-thiazol-2-amino [f] compounds were 
commercially available from Sigma-Aldrich.
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Figure 1. The chemical structures of 2-amino thiazole derivatives 

 
Measurement of LPO Activity 
LPO activity was determined by making minor 

modifications to the procedure performed by Shindler and 
Bardsley. Accordıng to prevıous study, 2.895 mL of ABTS 
(1.0 mM) in KH2PO4 (100 mM, pH 6.0) was mixed with 0.1 
mL of 3.2 mM H2O2 with 0.005 mL of enzyme. It is 
determined according to the increase in absorbance at 
412 nm of the compound formed as a result of oxidation 
of the ABTS molecule, which is the substrate that provides 
the formation of pigment or colorant [19,20]. An enzyme 
unit (E.Ü.); It is defined as the amount of enzyme that 
catalyzes the oxidation of 1 µmol ABTS at 298 K° in 1 
minute (Ɛ: 32.600 M-1 cm-1) [21]. 

 
Purification of LPO 
As reported in our previous study, the LPO enzyme was 

isolated from Sepharose 4B-L-tyrosine-sulfanilamide column. 
The prepared affinity column was equilibrated with the 10 mM, 
pH 6.8 Na2HP04 solution. The homogenate was then packed 
onto the column and the column was washed with Na2HP04 400 
mL, 25 mM, pH 6.8. In the last step, eluents were collected by 
elution with NaCl/Na2HP04 solution (1 M/0.25 M, pH:6.8) [22]. 

 
The Inhibition Studies of 2-Amino Thiazole 

Derivatives on LPO 
Inhibition of 2-amino thiazole derivatives was 

determined from the graph of % Activity-inhibitor 
concentration drawn by working at five different inhibitor 
concentrations. IC50 values were determined for inhibitors 
with inhibitory effect, and the Lineweaver-Burk plot was 
drawn from the results with the activity measurements 
carried out  at three different 2-amino thiazole derivatives 

and five different ABTS concentrations, and the Ki values 
and inhibition types of 2-Amino thiazole derivatives were 
determined [23]. 

 
Results and Discussion 

 
The benefits of compounds containing milk and dairy 

products to human health at every stage of human life are 
known to date. Milk has many components that protect itself 
and the newborn from harmful microorganisms. The most 
important of these components is LPO [21]. LPO is an enzyme 
found in abundance in milk, which is responsible for forming 
an antimicrobial compound that catalyzes the reaction of 
thiocyanate ion and hydrogen peroxide in the living body [24-
28]. LPO obtained from many animal sources contributes 
greatly to the destruction of bacteria by suppressing growth 
by causing bacterial inhibition [29]. 

In the literature, it was seen that there is no study to 
determine the inhibition parameters on LPO in studies 
involving thiazoles. In the light of this information, the 
parameters of the effects of amino thiazole derivatives on 
LPO enzyme activity were determined (Table 1). 

 
Table 1. Inhibition data of 2-Amino thiazole derivatives 

Compound R2 IC50 

(nM) 
Ki 

(nM) 
Inhibition 

type 
             [a] 0.9068 340 390±50 Competitive 
             [b] 0.9968 490 670±60 Competitive 
             [c] 0.9175 890 480±50 Competitive 
             [d] 0.9132 470 540±140 Competitive 
             [e] 0.9035 320 250±100 Competitive 
             [f] 0.9418 550 600±290 Competitive 
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2-Amino-4-(2,4-difluorophenyl) thiazole [a], 2-Amino-
4-(4-bromophenyl) thiazole [b], 2-Amino-5-(methyl)-4-
phenyl) thiazole [c], 2-Amino-4- (5,6,7,8-tetrahydro-2-
naphthyl) thiazole [d], 2-Amino-4-(4-chlorophenyl) 
thiazole [e], 4-(3,4-difluorophenyl)-1,3-thiazole-2-amino 

[f] IC50 values were found from the graphs drawn from the 
activity measurements of the compounds at different 
dose concentrations (Table 1). These values are (a), (b), 
(c), (d), (e) and (f); 340, 490, 890, 470, 320 and 550 nM for 
amino molecules, respectively. 

 

 
Figure 2. Activity(%)-[Inhibitor] graphs of 2-Amino thiazole derivatives with LPO enzyme 

 
As a result of the activity measurements, the Ki values 

and inhibition types of 2-amino thiazole derivatives were 
determined by the Lineweaver-Burk curves (Figure 2). Ki 
values are (a), (b), (c), (d), (e) and (f); 390±50, 670±60, 

480±0.05, 540±140, 250±100 and 600±290 nM for amino 
molecules, respectively. It was determined from the 
graphs that the inhibition types were competitive for all 
studied thiazole compounds. 

 

 
Figure 3. Graphs of 1/V and 1/[S] for 2-amino thiazole derivatives of LPO enzyme ([a]: 2-Amino-4-(2,4-difluorophenyl) 

thiazole; [b]: 2-Amino-4-(4-) bromophenyl) thiazole [c]: 2-Amino-5-(methyl)-4-phenyl) thiazole; [d]: 2-Amino-4-
(5,6,7,8-tetrahydro-2-naphthyl) thiazole; [e]: 2-Amino-4-(4-chlorophenyl) thiazole; [f]: Lineweaver-Burk plots for 
4-(3,4-difluorophenyl)-1,3-thiazol-2-amino) 

 

In a study by Wang et al., the α-glucosidase inhibitory 
activities of several coumarin thiazole derivatives were 
evaluated. When the results were compared with 

acarbose used as a standard inhibitor, it was determined 
that coumarin thiazole compounds exhibited potent 
inhibitory activities at the micromolar level [30]. 
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The effect of pyrazolyl-thiazole compounds on the 
inhibition of aldose reductase and α-glycosidase, which is 
accepted as a standard approach in the treatment of 
diabetic complications, was investigated. It was reported 
from the results that all compounds exhibited an 
inhibition profile at the micromolar level [31]. 

LPO, which has the potential to be used in many areas, 
is abundant in milk and dairy products because it reduces 
microflora [32,33]. It has an important position in the 
prevention of bacterial growth and is considered a very 
important compound in the natural defense mechanism 
against bacterial infections [29,34].  

In another study, secondary sulfonamides containing 
acetoxybenzamide, triacetoxybenzamide, 
hydroxybenzamide and trihydroxybenzamide and 
containing thiazole, pyrimidine, pyridine, isoxazole and 
thiadiazole groups were synthesized. In vitro inhibitory 
effects of these synthesized derivatives against LPO were 
investigated. The results obtained determined that 
secondary sulfonamide derivatives are effective LPO 
inhibitors [35]. 

Xanthine oxidase (XO) inhibitors are widely used in the 
treatment of gout. In another study, a series of new tri-
substituted 2-(indol-5-yl) thiazole derivatives with an 
indole skeleton were synthesized and their in vitro 
inhibitory activities against xanthine oxidase were 
determined. It has been reported that the 2-(3-cyano-2-
isopropylindol-5-yl)-4-methylthiazole-5-carboxylic acid 
derivative exhibits the strongest XO inhibitory activity at 
the nm level [36]. 

The synthesis of sulfonamide-containing thiazole 
compounds and the inhibitory effects of these derivatives on the 
activity of human carbonic anhydrase I and II were evaluated by 
Kılılçaslan et al. The inhibitory effects of 12 synthesized 
sulfonamides on the hydratase and esterase activities of these 
isoenzymes (hCA-I and hCA-II) were investigated in vitro. They 
observed that all synthesized compounds inhibited CA 
isoenzyme activity at μM level [37]. 

In a different study, in vitro inhibition parameters of sesamol 
on bovine lactoperoxidase system were determined. 

LPO enzyme was purified 467.51 fold with 75.99% yield in 
one step by an affinity chromatography technique using 
sulfanilamide as ligand. It was determined that sesamol strongly 
inhibited the LPO enzyme at the nM level and showed a 
competitive inhibition effect [38]. 

 
Conclusion 
 

Newborn health needs to determine how and in what 
way this enzyme will act if chemicals are used in living 
things. As a result, the inhibitory effects of 2-amino 
thiazole derivatives on the purified LPO enzyme in vitro 
were investigated in detail. As can be seen here in the 
study, some 2-amino thiazole derivatives seem to inhibit 
lactoperoxidase at the micromolar level. The LPO enzyme 
found in milk and dairy products, which is important for 
the innate immune system, plays an important role in 
breaking down bacteria and removing them. A problem in 
the LPO system triggers the immune system significantly. 

Although it is not a desirable situation especially for 
newborn babies, parents in the lactation process must be 
careful against the problems caused by inhibitions to keep 
the immune system of the babies strong. 
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In this study, a new cationic P(AAm-AETAC) hydrogels were prepared by a radical addition reaction in aqueous 
solution with acrylamide and [2-(acryloyloxy)ethyl] trimethylammonium chloride) comonomers in the presence 
of ethylene glycolmethacrylate. Hydrogels were characterized by spectroscopic, surface, and thermal analysis. 
The hydrogel does not undergo any structural degradation with the effect of heat up to 250 oC. 
The adsorption of titan yellow from aqueous solution to the newly prepared cationic hydrogels was evaluated 
by Freundlich, Langmuir, and Temkin isotherms. The dye adsorption to hydrogels prepared from adsorption 
isotherms was L type according to the Giles adsorption isotherms. It was determined that the adsorption of titan 
yellow to the hydrogels prepared from the RL values calculated for a concentration of 500 mg L-1 titan yellow 
was favorable. The dye removal efficiency of the hydrogel from the aqueous solution was found to be about 
98%. As a result, it can be said that the cationic P(AAm-AETAC) hydrogel, which is prepared at a low cost, can 
provide a high amount of removal in the adsorption of anionic dyes from aqueous solutions. 
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Introduction 

 
Water is the most important life component for all 

living things. Due to the increase in global warming and 
desertification, the amount of water has become a 
concern in the world. Population development, rapid 
industrialization, and inappropriate use of natural water 
cause serious concerns about the amount and quality of 
water per capita. 

Water pollution is the mixing of unwanted harmful 
substances in water that can degrade the quality of the 
water in a measurable amount. Houses, industrial 
establishments, thermal power plants, fertilizers and 
chemical pesticides, agricultural industry wastewater, hot 
water, and substances from nuclear power plants are the 
main sources of water pollution.  

Dyes, which are one of the common water pollutants 
left by the food, leather, and textile industries, color the 
water to a great extent even at concentrations as low as 1 
ppm. This coloration not only causes an unwanted change 
in water quality in terms of aesthetic properties but also 
directly or indirectly affects human and living things’ 
health. Its effects may be in the forms of carcinogenicity, 
mutagenicity, poisoning, and metabolism in water bodies 
[1]. 

Various physical and chemical methods such as 
flocculation/coagulation, adsorption, and chemical 
oxidation can be used for the treatment of wastewater. 
The fact that the removal efficiency varies depending on 
the type and amount of the pollutant in the wastewater 

makes it more difficult to choose the most appropriate 
method for removal from wastewater. 

The adsorption process is one of the most common 
and effective methods of removing contaminants. 
Although the most commonly used adsorbent is activated 
carbon, some easy-to-produce and cheap adsorbents such 
as zeolite, bentonite, and wood ash are also used for 
removal. In recent years, studies with composite materials 
or artificial adsorbents have attracted attention. In 
particular, cross-linked, networked hydrogels containing 
functional groups such as amine, hydroxyl, carboxyl, and 
sulfonyl are used as adsorbents to remove contaminants 
from aqueous solutions [2,3]. 

It is an organic triazine azo dye that is widely used in 
dyeing Titan yellow, nylon, and wool and in some 
microscopic examinations. El-Azazy et al. studied the 
removal of Titan yellow with a green adsorbent recycled 
from Aloe vera leave waste. As a result of their adsorption 
studies, they found the maximum adsorption capacity of 
55.25 mg g-1 with the Langmuir equation [1]. 

Cheng et al. Prepared a positively charged 
microporous ceramic membrane and used it for titan 
yellow removal. The positively charged microporous ceramic 
membrane exhibited a flow rate of 421 L m-2 hours at a trans-
membrane pressure of 0.03 bar. They also stated that between 
pH 3-8, Titan yellow can be effectively removed with 10 mg L-1 
feed concentration [4]. 

Ghaemi et al. determined the adsorption properties (pH, dye 
concentration, adsorbent amount, interaction time, ionic 
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strength, and temperature) of Titan yellow and Congo red from 
aqueous solution on CoFe2O4 magnetic nanoparticles and found 
the maximum adsorption capacity as 212.8 mg g-1 [5]. 

Dyes, one of the major causes of water pollution, can be 
anionic, cationic, or amphoteric. There are fewer studies on 
the removal of anionic dyes than cationic dyes, although they 
pollute the environment equally.  

There are 602738 adsorption studies since 1970 in the 
Web of Science (WOS) database. 32 of these studies are 
related to cationic hydrogels and only 11 of them studied dye 
adsorption. This evaluation on WOS shows the importance of 
the P(AAm-AETAC) hydrogel prepared in this study for anionic 
dyes adsorption [6]. 

In this study, it was aimed that the synthesis and 
characterization of cationic P(AAm-AETAC) hydrogel with 
acrylamide and [2-(acryloxy) ethyl] trimethylammonium 

chloride monomers and its use in the adsorption of titan 
yellow. 

 
Materials and Methods 
 

Materials 
Acrylamide (Merck, Germany) and [2-(acryloyloxy) ethyl] 

trimethylammonium chloride (Sigma, USA) as monomers, 
ethylene glycol dimethacrylate (Merck, Germany) as crosslinkers, 
ammonium persulfate (Merck, Germany) as initiator, N, N, N’, N’-
tetramethylethylenediamine (Sigma, USA) as accelerator were 
analytical grade and were used as received. Titan yellow was 
purchased from Merck (Germany).  

The structures of the chemicals used in the study are 
presented in Table 1.

 
Table 1. The structures of the chemicals 

Chemicals Representation Chemical structure 
 
Acrylamide 

 
AAm 

 
 
[2-(acryloyloxy) ethyl] 

trimethylammonium chloride  

 
AETAC 

 
 
Ethylene glycol 

dimethacrylate 

 
EGDMA 

 
Ammonium persulfate APS  
N,N,N’,N’- 

tetramethylethylenediamine 
 

TEMED 

 
 
Titan yellow 

 
TY 

 
 
Synthesis of Hydrogels 
Acrylamide (AAm; 0.8 mol), [2- (acryloyloxy) ethyl] 

trimethylammonium chloride (AETAC; 0.2 mol) and ethylene 
glycolmethacrylate (EGDMA; 0.05 mol) were dissolved in 
water. Then 0.001 mol ammonium persulfate and 0.001 mol 
N, N, N ', N 'tetramethylethylenediamine were added. The 
mixture was placed into PVC straws. After 24 hours, the 
hydrogels were removed from the straws, cut into pieces 2-3 
mm in length, washed with distilled water, and then dried in 
air and vacuum. The hydrogels were shown as P(AAm-AETAC) 
and used in powder form. 

 
Characterization 
FTIR/ATR spectra of hydrogels were taken with a Bruker 

Tensor II model spectrophotometer in the 4000-400 cm-1 
range. SEM images of hydrogels at various magnifications 
were taken with Tescan-Mira 3 brand Scanning Electron 
Microscope (SEM). TG thermograms of hydrogels were taken 
with Shimadzu TG-60 model thermal analyzer. Thermal tests 

were performed using a sample mass of 5-10 mg under a 
nitrogen atmosphere at a scan rate of 10 oC min-1. 

 
Adsorption Studies 
To examine the concentration effect, 0.1 g P(AAm-AETAC) 

hydrogels were added to 50 mL of titan yellow solutions in the 
range of 50-500 mg L-1 and kept in a shaker at 25 oC for 24 
hours and the equilibrium concentrations were determined. 
During the adsorption studies, the concentration of titan 
yellow solutions was recorded at wavelengths of 403 nm, using 
a Shimadzu A160 model UV-VIS spectrophotometer. 

 
Results and Discussion 
 

Synthesis of Hydrogels 
The cationic hydrogels composed of AAm and AETAC were 

prepared by free radical solution polymerization in the 
presence of a crosslinker and the possible polymerization 
mechanism is presented in Figure 1. 
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In polymerization, the first step is a reaction between APS 
and TEMED. The activated TEMED molecule can combine with 
monomers or crosslinker molecules; in the process, the 
unpaired electron is transferred to the monomeric units so 
that they, in turn, become reactive. The polymer can continue 
growing indefinitely, with the active center being continually 
shifted to the free end of the chain. After 24 h, the hydrogels 
were cut into pieces of 2–3 mm length, washed with distilled 
water, and dried. 

 

 

Figure 1. Possible polymerization mechanism of 
P(AAm-AETAC) 

 
Characterization 
FTIR/ATR analysis 
ATR spectra of P(AAm-AETAC) hydrogels are presented 

in Figure 2. The characteristic vibrational bands of the 
functional groups are as observed: N-H stretch vibration 
of the amide group at 3200-3600 cm-1, N-H bending 
vibration in amide structure at 1550 cm-1, C=O stretch 
vibration in ester structure at 1729 cm-1 and -N+(CH3)3 
bending band of the quaternary ammonium pending 
group at 1476 cm-1. The absence of bands at 900-1000 cm-

1, which is evidence of monomeric double bonds, indicates 
that AAm and AETAC monomers have polymerized 
successfully [2].  

In Figure 2, the presence of new peaks at 1040, 1088, 
and 1198 cm-1, displacement or variation in peak intensity 
indicates that the dye molecules are related to the 
hydrogels [7]. 

The main interactions between the hydrogel and 
anionic dye may be electrostatic and hydrophobic.  

 

Figure 2. ATR spectra of P(AAm-AETAC) hydrogels. 

 
The possible mechanism of interaction between 

P(AAm-AETAC) hydrogels and titan yellow is presented in 
Figure 3. 

 

 

Figure 3. Possible mechanism of interaction between 
P(AAm-AETAC) hydrogels and titan yellow. 

 
Especially, electrostatic interactions will be expected 

to occur between -SO3- groups on the dye molecules and -
N+(CH3)3 on the monomer unit of the crosslinked polymer. 

Hydrophobic effects occur especially in aqueous 
solution interactions which in the present case will involve 
aromatic rings on the dye molecules and the methyl 
groups on the gel. There can be some other interactions 
such as dipole-dipole and dipole-induced dipole 
interactions between the dye molecules and the hydrogel 
chains. 

SEM images 
SEM images and photographs of the prepared P(AAm-

AETAC) hydrogels are presented in Figure 4. 
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a b 

Figure 4. (a) SEM images of P(AAm-AETAC) hydrogels, 
(b) photographs of hydrogels before and after 
adsorption. 

 
In the SEM image presented in Figure 4a, it is seen that 

P(AAm-AETAC) hydrogels have a regular surface structure, 
there are gaps on the surface of the polymer and these 
spaces are homogeneous. In the photograph presented in 
Figure 4b, white-colored P(AAm-AEAC) hydrogels turned 
brownish-yellow after the dye adsorption. 

 
Thermal analysis 
TG and DTA thermograms of P(AAm-AETAC) hydrogels 

were taken to determine their thermal properties and are 
presented in Figure 5. 

 

 

Figure 5. TG thermograms of P(AAm-AETAC) hydrogels. 

The initial degradation temperature (Ti), the 
temperature at the degradation maximum rate (Tm), the 
degradation final temperature (Tf), the maximum 
degradation rate (rm), the residual mass (Cm) at the 
maximum rate, and the residual mass (Cr) at the end of 
degradations are given Table 2. 

 

Table 2. Thermogravimetric parameters of P(AAm-AETAC) 
hydrogels 

Degradation  
region 

Ti /oC Tm/oC Cm/% Tf /oC rm/mg 
min-1 

Cr/% 

1 235 281 79.15 325 0.28 66.36 
2  325 393 45.66 440 0.07 28.88 

 
In the TG thermogram of P(AAm-AETAC) given in 

Figure 5, three different regions are seen such as 
evaporation of moisture, separation of side groups 
attached to the main chain due to intramolecular and 
intermolecular reactions of side groups, and main chain 
scission. The first stage (25–235°C, 8.802% mass loss) was 
attributed to the evaporation of moisture from the 
adsorbed and bound water. The second step (235–325°C, 
24.279% mass loss) was attributed to the thermal 
decomposition of methyl in quaternary ammonium 
groups as well as the imine reaction of the amide group. 
The third stage of mass loss occurred at the following 
intervals. 325–440 0C for P(AAm-AETAC) with 
approximately 37.65% mass loss from thermal 
decomposition of the copolymer backbone [8, 9]. It is seen 
that 50 % of the hydrogels degrade at 387 oC (the half-life 
temperature, Th). In addition, 19.71% of P(AAm-AETAC) 
was found as residue at 600 °C. 

 
Adsorption Studies 
In an adsorption system at equilibrium, the total titan 

yellow concentration (C, mg L-1) can be given as: 
 

C = Cb + Ce (1) 

Q =
Cb. V

m
 (2) 

 
Cb is the equilibrium concentration of titan yellow on 

the hydrogel (mg L-1) and Ce is the equilibrium 
concentration of titan yellow in solution (mg L-1). V is the 
volume of the solution (L) and m is the mass of the 
hydrogels (g). The amount of substance (Q) adsorbed on 
the hydrogels was calculated by Equations 1 and 2. 

 
Adsorption isotherm models 
The adsorption of a solute from solution to a solid is 

usually given according to the Giles adsorption isotherm 
classification. With the Freundlich isotherm model, the 
type of adsorption (such as S, L, C) and if it is type L, the 
monolayer adsorption capacity, distribution coefficient, 
dimensionless dispersion factor, adsorbent dose, and 
removal efficiency values can be calculated with the 
Langmuir isotherm model. In addition, with the Temkin 
isotherm model, adsorption energy change and Temkin 
equilibrium constant values can be determined. Figure 6 
was created for the adsorption of titan yellow in the 
concentration range of 50-500 mg L-1 on P(AAm-AETAC) 
[2,10,11]. 

The parameters of Freundlich, Langmuir, and Temkin 
isotherm models and derivated parameters are calculated 
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from the nonlinear regression of the plots in Figure 6, and 
have been summarized in Table 3. 

 

 

: Langmuir; --------: Freundlich isotherm. 
Figure 6. Isothermal curves of titan yellow adsorption 

in P(AAm-AETAC) hydrogel. 

 
The n values of the Freundlich isotherm model are 

related to the Giles classification, S, L, and C type 
isotherm. n < 1 correspond to S shape, n=1 C type, and n 
> 1 to L type [12]. On the other hand, higher values of KF 
represent an easy uptake of adsorbate from the solution. 
The Freundlich exponent n for the P(AAm-AETAC) 
hydrogel is 1.58, thus suggesting an L-type isotherm. The 
most characteristic feature of L-type adsorption curves is 
that the adsorbed molecules have strong intermolecular 
interactions with the adsorbent. 

The Qm value in the Langmuir isotherm model was 
calculated as 191.7 mg g-1. It has been observed that the 
highest monolayer capacity among the organic 
adsorbents in the studies carried out to date [1,4,5,7]. 

The efficiency of P(AAm-AETAC) hydrogel for titan 
yellow adsorption was investigated with dimensionless 
dispersion factor (RL) values depending on the initial 
concentration and the calculated RL values for 500 mg L-1 
dye concentration were 0.017. Since the calculated RL 
value is 0 < RL < 1, it was determined that titan yellow 
adsorption onto the P(AAm-AETAC) hydrogel was 
favorable [3].  

The adsorbent mass values required for 50% removal 
from the hypothetical solution containing 500 mg L-1 titan 
yellow and defined as the adsorbent dose were 4.84 g L-1. 
The amount of adsorbent required for removal is 
important in terms of cost. From the calculated adsorbent 
dose value, it is seen that the synthesized cationic 
hydrogels will provide low-cost removal. 

The titan yellow removal efficiency of the P(AAm-
AETAC) hydrogel was found to be approximately 98% for 
all concentrations. This value shows that the P(AAm-
AETAC) hydrogel removes the titan yellow with very high 
efficiency. 

The adsorption energy in the Temkin isotherm model 
was found to be 15.24 kJ mol-1. The b value of 0 < b < 100 
indicates that the adsorption is exothermic and occurs 
through physical interactions. This result supports the 
idea that this physical interaction between the prepared 
cationic P(AAm-AETAC) hydrogels and anionic titan yellow 
is due to electrostatic forces. [13,14]. 

 
 
Table 3. Isotherm models parameters for titan yellow adsorption onto P(AAm-AETAC) hydrogel 

Models Equations Values 
Freundlich Q = KFCe

1/n   
Freundlich constant; KF ((mg g-1)( L mg-1)1/n)  24.62 

heterogeneity factor; n  1.58 
correlation coefficient; R  0.998 

isotherm type  L-type 
Langmuir 𝑄𝑄 =

𝑄𝑄𝑚𝑚𝐾𝐾𝐿𝐿𝐶𝐶𝑒𝑒
1 + 𝐾𝐾𝐿𝐿𝐶𝐶𝑒𝑒

  

monolayer adsorption capacity; Qm (mg g-1)  191.7 
distribution coefficient; KL (L mg-1)  0.115 

correlation coefficient; R  0.991 
adsorbent dose; ADL (g L-1) ADL =

C − Ce
Q  4.84 

dimensionless dispersion factor; RL RL =
1

1 + KLC 0.017 

removal efficiency; RE% RE% =  
Cb
C x100 98 

Temkin Q = �
RT
b � ln(KTCe)  

adsorption energy change, b (k J mol-1)  15.24 
Temkin equilibrium constant, KT (L mg-1)  2.09 

correlation coefficient; R  0.983 
adsorption type  physical 

adsorption energy type  exothermic 
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The maximum adsorption capacities of some 
adsorbents are presented in Table 4 for comparison with 
previous studies on titan yellow adsorption. 

 
Table 4. Maximum adsorption capacities of some 

adsorbents for titan yellow adsorption 
Adsorbent Maximum 

adsorption 
capacity 

Reference 

A green adsorbent 
recycled from aloe vera 
leave waste 

55.25 mg g-1 [1] 

Positively charged 
ceramic membrane 

99 % (removal 
efficiency) 

[4] 

CoFe2O4 magnetic 
nanoparticles 

212.8 mg g-1 [5] 

polyaniline@SiO2 
nanocomposite 

141.5 mg g-1 [7] 

P(AAm-AETAC) 
hydrogel 

191.7 mg g-1 

98%  (removal 
efficiency) 

In this study 

 
It is seen that the prepared P(AAm-AETAC) hydrogels 

are quite good compared to the Aloe vera-based 
adsorbent used for titan yellow adsorption. In addition, 
the amount of adsorbed dye is very close to magnetic 
nanoparticles. In addition, P(AAm-AETAC) hydrogels 
provided approximately the same amount of dye removal 
as the positively charged ceramic membrane. 

 
Conclusions 
 
 P(AAm-AETAC) cationic hydrogel was prepared by a free 

radical addition reaction in the presence of crosslinker 
(EGDMA). 

 Although P(AAm-AETAC) hydrogels are glassy in 
appearance and very hard when dry, they soften when 
inflated. The gels maintain the geometry of the 
cylindrical mold in a dry and swollen state. 

 The absence of bands at 900-1000 cm-1, which is 
evidence of monomeric double bonds, in the ATR 
spectrum of the P(AAm-AETAC) hydrogel showed that 
AAm and AETAC monomers were successfully 
polymerized. 

 The absence of a change in the basebands of the ATR 
spectra before and after the adsorption of the 
hydrogel showed that the hydrogel-titan yellow 
interactions were physical. 

 P(AAm-AETAC) hydrogel gives a two-step thermal 
decomposition reaction. However, it has been 
determined that the hydrogel does not undergo any 
structural deterioration under the influence of heat up 
to 250 oC and can be used easily up to this 
temperature. 

 From the SEM image of the P(AAm-AETAC) hydrogel, it 
was seen that it has a very regular surface structure, 
there are local voids on the surface of the polymer and 
these voids are evenly distributed.  

 While the neutral PAAm hydrogel and the anionic titan 
yellow did not interact, the adsorption of titan yellow 
was achieved with the [2-(acryloyloxy) ethyl] 
trimethylammonium chloride comonomer added to 
the structure. 

 The value of n=1.58 calculated from the Freundlich 
isotherm proves that the isotherm of the titan yellow 
adsorption to the P(AAm-AETAC) hydrogel is L-type 
according to the Giles adsorption isotherms 
classification, and monolayer adsorption capacities 
were calculated from Langmuir curves. 

 From the adsorbent dose values calculated from the 
Langmuir parameters, it was determined that the 
P(AAm-AETAC) hydrogel would provide the removal of 
the anionic titan yellow at low cost. 

 It was determined from the RL value calculated for the 
500 mg L-1 titan yellow concentration that the 
adsorption of titan yellow in the P(AAm-AETAC) 
hydrogel was favorable. 

 The titan yellow removal efficiency of the P(AAm-
AETAC) hydrogel was found to be approximately 98%. 

 From the values of the adsorption energy changes 
calculated from the Temkin isotherms, it was 
determined that the adsorption was exothermic and 
occurred with physical interactions. 
As a result, it can be said that the prepared cationic 

P(AAm-AETAC) hydrogel can be used as a good adsorbent 
in the removal of anionic dyes from aqueous solutions and 
high removal can be achieved at low cost.  
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Introduction 

DNA is the fundamental intracellular target in drug 
design (1). Combination of DNA and small molecules can 
give rise to cell death and cancer cells DNA damage (2). 
However, transition metal complexes are being studied by 
researchers for DNA binding experiments due to their 
regulators of gene expression, potential use as drugs and 
DNA structural probes (3-4). In previous studies, it was 
reported that, compounds with sulfur content show high 
DNA/protein binding/cleaving (5-7). Thiosemicarbazones 
present pharmacological properties due to their C=S and 
NH moiety for chelating with metal center (8). Metal 
complexes of thiosemicarbazones exhibit more biological 
activity than their ligands (9). In previous studies, DNA 
binding assays, anticancer activity, antimicrobial and 
cytotoxicity evaluation of some thiosemicarbazones zinc 
complexes have been investigated (10-12). Zinc differs 
from other transition metals due to some properties such 
as the malleable coordination geometry, remarkably high 
bioavailability and the role as a Lewis acid (13). In the 
presence of zinc metal, proteins' conformation changes 
rapidly to carry out biological reactions due to their 
flexible coordination geometry (14). Understanding the 
interaction between proteins and metal complexes cause 
the development of new drugs (15). Bovine serum 
albumin (BSA), which is the protein in the blood, take 
place in many researches due to its low cost (16), 
structural homology to human serum albumin and 
stability (17).  

Synthesis method of 2-hydroxy-5-
methoxyacetophenone thiosemicarbazone based Zn(II) 
complex and its application studies such as evaluation of 
anticancer activity in breast cancer cell lines, carbonic 

anhydrase inhibition and microbiological analysis results 
were included in our previous study (18,19). In addition, 
the investigation of binding properties CT-DNA and BSA 
with the compound have been presented in this article. 

 
Materials and Methods 
 

Apparatus  
Thiosemicarbazide, 2-hydroxy-5-methoxyacetophenone, 

DMF (N,N-Dimethylformamide) EtOH (Ethyl alcohol), H2SO4 

(Sulfuric acid), CT-DNA (Deoxyribonucleic acid from calf 
thymus) and Trizma base (for Tris/HCl buffer) were obtained 
from Sigma–Aldrich and Merck. 1H NMR spectrum was 
monitored by A Bruker AC 400 (400 MHz) NMR 
spectrometer. FT-IR spectrum was carried out by using 
Attenuated Total Reflection-Fourier Transformed Infrared 
(ATR-FTIR) spectrometer (Perkin Elmer 100). UV–Vis and 
fluorescence spectra were monitored by Shimadzu UV-1800 
double beam spectrophotometer and PTI Quantamaster 400 
Fluorometer spectrophotometer, respectively. XRD 
measurement was recorded using Bruker axis diffractometer 
(Bruker D8 ADVANCE). 

Synthesis of Zn(HMAT)2 
Zn(HMAT)2 was synthesized (Scheme 1) according to our 

previous article (18,19). The possible structure of the 
complex is given in Scheme 1 (20,21). 

Zn(HMAT)2: Yellow crystals, yield 72.5%; mp: 189-191°C 
Anal. Calcd. C20H22N6O4S2Zn: H, 4.11; N, 15.56; C, 44.49%. 
Found: H, 4.19; C, 45.03; N, 15.68%. FT-IR (cm−1) ʋ: 585, 783, 
1030, 1215, 1540, 3192, 3486. 1H NMR (400 MHz, DMSO-d6): 
δ (ppm): 2.35-3.78 (s, 3H, -CH3), 6.84-6.93 (d, 2H, HAr), 7.24 (s, 
2H, -NH2). 

http://xxx.cumhuriyet.edu.tr/
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Scheme 1. Proposed structures of HMAT and 

Zn(HMAT)2 
 
Dna Binding Experiments 
The interactions of Zn(HMAT)2 with CT-DNA were 

explored using UV–visible absorption titration 
experiments. All titration experiments of Zn(HMAT)2 with 
CT-DNA were investigated in a pH 7.2 Tris/HCl buffer (5 
mM Tris/50 mM NaCl). The emission spectra were 
recorded with the compound (20 µM in DMF), during 
which the concentration of CT-DNA (2-5.5 µM) was 
gradually increased. 

 
Competitive Ethidium Bromide-Dna Binding 

Fluorescence Measurement 
Displacement experiments of EB have been monitored 

fluorometrically upon gradual addition of Zn(HMAT)2 (1-4 
μM) to the aqueous solution of EB (10 μM) bound CT-DNA 
(10 μM) in Tris-HCl buffer (5 mM Tris/50 mM NaCl, pH 7.2). 

 
Protein Binding Studies 
The absorbance measurements were monitored of 10 µM 

BSA in phosphate-buffered saline (PBS) and BSA with Zn(HMAT)2 
(4 µM in DMF). The interaction of Zn(HMAT)2 with BSA was 
investigated by using fluorescence spectra. The fluorometric 
measurements were recorded by gradual addition of 0-1 μM 
Zn(HMAT)2 to 2 mL, 2 µM BSA with PBS at pH 7.5. 

 
 

Results and Discussion 

Spectroscopic Studies 
The 1H NMR spectrum of Zn(HMAT)2 was recorded in 

DMSO-d6 (Figure 1). A multiple signal for aromatic protons 
were observed around 6.93-6.84 ppm (22). A singlet was 
appeared at 7.24, 3.78 and 2.35 ppm was attributed to 
proton signal of the –NH2, CH3 (methoxy group) and -CH3 
(azomethine group), respectively (22-25).  

The FT-IR spectrum of Zn(HMAT)2 (Figure 2) displayed 
stretching frequency bands for the υ(C=N) at 1540 cm−1 

(26). The bands attributed to υ(Zn-N) vibration was found 

at 585 cm−1 (27). υ(N-H) stretching frequencies of the NH2 
was observed at 3486 cm−1 (28). υ(C–S) vibration at 783 
cm−1 was proved the coordination of the NH–C=S group 
[22]. The band at 1215 cm−1 was appeared due to the υ(N-
C-S) vibration (29). 

 
Figure 1. 1H NMR spectrum of Zn(HMAT)2. 

 

 
Figure 2. FT-IR spectrum of Zn(HMAT)2. 

 

 
Figure 3. UV-Vis spectra of HMAT and Zn(HMAT)2. 

 
UV-Vis spectra of HMAT and Zn(HMAT)2 (in DMF) was 

presented in Figure 3. In the UV-Vis spectrum of HMAT, 
the band at 305 nm belongs to azomethine π→π* 
transitions, whereas the absorption at 355 nm 
corresponds to thioamide n→π* transitions (19). After the 
complexation, the first band associated with the carbonyl 
and azomethine group was observed at 296 nm due to 
π→π* transitions (30). The intraligand n→π* transition 
was assigned to band at 346 nm (31). Transformation of 
the C=S bond to the C-S form due to complexation caused 
the shift of the bands (32). By comparing the frequency of 
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HMAT and the corresponding the Zn complex, the 
electronic transitions of π→π* are shifted to a lower value 
due to the formation of the complex and coordination of 
the ligand to the metal (18). 

 
Powder XRD Analysis 
The powder X-ray diffraction pattern of Zn(HMAT)2 

(Figure 4) was monitored over the range 5-80 (2θ). The 
diffraction peak at 2Ɵ=24.06 may have been caused by the 
bond of Zn-S (33,34). Observing the sharp crystalline 
peaks arise the crystalline behavior of the samples (35). 

 

 
Figure 4. X-ray diffraction (XRD) spectrum of 

Zn(HMAT)2. 
 
DNA Binding Studies 
UV absorption spectra of DNA  
UV-visible absorption spectra of complex (20 µM) with 

increasing ratios of CT-DNA (2−5.5 µM; Tris-HCl 5 
mM/NaCl 50 mM, pH: 7.2) were measured to observe the 
binding interaction (Figure 5A). After increasing the 
amount of CT-DNA to the complex, the spectrum showed 
a hypochromism of about 8%, 21% at 275, 344 nm and 
showed a hypochromism of about 13% with a blue shift of 
4 nm at 296 nm. According to the results obtained, the 
binding to CT-DNA was confirmed from the absorption 
changes of the complex. The amount of binding 
interaction between Zn(HMAT)2 and CT-DNA was 
described using the binding constant Kb, which is 
calculated from the Eq. (1). 

 
[DNA]

(𝜀𝜀𝑎𝑎−𝜀𝜀𝑓𝑓)
= [DNA]

(𝜀𝜀𝑏𝑏−𝜀𝜀𝑓𝑓)
+ 1

𝐾𝐾𝑏𝑏(𝜀𝜀𝑏𝑏−𝜀𝜀𝑓𝑓)
     (1) 

 
Where [DNA] is the concentration of CT-DNA, εf, εa, 

and εb correspond to the extinction coefficient for the free 
complex, Aobsd/[complex] and the extinction coefficient 
for the complex in the fully bound form, respectively. Kb 
was found by calculating the ratio of slope/intercept in the 
linear plot of [DNA]/(εa−εf) vs [DNA] (Figure 5B). The 
binding constant (Kb) value for the interaction of the 
complex with CT-DNA was found as 3.65×107 M−1. The UV-

Vis spectroscopy method provides important data about 
interaction type on absorbance changes and shift in 
wavelength in the interaction of small molecules with 
DNA. Hypochromism with or without a red or blue shift is 
typically the product of a compound binding to DNA 
through intercalation. The observed hypochromism with 
blue shift verified the complex's interaction (36-38). 
 

 

 
Figure 5. A) Absorption spectrum of the complex with 

increasing CT-DNA. B) Plot of [DNA]/(εa−εf) versus 
[DNA] for the titration of the complex with CT-DNA. 

 
Ethidium bromide (EB) displacement 
EB is a dye which binds to DNA through intercalation. 

EB exhibits increased fluorescence intensity after addition 
of DNA because of the strong intercalation between DNA. 
EB binding to the DNA by intercalation is cause 
competition with EB and affect the combination between 
EB and DNA, giving rise to a decrease in fluorescence intensity 
(39,40). The study was carried out by titration of the complex 
varying from 1 to 4 μM into 10 μM CT-DNA and 10 μM EB 
solution. After addition of each aliquot, 540 nm was used as 
excitation wavelength for the CT-DNA-EB with Zn(HMAT)2 (in 
the range of 550 nm and 780 nm for emission spectra). The 
fluorescence spectra of the CT-DNA –EB and CT-DNA–EB with 
Zn(HMAT)2 (Figure 6a) show the decreasing fluorescence 
intensity of CT-DNA-EB in each addition with increasing 
amounts of complex. This result indicated that complex was 
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able to replace EB in the CT-DNA helix. Thus, this result proves 
that Zn(HMAT)2 binds to CT-DNA via intercalative binding 
mode. The quenching efficiency for Zn(HMAT)2 was evaluated 
by the Stern–Volmer constant KSV, 

 
𝐹𝐹𝑜𝑜 𝐹𝐹 = 1 + 𝐾𝐾𝑆𝑆𝑆𝑆⁄ [𝑄𝑄]       (2) 
 

where F/F0, KSV, [Q] are the fluorescence intensities in the 
presence/absence of the complex, the linear Stern−Volmer 
quenching constant and concentration of the complex, 
respectively. The KSV value calculated from the ratio of 
slope/intercept in the linear plot of [Q] vs F0/F and is found to 
be 8.2×107 M−1 (Figure 6b).  

 

 

 
Figure 6. A) Fluorescence quenching curves with 

increasing complex to DNA/EB. Conditions: [CT-
DNA] = 10 μM, [EB] = 10 μM, [complex] = 1−4 μM. 
B) Stern−Volmer plot of fluorescence titrations of 
the complex with CT-DNA. 

 
BSA binding studies 
Fluorescence quenching of BSA. 
Fluorescence of the BSA is due to the fluorophore 

groups in its structure such as phenylalanine, tyrosine and 
tryptophan. When any compound interacts with BSA, 
fluorescence intensity quenches (37,41). 

Tryptophan fluorescence quenching study was used to 
indicate BSA-binding. In this experiment, varied mole ratio 
of Zn(HMAT)2 solutions to 2 µM BSA in PBS buffer solution 
were prepared (pH:7.5). The fluorescence spectra were 
monitored with emission at 341 nm whereas excitation 
wavelength is 280 nm. The additions of different 
concentration of Zn(HMAT)2 (0–1 µM) solutions to BSA 
were decrease its fluorescence intensity and a blue shift 
(341-337 nm) was noticed. The resulting emission 
behaviour is shown in Figure 7A. The emission spectra 
demonstrated a definite interaction between BSA and 
Zn(HMAT)2. The extent of fluorescence quenching of BSA 
with the gradual addition of the complex was interpreted 
by using the Stern–Volmer equation (3). 

 
𝐹𝐹0
𝐹𝐹

= 1 + 𝐾𝐾𝑞𝑞𝜏𝜏0[𝑄𝑄] = 1 + 𝐾𝐾𝑆𝑆𝑆𝑆[𝑄𝑄]          (3) 
 

Where F/F0, Kq, [Q] and τ0 the fluorescence intensities 
in the presence/absence of the complex, the bimolecular 
quenching rate constant, the concentration of the 
complex and the average lifetime (10−8 s) of protein 
without complex, respectively. KSV is the Stern–Volmer 
quenching constant and is equal to Kqτ0. The linear Stern-
Volmer plot in Figure 7b indicated that equation (3) is 
useable for the present system and the numerical values 
of KSV and Kq were equal to 1.8×106 M−1 and 1.8×1014 M−1 
s−1, respectively. The calculated Kq value is larger than the 
limiting diffusion constant Kdif (2.0 × 1010 M-1 s1) of the 
biomolecules (42) which indicated that fuorescence 
quenching is caused by interaction of BSA with Zn(HMAT)2 
depending on static quenching mechanism. (43). 

Constant Kb and the number of binding site n were 
calculated by using following Scatchard equation (4). 

 
log[(𝐹𝐹0 −𝐹𝐹)/𝐹𝐹] = 𝑙𝑙𝑙𝑙𝑙𝑙 𝐾𝐾𝑏𝑏 + 𝑛𝑛𝑙𝑙𝑙𝑙𝑙𝑙[𝑄𝑄]         (4) 
 

Where F/F0, Kb and n are the fluorescence intensity in 
the presence/absence of the complex, the binding 
constant of complex with BSA and the number of binding 
sites. The Kb and n were calculated from the ratio of 
slope/intercept in the linear plot of log[(F0-F)/F] vs log[Q] 
and was found to be 2×107 M−1 and n = 0.998 (Figure 7C). 
Existence of only one binding site on BSA for complex can 
be provided with the value for the binding site n which is 
close to 1. The values of Kq and Kb clearly evidence a strong 
interaction between BSA and Zn(HMAT)2. When the 
related publications are examined, the large Kb and Kq 
values indicate that the strength of the interaction 
increases (44,45). 

In Table 1, comparison of our work with other studies 
can be seen by observing the higher values Kb and Kq of 
Zn(HMAT)2 indicating a stronger interaction. 
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Table 1. Comparison with other Zn complexes for Binding constant (Kb) and quenching constant (Kq) values of DNA and BSA 
          DNA                    BSA  

Complex         Kb (M-1)   Kb (M-1)   Kq(M-1) Ref. 
Zn(HL)2 2.85 × 104 

1×105 
6.79 × 104 
2.98 ± 0.06 × 106 
1.58 × 105 
5.98×103 
2.7 × 103 
1.2 × 104  
1.2 × 104 

4.5 × 104 2.4 × 1013 (46) 
Zn(LDiOMeSN)2 2.03× 105 1.67× 1013 (47) 
TppyZnN3 5.37 × 104 1.19 × 105 (48) 
M(HL)2](NO3)2 (M:Zn) ~4.68 × 105 6.31×1013 (49) 
ZnPc-4 no data 1.99 × 1013 (50) 
Zn(H2L)](NO3)2 3.69×104 9.69×1010 (51) 
Zn2(L4)(CH3COO) 2.4×106 ~ 1013 (52) 
Zn(II) complex 3.5× 104 2.8×1012 (53) 
2,4-diiodo-6-((2-phenylaminoethylimino)methyl) phenol 
Zn Complex 2.14 × 104 1.66 × 105 (54) 

Zn(HMAT)2       3.65×107 2×107 1.8×1014 This work 

 

 

 
Figure 7. (A) Fluorescence quenching of BSA (1 µM; λex = 280; 

λem = 341 nm) in the presence/absence of various 
concentrations of the complex (0–1 µM); (B) 
Stern−Volmer plot of the fluorescence titrations of the 
complex with BSA; (C) Scatchard plot of the fluorescence 
titrations of the complex with BSA. 

UV absorption spectra of BSA. 
The BSA solution exhibited a strong band around 278 

nm for having the moieties such as phenylalanine, 
tyrosine and tryptophan. The absorption spectrum of the 
BSA solution and BSA- Zn(HMAT)2 were given in Figure 8. 
The absorbance of BSA (10 μM) increased with 5 nm red 
shift with the addition of Zn(HMAT)2 (4 μM), which 
indicated static quenching (36,55,56). 

 

 
Figure 8. Absorption spectra of BSA (10 μM) and BSA 

with complex (4 μM). 
 

 
Conclusion 
 

In this study, synthesis and characterization by using 
spectroscopic methods (FT-IR, 1H NMR, elemental analysis 
and UV–Vis spectroscopies) for zinc complex of 2-hydroxy-
5-methoxyacetophenone thiosemicarbazone was 
reported. XRD spectrum of the complex also provided 
support for the analysis of the structure. BSA and DNA 
interactions abilities of the Zn(HMAT)2 were analyzed by 
fluorescence and UV–Vis spectroscopy. The results 
showed that Zn(HMAT)2 binds strongly with CT-DNA via 
intercalative mode with high binding constant. The results 
illustrated from absorption titrations as (Kb) 3.65×107 M−1 
and ethidium bromide competitive studies as KSV (for CT-
DNA): 8.2×107 M−1 were obtained. Protein binding 
efficiency showed that Zn(HMAT)2 interact with BSA by 
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acting as transporters of the complex (Kq: 1.8×1014 M−1 s−1 
and Kb: 2×107 M−1). The reactivity towards BSA exhibited a 
static emission quenching by the complex. These findings 
may be useful in determining the mechanism of some Zn 
complexes' interactions with serum albumin and DNA. 
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In this research paper, a simple and economic ionic liquid-based liquid-liquid microextraction (IL-DLLME) 
procedure was developed to ensure efficient and rapid separation and preconcentration of erythrosine from 
cosmetic and food samples. Important parameters such as IL volume, temperature, acetone volume, ultrasonic 
time and pH that may affect the IL-DLLME procedure have been optimized by central composite design (CCD) 
based on response surface methodology (RSM). The optimum values of IL volume, temperature, acetone 
volume, ultrasonic time and pH were determined as 440 µL, 35 oC, 120 µL, 9 min and 4.2, respectively. Using 
these optimum conditions, some analytical data obtained for erythrosine were listed below. Working range, 
limit of detection and enrichment factor were 2-400 ng mL-1, 0.65 ng mL-1 and 79, respectively. The relative 
standard deviation (RSD%) was 2.4% for 50 ng mL-1 of erythrosine. The recovery obtained in the analysis of real 
samples was in the range of 93.2-108.5%. The analytical data obtained showed that the IL-DLLME procedure was 
successfully applied to the selected samples. 
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Introduction 

Food dyes, which constitute an important group 
among food additives, are used in industry for various 
purposes such as protecting, increasing or modifying the 
desired and typical existing color, standardizing the 
appearance by controlling color change and deterioration, 
adding decorative features, and creating new products 
[1,2]. Erythrosine is included in the class of xanthine dyes, 
containing ortho-iodinated phenonxy groups, in foods 
(sweets, non-fat confectionery, bakery products, 
puddings, flavored biscuits and wafer creams, frozen 
canned crayfish and shrimp, flavored milks, chewing 
gums, instant jelly mixes, beverage powders, ice products 
and cookies), pharmaceuticals (tablets and toothpastes) 
and cosmetics, it is a paint with photoluminous properties, 
temporarily approved by Food and Drug Administration 
(FDA) [3-5]. World Health Organization (WHO) and the 
FDA has recommended an acceptable daily dose of 100 
ppm for this dye [6]. It is known that taking more than this 
dose creates toxic effects for human health [7]. Therefore, 
it is important to develop accessible, fast and inexpensive 
methods for monitoring erythrosine in food and cosmetic 
samples. 

Capillary electrophoresis with laser-induced 
fluorescence detection [8], UV/VIS spectrophotometry 
[9], cyclic voltammetry [10], ultra-fast liquid 
chromatography-tandem quadrupole mass spectrometry 
[11] and high performance liquid chromatography with 
photo-diode array detector [12] have been used for the 
determination of erythrosine in different samples.  Due to 

low detection limit of instruments and matrix effect of real 
samples, separation and preconcentration procedures 
such as shaking-based ionic liquid dispersive liquid phase 
microextraction [13], ultrasonic assisted supramolecular 
solvent-based dispersion solidification liquid–liquid 
microexraction [14], ultrasonic-assisted cloud point 
microextraction [15,16] and magnetic solid phase 
extraction [17] are necessary for the accurate and 
sensitive determination of food dyes.  

Liquid-liquid extraction methods using organic 
solvents have disadvantages such as time consuming, 
consuming large amounts of toxic solvents and solvent 
evaporation steps [18]. For these reasons, the use of ionic 
liquids with features such as environmentally friendly, 
inexpensive, effective phase separation and low steam 
pressure is becoming widespread in microextraction 
studies [19,20]. One of the most popular microextraction 
methods is the dispersive liquid liquid microextraction 
(DLLME) procedure. DLLME consists of two steps; (1) 
extraction into the aqueous sample containing the analyte 
and injection of a suitable mixture of dispersive solvents. 
In this step, the extraction solvent is well dispersed in the 
aqueous sample as droplets and the analyte is enriched in 
it. The large surface area between the extraction solvent 
and the aqueous sample is achieved, the equilibrium state 
is quickly reached, and the extraction is time-
independent. This is the most important advantage of the 
method. (2) after centrifugation of the cloudy solution, 
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the analyte in the precipitated phase is determined by an 
analytical instrument. 

It is necessary to optimize important parameters in 
microextraction studies. In addition to the disadvantages 
of traditional univariate optimization approaches such as 
time consuming and excessive chemical consumption, 
possible interactions between variables are not taken into 
account. therefore, an accurate, precise and effective 
optimization step may not be provided [21]. Therefore, 
chemometric-based statistical optimization approaches 
have been frequently used in the optimization step in 
recent years. These approaches provide significant 
advantages such as less chemical consumption and fewer 
experiments required [22]. 

This study was aimed at developing and validating a 
fast, selective and sensitive liquid-based liquid-liquid 
microextraction (IL-DLLME) procedure to separate and 
preconcentrate erythrosine from foods and cosmetics 
samples for the determination by UV-VIS 
spectrophotometer.  The IL-DLLME procedure have been 
optimized by central composite design (CCD) based on 
response surface methodology (RSM). These results show 
that the optimized IL-DLLME procedure has the potential 
to be used as one of the alternatives to conventional 
analytical methods for determination and extraction of 
erythrosine from real samples.  
 
Materials and Methods 
 

Reagents  
Unless stated otherwise, all chemicals studied were of 

analytical purity. A stock erythrosine was purchased from 
Sigma–Aldrich (St. Louis, MO, USA). Working and 
calibration solutions were daily prepared by diluting this 
stock solution with water. Dispersive solvents including 
methanol, ethanol, acetonitrile, tetrahydrofuran and 
acetone were purchased from Merck (Darmstadt, 
Germany). 1–octyl–3–methylimidazolium 
hexafluorophosphate ([OMIM][PF6]) (as extraction solvent) 
was bought from Sigma–Aldrich. For pH adjustments in 
optimization studies, buffer solutions such as acetate, 
borate, citrate and phthalate were used. To minimize all 
possible contamination, a diluted HNO3 solution was used 
to wash the glassware and finally rinsed with distilled water. 

 
Apparatus  
The quantification measures were performed using an 

UV–VIS Spectrophotometer (Shimadzu UV-1800 PC model, 
Kyoto, Japan) equipped with 10 mm quartz cuvette. 
Ultrasonic bath (Kudos, Shanghai, China), centrifuge 
(Hettich Universal-320 model, Germany) and digital pH-
meter (JP Selecta model, Barcelona, Spain) were used to 
prepare the selected samples, provide phase separation 
and adjust the pH of the sample solutions, respectively. 

 
Sampling 
In this study, two different sample groups including 

foods and cosmetics were investigated. All samples were 
collected from supermarkets in Sivas, Turkey. Cherry juice, 

pomegranate juice, strawberry juice, pastry cream, jole, 
and turnip juice were selected as food samples. In addition, 
lipstick, hair dye, shower gel, and hand cream were chosen 
as cosmetic samples. Appropriate 0.5 g amounts of the 
samples were dissolved in the water, filtered, and 
completed to volume in 50-mL centrifugal tests including 10 
mL ethanol. The mixture was stirred in the shaker for about 
2 h, as in the case of sausage, to transfer the erythrosine 
into the ethanol phase.  For complete dissolution, the 
samples were warmed for 5 min and filtered before use. 10 
mL of sample solution were then treated using the 
optimized IL-DLLME procedure for the determination and 
extraction of erythrosine [5, 23]. 

 
Optimization Strategy 
A central composite design (CCD) based on response 

surface methodology (RSM) was created for the 
optimization of important parameters that may affect the 
IL-DLLME procedure planned to be developed. After 
preliminary trials, five parameters (IL volume, temperature, 
dispersive solvent volume, ultrasonic time and pH) affecting 
the extraction of erythrosine were determined. A five-
variable and three-level CCD was created to optimize these 
selected parameters effectively and quickly. Design-Expert® 
trial version 12.0.1. (Stat-Ease Inc., Minneapolis) was used 
as CCD software. In the CCD design, IL volume, dispersive 
solvent volume (acetone), temperature, ultrasonic time 
and pH were symbolized as X1, X2, X3, X4 and X5, 
respectively. In addition, the levels, units and codes of the 
optimized parameters are given in Table 1. 

 
Table 1. Codes, units, and levels of variables in 

chemometric-based CCD design 
Parameters Symbol Unit Levels 

IL volume X1 µL 50 250 450 
Temperature X2 oC 25 40 55 
Acetone volume X3 µL 100 500 600 
Ultrasonic time X4 min 1 6 11 
pH X5  3 6 9 
 
Optimized IL-DLLME Procedure 
In this study, 10 mL of sample solution containing the 

erythrosine at a concentration of 50 ng mL-1 was poured 
into a centrifugal test tube and the solution pH was 
adjusted at 4.2 using an acetate buffer solution. Afterwards, 
440 µL of [OMIM][PF6] as extraction solvent was quickly 
injected into the sample solution. 120 µL of acetone was 
then added as the dispersing solvent. Following this, the 
tube was placed in an ultrasonic bath and sonicated for 9 
min at 35 °C. The mixture was centrifuged for 5 min at 4000 
rpm and then the aqueous phase was thrown away. The 
final volume of the remaining phase was made up to 500 µL 
with acetone. Finally, measurements were made using a 
UV-VIS spectrophotometer at 526 nm. All studies were 
carried out with the sample blank to exclude possible 
changes in absorbance from the reagents. 
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Results and Dicussion  
 
Optimization of Parameters in IL-DLLME Step 
After preliminary studies, a chemometric-based CCD 

design was created for five parameters (X1, X2, X3, and 
X4) affecting the separation and preconcentration of 
erythrosine. The design results, which include the 
experimental value and prediction values found as a result 
of the application of this design, are presented in Table 2. 
From the results, it is seen that there is no significant 
difference between the experimental data and the 

prediction data of the model. The statistical evaluation of 
these results is explained in detail below. 

 
Statistical analysis 
ANOVA analysis of the experimental data in Table 2 

was performed with the CCD statistical program [24,25]. 
Here, the significance or no significance levels of the 
microextraction parameters and their interactions are 
determined. First of all, the p-value must be less than 0.05 
for the model to be significance. This explanation is valid 
for all linear, binary and quadratic interactions. 

 
Table 2. Experimental and estimated values obtained as a result of application of CCD design 

Run X1 X2 X3 X4 X5 Experimental 
Recovery(%) 

 Prediction 
Recovery(%) 

1 250 55 350 6 6 65.1  65.56 
2 250 40 350 6 6 70.4  70.53 
3 250 40 350 6 6 69.7  70.53 
4 450 25 600 1 9 52.1  52.15 
5 450 25 100 11 9 91.2  91.16 
6 50 55 100 11 9 82.7  82.63 
7 450 40 350 6 6 70.1  70.47 
8 50 25 600 1 3 96.7  96.80 
9 250 40 350 6 3 71.2  71.37 

10 50 25 100 1 9 76.2  76.28 
11 250 40 350 1 6 71.1  70.96 
12 450 55 600 1 3 56.7  56.65 
13 50 25 600 11 9 85.3  85.34 
14 250 40 100 6 6 77.2  77.41 
15 450 55 100 11 3 96.8  96.66 
16 450 25 100 1 3 87.1  87.11 
17 250 40 350 11 6 71.2  71.59 
18 50 55 600 11 3 41.9  41.85 
19 250 40 600 6 6 63.8  63.83 
20 250 40 350 6 6 71.5  70.53 
21 50 55 600 1 9 84.2  84.22 
22 50 55 100 1 3 70.4  70.39 
23 250 40 350 6 6 71.5  70.53 
24 50 40 350 6 6 75.2  75.08 
25 250 40 350 6 9 71.9  71.98 
26 450 25 600 11 3 67.2  67.17 
27 450 55 600 11 9 56.9  56.80 
28 450 55 100 1 9 69.2  69.14 
29 50 25 100 11 3 76.2  76.21 
30 250 25 350 6 6 75.0  74.79 

Statistical data are presented in Table 3. When the results 
in Table 3 are evaluated, it is seen that the p-value of the 
model is much smaller than 0.05. Therefore, it is concluded 
that the established model has meaning. When the same 
evaluation is made for other interactions, it is seen that only 
the p-value of X4, X5, X2², X3² and X4² interactions is greater 
than 0.05. F-values should be considered while evaluating 
the contribution to the established design. The numerical 
magnitude of the F-value indicates that the model 
contribution is large. In the light of this explanation, the 

parameters that contribute the most to linear, binary and 
quadratic interactions are X3 (F-value: 2251.26) X1X3 (F-value: 
812.25) and X12 (F-value:12.39), respectively. R values (R2, 
Adjusted R² and Predicted R²) are examined for validation of 
statistical data. Here, it is desirable that the R2-value be 
numerically close to 1 and to each other. In addition, for 
statistical reliability of the results, the difference between 
Adjusted R² and Predicted R² values should be less than 0.2. 
When the data in Table 3 is analysed, it is seen that the values 
of R2, Adjusted R² and Predicted R² are 0.9992, 0.9975 and 
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0.9860, respectively. It can be said that this is in accordance 
with the above explanations. High agreement of R2 values 
indicates high agreement between experimental values and 

predicted values of the model. The quadratic model 
presented the following equation for the recovery of 
erythrosine. 

 
Recovery (%) = +70.53-2.31X1-4.62X2-6.79X3+0.3167X4+0.3056X5+2.33X1 X2-7.12X1 X3+5.53X1X4-5.10 X1 X5-3.2 
X2X3-0.6250 X2 X4+3.10 X2 X5-5.15 X3 X4+1.70 X3X5+3.95 X4 X5+2.25 X1²-0.3536 X2²+0.0964 X3²+0.7464 X4²+1.15 X5² 
 
Table 3. ANOVA analysis result from CCD for erythrosine 

Source Sum of Squares df Mean Square F-value p-value 
 

Model 4244.70 20 212.23 575.93 < 0.0001 significant 
X1-IL volume 95.68 1 95.68 259.64 < 0.0001 

 

X2-Temperature 383.64 1 383.64 1041.08 < 0.0001 
 

X3-Acetone volume 829.60 1 829.60 2251.26 < 0.0001 
 

X4-Ultrasonic time 1.80 1 1.80 4.90 0.0542 
 

X5-pH 1.68 1 1.68 4.56 0.0615 
 

X1 X2 86.49 1 86.49 234.70 < 0.0001 
 

X1 X3 812.25 1 812.25 2204.17 < 0.0001 
 

X1 X4 488.41 1 488.41 1325.38 < 0.0001 
 

X1 X5 416.16 1 416.16 1129.32 < 0.0001 
 

X2 X3 156.25 1 156.25 424.01 < 0.0001 
 

X2 X4 6.25 1 6.25 16.96 0.0026 
 

X2 X5 153.76 1 153.76 417.25 < 0.0001 
 

X3 X4 424.36 1 424.36 1151.57 < 0.0001 
 

X3 X5 46.24 1 46.24 125.48 < 0.0001 
 

X4 X5 249.64 1 249.64 677.44 < 0.0001 
 

X1² 12.39 1 12.39 33.64 0.0003 
 

X2² 0.3070 1 0.3070 0.8332 0.3851 
 

X3² 0.0228 1 0.0228 0.0620 0.8090 
 

X4² 1.37 1 1.37 3.71 0.0861 
 

X5² 3.23 1 3.23 8.76 0.0160 
 

Residual 3.32 9 0.3685 
   

Lack of Fit 0.9690 6 0.1615 0.2064 0.9518 not significant 
Pure Error 2.35 3 0.7825 

   

Cor Total 4248.01 29 
    

R² 0.9992  Adjusted R² 0.9975 Predicted R² 0.9860 

Effect of factors  
The 3D-surface graphics of the binary interactions of 

the optimized parameters were drawn by the CCD. In this 
study. the graphs drawn for the 3 most important 
interactions (pH-IL volume, temperature-IL volume and 
acetone-ultrasonic time) were interpreted. Figure 1a 
shows the effect of the interaction between pH and IL 
volume on recovery % of erythrosine. Here, it is seen that 
quantitative recoveries% for erythrosine are obtained in 
the range of ionic liquid volume 325-425 µL when the pH 
value is in the acidic region. In the basic region, the 
recovery was reduced. The possible reason for this 
decrease may be that the binding sites of the ionic liquid 
are affected. 

The effect of the interaction between ionic liquid and 
temperature on recovery % of erythrosine is presented in 
Figure 1b. 

 

Figure 1a. Effect of pH and IL volume interaction on 
recovery % of erythrosine  
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Figure 1b. Effect of temperature and IL volume 
interaction on recovery % of erythrosine 

 
Here, it can be said that there is a significant decrease 

in recovery for all ionic liquid volumes above 45 oC. This 
may be due to a decrease in the separation efficiency of 
the ionic liquid due to the increase in temperature. For 
this reason, it is planned to keep the temperature in the 
works below 45 oC. 

The effect of dispersive solvent (acetone) and 
ultrasonic time on recovery% of erythrosine is presented 
in Figure 1c. From the related figure, it can be said that the 
increase in acetone volume does not cause a significant 
change in recovery, especially above 350 µL. In addition, 
the best recovery values were obtained in approximately 
9 min of ultrasonic time. This shows that the short 
ultrasonic time is sufficient for the acetone to be 
effectively dispersed into the sample solution. 

 

 

Figure 1c. Effect of acetone and ultrasonic time 
interaction on recovery % of erythrosine 

 
Optimum conditions 
The last step of the chemometric modelling is to 

determine the optimum conditions of the optimized X1, 
X2, X3, X4 and X5 parameters. Optimum data for the 
variables with the highest recovery% for erythrosine were 

tested. The optimum values for the parameters X1, X2, X3, 
X4 and X5 were 440 µL, 35 oC, 120 µL, 9 min and 4.2, 
respectively, for the estimated recovery of over 90% by 
the CCD. As a result of the repeated experimental studies 
carried out, it was seen that the average recovery value 
was compatible with the predicted value of the model. 
Therefore, these values were chosen as optimum for the 
optimized parameters. 
 

Foreign ions effect 
Since optimization studies are carried out on model 

solutions, the effect of foreign ions should be investigated 
before the analysis of real samples. For this reason, 
different anions, cations and food dyes were added to the 
model solutions and then the extraction and 
determination of erythrosine was performed by applying 
the optimized method. The recovery% value was 
calculated for erythrosine in the presence of each foreign 
ion. As can be seen in the results in Table 4, quantitative 
recoveries (92.4-103.7%) were obtained in the presence 
of foreign ions studied, indicating that the optimized IL-
DLLME procedure is selective for erythrosine. 
 
Table 4. The effect of some foreign ions on the recovery of 

erythrosine under optimum conditions 
Foreign ions *Tolerable limit Recovery (%) 

Na(I) 20000 97.4 
Mg(II) 20000 97.2 
Ca(II) 20000 96.8 

C2O4(II) 10000 98.6 
SO4(II) 10000 97.1 
Fe(II) 10000 98.2 
Pb(II) 5000 102.4 
Cd(II) 5000 97.8 
Sn(II) 5000 101.5 

Patent Blue V 1000 96.3 
Curcumin 1000 103.7 
Azorubine 500 96.2 
Tartrazine 500 95.8 
Allura Red 250 93.5 
Carmine  100 92.4 

*[Foreign ions amount]/ [erythrosine amount] 

Analytical performance 
Under optimal conditions, the analytical performance 

of the optimized IL-DLLME procedure in terms of working 
range, limit of detection (LOD), limit of quantification 
(LOQ), correlation coefficient (R2), accuracy (as 
recovery%), precision (as relative standard deviation, 
RSD%), and enrichment factor were investigated. To 
investigate the working range of the method, the selected 
samples were spiked with the erythrosine standard at 
different concentrations (0.5, 1, 2, 10, 50, 100, 200, 400, 
800 and 1000 ng mL-1) and the resulting sample was 
pretreated with the optimized IL-DLLME procedure before 
UV-VIS spectrophotometric analysis. As a result, the 
working range was obtained in the range of 2-400 ng mL-1 
with 0.9975 of R2. The LOD and LOQ were calculated from 
the ratio of 3 and 10 times the standard deviation of the 
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reagent blank to the resulting calibration plot, 
respectively. The LOD and LOQ was 0.65 ng mL-1 and 2.0 
ng mL-1, respectively. The EF value was calculated from the 
formula below. 

 
EF= Slope-1/ Slope-2 (1) 

 
Where Slope-1 and Slope-2 were the slope of the 

calibration graphs obtained before and after applying the 
optimized IL-DLLME procedure, respectively. The EF was 
calculated as 79. The accuracy of the optimized IL-DLLME 
procedure was tested with relative recovery of added 
selected samples at 20 and 50 ng mL-1 concentrations. The 
recovery% were ranged from 93.2% to 108.5% (n=3), 
indicating good reliability and applicability of the 
optimized IL-DLLME procedure. The precision of the 
optimized IL-DLLME procedure was tested with RSD%. 
Intraday precision was tested for three replicate blank 
analysis of concentrations of 20 and 50 ng mL-1 of 
erythrosine on the same day, while inter–day precision 
was tested by analysis of the same concentrations on 
three consecutive days. In the results of working, the 
RSD% for intraday precision was in the range of 1.9-3.4%, 
while the RSD% for interday precision was in the range of 
2.2-4.7%. The RSDs% indicate good precision and 
reproducibility of the optimized IL-DLLME procedure. All 
results were shown in Table 5. 

 
Table 5. Analytical data of the optimized IL-DLLME 

procedure using optimum conditions 
Analytical parameters Optimum data 

Calibration equation after 
IL-DLLME 

y = 3.555c + 0.0008 

Calibration equation before 
IL-DLLME 

y = 0.045c − 0.005 

Working range (ng mL-1) 2-400 
R2 0.9975 

LOD (ng mL-1) 0.65 
LOQ (ng mL-1) 2.0 

Intraday precision 1.9-3.4 
Inter–day precision 2.2-4.7 

Accuracy (as recovery%), 93.2-108.5 
EF 79 

 
Real Samples Analysis 
The feasibility of the optimized IL-DLLME procedure 

was tested by applying it to foods (pomegranate juice, 
strawberry juice, pastry cream, jole, and turnip juice) and 
cosmetic (lipstick, hair dye, shower gel, and hand cream) 
samples were investigated. In order to investigate the 
matrix effect of the optimized IL-DLLME procedure, two 
standard concentrations (20 and 50 ng mL-1) of the 
erythrosine were spiked to the selected samples. All 
measurements were repeated three times. Analysis 
results of selected samples are given in Table 6. These 
quantitative recoveries obtained show that the optimized 
IL-DLLME procedure has low matrix effect. Therefore, the 

optimized IL-DLLME procedure can be reliably applied to 
the extraction and determination of erythrosine from the 
analyzed samples. Finally, the amounts of erythrosine in 
the samples were given in detail in Table 6 along with their 
RSD%. 

 
Table 6. The results of applying the optimized IL-DLLME 

procedure to selected samples 
Sample Spiked 

(ng mL-1) 
Found  

(ng mL-1) 
Recovery 

(%) 
Pomegranate - 11.2±0.7 - 

20 30.7±1.1 97.4 
50 60.6±2.3 98.9 

Juice - 24.9±0.9 - 
20 43.9±1.5 95.3 
50 73.3±2.7 96.8 

Strawberry 
juice 

- Nd* - 
20 20.8±1.4 104.0 
50 50.9±1.9 101.8 

Pastry cream - Nd - 
20 18.9±0.8 94.6 
50 48.5±2.2 97.0 

Jole - 37.6±2.0 - 
20 56.2±2.7 93.1 
50 85.6±2.9 96.0 

Turnip juice - Nd - 
20 20.5±1.3 102.5 
50 50.8±2.0 101.6 

Lipstick - 121.6±5.7 - 
20 141.1±7.2 97.3 
50 170.8±8.3 98.3 

Hair dye - 159.2±6.4 - 
20 180.9±9.5 108.5 
50 211.3±11.8 104.2 

Shower gel - 7.4±0.5 - 
20 26.4±1.1 94.9 
50 55.8±2.3 96.8 

Hand cream - Nd - 
20 20.9±0.9 104.5 
50 51.3±1.8 102.6 

*could not be determined 
 
Comparison of the Optimized Procedure with the 

other Reported Methods 
Some analytical properties suck as working range, 

LOD, RSD, EF and recovery% of the optimized IL-DLLME 
procedure were compared with other extraction 
procedures and detection techniques reported in the 
literature. Comparison data were made with publications 
in references (see Table 7). When the relevant 
publications were examined, it can be said that the 
optimized IL-DLLME procedure has a higher EF and wider 
working range than similar determination techniques. it 
also appears that the proposed management exhibits high 
precision and low RSD over expensive techniques. From 
these results it is clear that the optimized IL-DLLME 
procedure exhibits significant advantages over the 
compared methods. 

 
 
 
 



Elik, Altunay / Cumhuriyet Sci. J., 43(1) (2022) 53-60 

59 

Table 7. Comparison of the proposed method with similar analytical methods 
Analytical methods Working range 

(ng mL-1) 
LOD 

(ng mL-1) 
RSD 
(%) 

EF Recovery 
(%) 

Refs. 

HIH-LLME-UV-VIS 30-1400 6 ≤2.9 37.5 95-101 [5] 
UA-SUPRA-MSLLME-UV-VIS 1-100 0.6 ≤1.4 142 91-103 [14] 

DES-UA-LLME- UV-VIS 0.05–0.25 3.75 ≤4.6 40 90-100 [26] 
CPE-UV-VIS 30-3000 22 ≤3.27 15 - [27] 

VA-DES-DLLME-HPLC 0.5–500 0.1 ≤5.6 95 96.8-99 [28] 
HP-TLC 20-200 ng/zone 9.8 ng/zone ≤2.7 35 98-101 [29] 

IL-DLLME-UV-VIS 2-400 0.65 ≤4.7 79 93.2-108.5 Proposed method 
HIH-LLME: Heat-induced homogeneous liquid-liquid microextraction, UA-SUPRA-MSLLME: ultrasonic assisted supramolecular solvent based 
dispersion solidification liquid–liquid microexraction, UA-LLME: Deep eutectic solvent ultrasound assisted liquid-liquid microextraction, CPE: Cloud 
point extraction, VA-DES-DLLME: Vortex assisted deep eutectic solvent dispersive liquid-liquid microextraction, HP-TLC: high performance thin-layer 
chromatography 
 
Conclusions 

Herein, a simple and economic dispersive liquid-liquid 
microextraction (DLLME) based on ionic liquid (IL) 
procedure for the extraction, separation and 
preconcentration of erythrosine from foods and 
cosmetics has been optimized using a central composite 
design (CCD) based on response surface methodology 
(RSM). In this study, the [OMIM][PF6] (as extraction 
solvent) and acetone (as dispersive solvent) were used for 
the extraction of erythrosine for the first time. The 
optimized IL-DLLME procedure has some advantages 
including simple, fast, green and economic. As a result of 
the analysis of the selected samples, it was seen that the 
optimized method has low matrix effect, high accuracy, 
wide working range and good sensitivity. These results 
show that the optimized IL-DLLME procedure has the 
potential to be used as one of the alternatives to 
conventional analytical methods for determination and 
extraction of erythrosine from real samples. 
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Introduction 
 

From an economic point of view, polymer blending is an 
important scientific activity because this technique sometimes 
allows the creation of technical plastics with superior 
properties. However, for thermodynamic reasons, many 
polymers do not mix homogeneously at molecular-scale 
without a suitable compatibilizer. Factors preventing 
homogeneous mixing are phase separations and interfacial 
tensions between the two polymers. One of the ways to refine 
the phase separation morphology of blends composed of two 
polymers is by adding a compatibilizer [1]. There are many 
successful studies in which polymer pairs are blended by 
adding a maleic anhydride based co- or terpolymers as 
compatibilizers [2-6]. In immiscible binary polymer systems, 
co- or terpolymers containing maleic anhydride and styrene 
often act as excellent compatibilizers. In immiscible resins, if 
such a compatibilizer is used, polar maleic anhydride adds 
stiffness, thermal stability, and chemical activity to the system, 
while non-polar styrene contributes to the ease of processing 
[7, 8]. Polymer mixtures are usually prepared by extruders, 
banbury mixers, and solution casting.   

Due to the synthesizable amount of compatibilizer used in 
this study, solution casting method was preferred in order to 
produce test specimens in sufficient quantity.  By using the 
common solvent determined in the study, it was possible to 
obtain the desired polymer mixtures via solution casting.   

 
Materials and Methods 
 

Apparatus  
In the study, DSC measurements were recorded by 

Shimadzu DSC instrument at a heating rate of 10oC/min under 

nitrogen atmosphere. Thermomechanical analysis (TMA) was 
conducted on Perkin Elmer Pyris Diamond DMTA instrument 
at penetration mode . The storage (E’) and loss (tan δ) moduli 
were measured  at a heating rate of 5ºC/min under nitrogen. 
All experiments were done on solution cast films. 

 
Chemicals  
A commercially available PS compounding grade, and PVC 

powder with 57 % chlorine content were purchased from 
PETKIM (Turkey) and used as provided. Maleic anhydride 
(MA), Styrene (St), and Methyl methacrylate (MMA) and 
benzoyl peroxide used in the synthesis of MA-St-MMA 
terpolymer were at analytical grade and Sigma-Aldrich brand. 
All of the organic solvents used are analytical grade and are 
Sigma-Aldrich brand.  

 
Synthesis of MA-St-MMA Terpolymer 
The terpolymer agent was synthesized according to 

protocols previously used in our laboratory [9]. The three 
monomers in molar ratios of 2:1:1 were allowed to react 
in a glass flask. The volume of the triple mixture prepared 
as 14.7 g MA 1.5 mol. (dm3)-1, 8,59 mL St 0.75 mol. (dm3)-

1 and 7,51 g MMA 0.75 mol. (dm3)-1 was completed to 100 
mL with 2-butanone solvent and complete dissolution was 
achieved. 0.15% by mole Benzoyl peroxide was added and 
the mixture was reacted at 70 oC for 3 hours. The resulting 
viscous solution was transferred to a glass beaker and 
treated with excess ethanol. The precipitated resin was 
washed 5 times with ethanol. Then placed in a vacuum 
oven and left to dry at 35 oC.  

 

http://xxx.cumhuriyet.edu.tr/
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0002-8567-1668


Yılmaz / Cumhuriyet Sci. J., 43(1) (2022) 61-65 

62 

Co-solvent Determination 
Solubility tests of immiscible polymer pairs PS and PVC 

and the terpolymer were performed to determine the co-
solvent. For this test, 0.1 grams of each polymer sample 
was added separately to 10 mL of selected solvents. Thus, 
solutions with a concentration of 1g/dL were obtained. 
Each separate solution was left overnight to complete 
dissolution by diffusing the solvent. Clear solutions were 
recorded as soluble, turbid solutions as partially soluble, 
and solutions with residue at the bottom were recorded 
as unsoluble.  

 
Preparation of PVC/PS Blends 
Powdered polymers containing equal parts PS and PVC 

by mass were dissolved in 25 mL THF solvent. 0, 2, 4, 6, 8, 
and 10 % compatibilizer terpolymer was added to these 
solutions. These solutions were poured into a petri dish. 
The solvent was evaporated. Solid mixtures obtained at 
the bottom of the Petri dish were used as specimens. The 
samples obtained are given in Table 1. 

 
Table 1. Prepared PS/PVC and compatibilizer blends 

PS/PVC 

C/g.dL-1 

MA-St-MMA % (w/w) 

0 2 4 6 8 10 
1.0 x x x x x x 

 
Thermal Studies 
The glass transition temperature (Tg) of pure polymers 

and their blends were recorded at Shimadzu DSC 
instrument. The calibration were done with an Indium 
standard and the measurements carried out under 
continuous nitrogen flow. The weight of the mixtures used 
in DSC pan was kept as 10 miligram and the heating rate 
was set at 10 °C/min. 

 
Mechanical Studies 
The mechanical studies were conducted using 

Universal Tensile Machine (UTM). The measurements of 
the mechanical properties of the stretched specimens 
were done at 25 °C. 
Results and Discussion 
 

Selection of the Common Solvent 
 The dissolution experiments showed that the co-

solvent of the polymers is THF,  The findings are given in 
Table 2.  

 
Table 2. Dissolution data of PVC, PS and MA-St-MMA 

polymers.  
Polymer THF Toluene MEK DMSO DMF 

PVC + ± + - + 

PS + + ± - + 

MA-St-
MMA 

+ - + ± ± 

(+) Soluble   ( –) Insoluble    (±) partially Soluble 

Characterization of the Synthesized Compatibilizer 
When the infrared peaks are read from Figure 1; The 

peak at 1780 cm-1 and weak peak at 1825 cm-1 are belong 
to stretching of anhydride carbonyl (C=O) groups. The 
peak at 1760 cm-1 belongs to vibrations of the methyl 
methacrylate (C = O) groups. The two peaks appeared 
between 2900 cm-1 and 2800 cm-1 in the spectrum are 
belong to stretching vibration of –CH sp3 of the MMA. 
Again the vibrations of these methyl groups are observed 
at 1445 cm-1. The both peaks at 705 cm-1 and 870 cm-1 are 
C-H stretchings of the styrene part.[6] It can be said that 
the terpolymer used as compatibilizer was successfully 
synthesized. 

 

 
Figure 1. FTIR spectrum of the synthesized MA-St-MMA 

terpolymer 

 
Thermal Studies 
Tg’s, obtained from DSC were given at Figure 2.  As 

shown in Fig. 2, two glass transition temperatures were 
obtained for the blends contained 0, 2 and 4 % MA-St-
MMA compatibilizer. The glass transition temperature 
(Tg) of a polymer blend is often taken as a criterion for 
determining the miscibility of its components. [10-13] The 
two Tg’s obtained corresponding to their homopolymer 
glass transitions are due to each component gaining 
segmental mobility independent of the other as a result of 
their incompatibility. As can be clearly seen in Figure 2, 
mixtures with little or no compatibilizer added have two 
step Tg transitions.  However, when the amount of 
compatibilizer increased and showed its blending effect, 
specimens showed a single Tg transition. Single Tgs’ was 
read for the mixtures with compositions 6, 8 and 10 % MA-
St-MMA which refer to compatibility of these blends for 
these compositions. Tg temperatures read from the DSC 
thermogram seen in Figure 2; for mixtures where 
compatibilizer is effective, single and determined as 
between 88-89 oC.  

At Figure 3, it is interesting that in the temperature 
range of 25-50 oC all the mixture samples expanded and 
pushed the probe up. It is possible to accept this as an 
experimental error. However, at later temperatures 
association of the blending effect of the used 
compatibilizer particles probably accounts for the 
decreased penetration. At these temperatures the probe 
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penetrates the samples at a rate invertedly proportional 
to their Young modulus’ (Fig.4). Again, from Figure 4, as 
the compatibilizer ratio increases, the Young's modulus, 
which is a measure of stifness [14-15], increases.  

 
 

 
Figure 2. DSC curves of the blends 

 
 

 
Figure 3. TMA curves of the blends 

 
 

Mechanical Tests 
The addition of MA-St-MMA as compatibilizer for 

PS/PVC blends increased the tensile strength (Fig. 5), and 
modulus but reduced the britlleness (Fig. 6). Figure 6 
shows typical stress-strain curves of the blends at various 
combatibilizer compositions. 

 

 
Figure 4. Variation of elastic modulus with 

compatibilizer rate 

 
With lower MA-St-MMA content, the test specimens 

of the blends break before reaching the yield point. This 
clearly demonstrates the high brittleness of unmodified 
blends. In contrast, 4, 6, 8 and 10 % modified PS/PVC 
mixtures exhibit ductile behavior; and these samples were 
not broken before the yield point was reached.  

 

 
Figure 5. Variation of ultimate tensile strength with 

compatibilizer rate          

 
When all mechanical findings are evaluated together it 

can be said that; the terpolymer compatibilizer used, 
preventing phase separation by acting as a bridge 
between polymer strands and thus made them miscible, 
as a result of this increased stiffness, tensile strength and 
ductile behavior of the blends.  
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Figure 6. Typical stress-strain behaviour of PS/PVC 

blends with different compatibilizer ratios 

 
The monomers that the terpolymer is synthesized are 

shown in Figure 7 below. 
 

 
Figure 7. Chemical structures of the terpolymer’s 

monomers (From left to right: MA, St, MMA) 

 
Conclusion   
 

At the end of this study, we showed that the MA-St-
MMA terpolymer acts as an effective compatibilizer 
between polyvinyl chloride and polystyrene. In addition, 
with this study MA-St-MMA terpolymer not only provided 
PS/PVC pair mixing, but also improved its thermal and 
mechanical properties. With the findings it was seen that 
the thermomechanical properties of the immiscible 
polystyrene and polyvinyl chloride couple were improved 
with the compatibilizer used. By this study, it was seen 
that the terpolymer containing maleic anhydride was a 
good compatibilizer. Also, using co- or ter-polymers 
containing reactive polymers such as maleic anhydride to 
mix immiscible polymers seems to be a viable route. 

Finally, it can be stated that, solution casting, and 
thermomechanical studies, are  simple, low-cost and rapid 
methods which can be used as a useful tests to research 
the miscibility of polymer blends. 
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Acetylcholinesterase enzyme (AChE) is the enzyme that catalyzes the hydrolysis of the neurotransmitter 
acetylcholine to choline. Inhibitors of this enzyme (AChE-i) are used to treat Alzheimer's, a neurodegenerative 
disease. Due to the side effects of the drugs used, there has been an increased interest in investigating the 
inhibitory potentials of natural products which are presumed to have fewer side effects. For this purpose, the 
inhibitory effects of highland honey, chestnut honey, royal jelly and the seeds of peach, cherry, plum and apricot 
on human erythrocyte AChE enzyme was investigated in vitro in the present study. Extracts of the seeds and bee 
products were prepared in ethanol solvent. In order to determine the inhibitory effect of the extracts, the 
inhibition concentration (IC50) and Ki values which cause 50% inhibition of the enzyme were calculated using the 
Ellman method. It was found that among the natural product extracts studied, peach seed had the highest 
inhibition level (IC50 value 0.05708 mg/ml). IC50 values of highland honey, royal jelly, plum seed and apricot seed 
were determined as 0.2555 (mg/mL), 0.300 (mg/mL), 0.7049 (mg/mL) and 0.4544 (mg/mL) respectively. 
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Introduction 
 

Alzheimer's disease (AD) is the most common form of 
dementia, which consists of memory loss, cognitive 
impairment, and difficulty with problem solving and 
thinking. These symptoms deteriorate over time, 
becoming severe enough to interfere with daily activities 
and making the patient need help [1]. Although the 
etiology of AD is not fully known, according to the 
cholinergic hypothesis, cognitive and behavioral 
impairments affecting AD patients are related to a lack of 
cortical excitability, especially in cholinergic transmission. 
Acetylcholine levels in the brain can be increased by 
inhibition of acetylcholinesterase (AChE), thereby 
improving the cholinergic synapses of AD patients [2]. 

AD seriously affects the physical and mental health of 
older people. Aging is the biggest risk factor for the 
disease, and the incidence doubles every five years after 
the age of 65 [3]. Today, approximately 50 million people 
worldwide are affected by neurodegenerative diseases, 
and this number increases by 10 million each year. About 
70% of these patients suffer from AD. This number is 
estimated to reach 152 million by 2050, and there is 
currently no treatment to cure neurodegenerative 
disorders [4]. 

Acetylcholinesterase (AChE, E.C.3.1.1.7),also called 
acetylcholine acetylhydrolase, is the carboxylic ester 
hydrolase which catalyzes the hydrolysis of choline esters 
[5]. The neurotransmitter hydrolyzes acetylcholine (ACh) 
and terminates synaptic transmission in cholinergic 
synapses. Many neurodegenerative diseases such as 
Alzheimer's and Parkinson's are linked with degeneration 

of the cholinergic system, which leads to a reduces 
neurotransmitters such as acetylcholine [6]. ACh 
concentration increases by the inhibition of AChE 
hydrolysis. Thus, inhibition of AChE hydrolysis constitutes 
an alternative treatment modality. For the treatment of 
neurodegenerative diseases, AChE inhibitors that can 
cross the blood-brain barrier, such as rivastigmine, 
donepezil, tacrine and galantamine, have been 
successfully used [7]. 

Since the drugs used as AChE inhibitors have various 
pitfalls such as poor bioavailability, undesired cholinergic 
side effects and hepatoxicity, new compounds either 
synthetic or from plants are needed to be used as AChE 
inhibitors [8]. 

Today, many substances are being investigated as 
candidate drugs to help slow the rate of both cognitive 
and functional declines in neurodegenerative diseases 
such as AD [9]. Since phytochemicals found in plants and 
vegetables have pharmacological properties such as 
antioxidants, antiallergics, anti-inflammatory and 
anticarcinogenic, they are used in the treatment of certain 
diseases, and their effects have also been investigated in 
neurological diseases. In previous studies, it was reported 
that tea, aged garlic extract and ginkgo exhibit protective 
effects against neurological disorder [10]. In order to 
investigate the inhibition effects of natural products ( bee 
products such as highland honey, chestnut honey, royal 
jelly, peach, red cherry, plum and apricot fruits purchased 
from national companies, and the seeds of these fruits 
were used) on  AChE enzyme  associated with 
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neurodegenerative diseases, were used in the present 
study. A literature survey revealed no study indicating the 
inhibition effect of extracts produced from the used 
material on AChE enzyme. 

Honey and bee products have been used in folk 
medicine since the early years of human history. They 
were reported to be beneficial in the treatmentof 
gastrointestinal disorders, wounds and burns, to provide 
protection against acute and chronic gastric lesions and to 
be effective as antimicrobial agents  [11]. Honey, pollen 
and propolis are highly valuable bee products. The 
composition of these products is quite variable and 
depends on many bio-geographical factors such as plant 
species, climate, environmental conditions and beekeeper 
contribution [12]. Studies with honey indicate that it has 
antioxidant, antimicrobial, antiviral, anticancer and 
antidiabetic properties, and has protective activities on 
the nervous, cardiovascular, gastrointestinal and 
respiratory systems [13]. In addition to being a food 
source, royal jelly also increases the resistance of bees to 
diseases and pests. It is also an important food for human 
health. It was reported to have many pharmacological 
activities such as life-prolonging, antiallergic, anti-
inflammatory, antihypercholesterolemic, 
antihypertensive and anti-inflammatory effects [14]. 

Various epidemiological studies showed that a diet 
rich in fruits and vegetables can reduce the incidence of 
noncommunicable diseases such as cardiovascular 
diseases, diabetes, cancer and stroke. These protective 
effects are in part attributed to phenolic secondary 
metabolites [15]. In addition to being an important source 
of antioxidants, fruits and vegetables have a significant 
antioxidant potential for the compounds in their seeds 
[16]. Anticholinergic, antidiabeticand antimicrobialeffects 
were report for fruit seed oils and different fruit seed 
extracts [17]. Thus, ruit seeds seem to have a very 
important potential in terms of health. However, the 
effects of peach (Prunuspersica L.), apricot 
(Prunusarmeniaca L.), plum (Prunuscerasiferaehrh) and 
cherry (Prunusavium L.) fruit seeds on AChE enzyme have 
not been investigated so far. 

Peach (Prunuspersica L.) seeds extracts, one of the 
seed extracts used in the present  study, contains many 
secondary metabolites such as phenolic compounds, 
carotenoids and tocopherols, which show biological 
activity and are considered to be disease-preventing [18]. 
Apricot (Prunusarmeniaca) fruit, on the other hand, has 
antioxidant and anti-inflammatory functions [19]. Plums  
(Prunuscerasifera Ehrh) and cherry (Prunusavium L.) fruits 
are rich in bioactive compounds such as phytochemicals, 
flavonoids, vitamins A, C, E, anthocyanins, carotenoids 
and phenolic compounds, which are also considered 
beneficial for the health [20,21]. Due to the undesirable 
side effects of the drugs used and the narrow range of 
therapeutic effects, new AChE inhibitors are needed. To 
this end, there has been an increasing interest in 
candidate natural compounds. Based on the effects of 
certain natural compounds on activities of neural 
neurotransmitters in the nervous system, the present 

study aimed to investigate the potential of various bee 
products and fruit seeds on AChE enzyme in vitro. 
 
Materials and Methods  
 

Chemicals  
5.5' -dithio-bis(2-nitrobenzoic acid) (DTNB), AChE from 

human erythrocytes (50UN), acetylcholine iodate  iodide, 
ethylenediaminetetraacetic acid (EDTA), sodium citrate 
and dimethyl sulfoxide (DMSO)  were purchased from 
Sigma Chem. Co. Other chemicals were obtained from 
either Sigma-Aldrich (St. Louis, MO, USA) or Merck 
(Kenilworth, NJ, USA). 

 
Preparation of Honey   Extracts 
About 5 g of samples were weighed and 100 ml 

ethanol was added as a solvent. Then, the samples were 
mixed with a shaker at room temperature for 24 hours. 
The solution was centrifuged at 10,000 g for 15 minutes to 
remove suspensions. Supernatant was removed with the 
help of an evaporator (Heldolph-Heizbad-Hei-VAP-517-
61000-00-0). The precipitate was dissolved at the 
minimum volume of the same solvent and kept at 4°C until 
used [9,12].   

 
Preparation of Seed Extracts 
The method described by Velioglu (2007) was used 

with small modifications depending on laboratory and 
sample characteristics. A 5 g seed sample was 
homogenized in 50 mL ethanol using a homogenizer (OVS-
VELP Scientifical). Then, the solution was extracted at 
room temperature in the dark with an orbital shaker for 
two hours. After filtering from Whatman No.1 filter paper, 
the mixture was vacuum dried at 40°C using a clear filtrate 
rotary evaporator (Heldolph-Heizbad-Hei-VAP-517-
61000-00-0). The resulting dry crude extract was weighed 
to calculate extraction efficiency. Then the extract was 
dissolved in 1 mg/1mL of DMSO and stock solution was 
prepared. In inhibition studies, extracts were used after 
dilution with distilled water [22]. 

 
Determination of Esterase Activity 
Spectrophotometric method described by Ellman et al. 

(1961) was used with minor modifications to determine 
the effect of bee products on AChE activity. Hydrolysis of 
the enzyme which uses acetylcholine iodine (AChI) as 
substrate produces thiocholine and iodate. The 
absorption of yellow colored 5-thio-2 nitrobenzoic acid 
formed by the reaction of thiocholine with 5,5’-dithio-
bis(2-nitrobenzoic acid) (DTNB) was measured 
spectrophotometrically at 412 nm. For the activity 
measurement, Tris/HCl buffer (1 M, pH: 8.0), sample 
extracts at different concentrations and human 
erythrocyte AChE (500 units /mg protein) were added to 
the reaction. The reaction was allowed for 10 minutes at 
25 °C. Finally, acetylcholine iodate (AChI) was added to the 
reaction and activity measurements were performed [23]. 
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Kinetic Studies 
In order to determine the effect of highland honey, 

chestnut honey, royal jelly and fruit seeds on my AChE 
enzyme, the activity of the enzyme was measured in five 
different concentrations of samples (highland honey 
0.1315-0.9205 mg/mL, chestnut honey 0.0313-
2.191mg/mL, royal jelly 0.0325-0.3900 mg/mL, cherry 
seed 0.05-0.795 mg/mL, apricot seed 0.05-0.795 mg/mL, 
plum seed 0.1-1.59 mg/mL, peach seed  0.0112-0.112 
mg/mL) mg/mL, in a fixed substrate concentration. The 
activity of the tube that did not contain sample was used 
as blank, and its activity was considered 100%. Each 
experiment was repeated three times. Activity (%)-[I] 
charts were drawn for each sample to find the IC50 values. 
IC50 values of the samples were calculated from these 
charts [24]. Activity measurements were made at five 
different substrate concentrations to determine the Vmax 
and Km parameters of the enzyme. Km (0.07272 mM) and 
Vmax (181.81 EU) values were calculated by drawing 
Lineweaver-Burk charts [25]. 

 

 
 
Using these parameters, the Ki values of the 

substances were calculated with the following formula 
[26]: 

v =
VmaxS

𝐾𝐾𝐾𝐾�1 + 𝐼𝐼
𝐾𝐾𝐾𝐾� + S

 

 
In the equation, Vmax is the maximal speed, Km is the 

substrate concentration at which half of the maximum speed 
is reached, I is the compound concentration, Ki is the inhibition 
constant, S is the substrate concentration of the substrate. 
Nonlinear regression was used to calculate the inhibition 
constant values (Ki) using the equation above. 

Results and Discussion  
 

The key role that acetylcholinesterase (AChE) plays on 
the central nervous system in Alzheimer's disease (AD) 
encourages research to identify more effective inhibitors 
and safer drug candidates for the enzyme. However, 
adverse side effects of AChE inhibitor drugs used in the 
pharmacological treatment of AD limits their use [27]. 
Therefore, currently there has been much interest in 
development of more effective and useful drug 
candidates. 

In the present study, the effect of extracts obtained 
from natural products on human erythrocyte AChE was 
investigated in vitro conditions. Extracts of highland 
honey, chestnut honey, royal jelly and fruit seeds were 
prepared with ethanol solvent, and their inhibition effects 
were investigated. IC50 and Ki values of the samples which 
exerted inhibition effect were calculated (Table 1). 

 
Table 1. Inhibition effects of various natural extracts on 

AChE enzyme 
Sample Solvent IC50 

(mg/mL) 
Ki (Avg.) 
(mg/mL) 

Highland 
honey 

Ethanol 1.23±0.0077 0.0128±0.0070 

Chestnut 
honey 

Ethanol - - 

Royal jelly Ethanol 0.397±0.1357 4.22E-
06±4.97E-07 

Cherry 
seed 

Ethanol - - 

Plum 
seed 

Ethanol 0.687±0.137 0.095±0.039 

Apricot 
seed 

Ethanol 0.460±0.041 0.101±0.033 

Peach 
seed 

Ethanol 0.056±0.0037 0.0176±0.0088 

 
IC50 values were 0.2555 mg/mL and 0.3006 mg/ml for 

ethanol extracts of highland honey and royal jelly, 
respectively. For chestnut honey, an inhibition effect on 
the enzyme was observed, but the IC50 value could not be 
calculated (Table 1, Figure 1). To date, the effects of honey 
and other bee products were detected only for 
physiological diseases, while their role in psychological or 
neurodegenerative diseases is still unknown. Therefore, 
the effect of bee products on the activity of enzymes 
attracts the attention of researchers. A study found that 
the IC50 value of chestnut honey was 41.60 +6.05 μg/mL 
(Galantamine was used as a standard inhibitor for AChE 
and IC50 value was determined 2.727± 0.08 (ug/mL) and it 
was suggested that bioactive compounds in plants may 
have inhibitory effects [28]. In different studies  found that 
the  extracts of chestnut honey and mad honey had IC50 

values ranging from 76 to 129 mg/mL on hyaluronidase 
enzyme,  from  12 to 34 mg/mL on urease enzyme,  1.705 
(mg/mL)  on hCA I isoenzyme and 2.830 (mg/mL) on hCA 
II  isoenzyme   [12, 29]. Akbulut and Akkemik (2018) found 
that ethanol extracts of highland honey and chestnut had 
IC50 values ranging from 0.060-2.768 mg/mL on the 
cancer-related thioredoxin reductase enzyme [9]. It was 
seen that the results were compatible with our study. 
Studies of bee products on AChE, a neurotransmitter 
enzyme, are limited.. 

The IC50 values of plum, apricot and peach seeds were 
calculated as 0.7049, 0.4544 and 0.05708 mg/mL, 
respectively (Table 1). Ki values were in the range of  
0.01761-0.1601 (mg/mL). However, IC50 value could not 
be determined for cherry seed extract because it did not 
inhibit AChE enzyme activity sufficiently  
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Although various studies were conducted on the 
antioxidant, anticancer, antimicrobial, anti-
inflammatory effects of fruit seed extracts, studies 
investigating their effects on enzyme inhibition are 
limited. Acetylcholinesterase (AChE) and 
butyrylcholinesterase (BuChE,pseudocholinesterase) 
enzymes were inhibited by methanolic extracts of 
grape (Vitisvinifera L.) seeds [30]. In studies with 
Acacia catechu willd, Cola acuminata, Cuminum 
cyminum and Lawsonıa Inermıs (Henna) seeds, IC50 

values of seed extracts were found as 204.38 = ± 2.54 
(ug/mL) [31], 14.6 ± 1.04 (𝜇𝜇g/mL) [32], 0.437μg/mL 
[33] and 66.6 (mg/L) [34] respectively. Similar to the 
literature, it was observed that selected seed 
extracts had inhibitory effects on the enzyme activity 
(Table 1, Figure 2).  

As a result of the study, it was observed that 
natural products showed inhibition against the 
enzyme at certain ranges, but it was found that the 
extract obtained from the peach seed exerted the 
highest inhibition activity (Table 1, Figure 2). 

 
 

 

Figure 1. In vitro effects of highland honey and royal 
jelly on AChE enzyme activity 

 
 

 

 

Figure 2.In vitro effects of apricot,  peach and plum 
seed on AChE enzyme activity 

 
Conclusion  

 
While dietary intake of some fruits plays a role in 

delaying the onset of Alzheimer's disease, natural 
products are also used in the treatment of neurological 
diseases by altering the activities of neural 
neurotransmitters in the central nervous system. In order 
to reduce the side effects of the drugs used today and to 
obtain more effective and inexpensive drugs, the interest 
of scientists has shifted towards the extracts and 
molecules obtained from natural products. For this 
purpose, the inhibition effect of extracts from natural 
products on AChE is valuable to guide the future studies. 
Considering the results of the present study, it could be 
stated that honey and fruit seeds may have beneficial a 
role in the treatment for human health.  However, more 
studies are needed to reach a definite conclusion. 
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This paper investigates the dynamics of a discrete fractional prey-predator system. The prey-predator 
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killing and inducing fear in prey, reducing prey species' reproduction rate. Considering these facts, we propose 
a mathematical model to study herd behaviour and fear effect in the prey-predator system. We show 
algebraically equilibrium points and their stability condition. Condition for Neimark-Sacker bifurcation, Flip 
bifurcation and Fold bifurcation are given. Phase portraits and bifurcation diagrams are portraits that depict the 
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Introduction 

Because of their complex behaviour, population models 
have piqued the interest of researchers. Prey-predator models 
are an essential component of population models. Based on 
observed ecological interactions among individuals of the 
species at various trophic levels, mathematical modelling is a 
helpful tool for understanding and predicting the long-term 
survival of various species. There are different types of prey-
predator models, such as the continuous model [1-2], discrete 
model [3-5], fractional model[6-9], etc. Nowadays, the 
fractional-order system can explain more natural phenomena 
that were previously ignored by the classical theory of the 
integer-order dynamical system. Discrete-time population 
models become more realistic than continuous models when 
the population sizes are relatively small and in cases where 
births and deaths occur discrete times or within specific 
intervals. A discrete form of fractional-order model is now a 
popular mathematical tool [10]. In this article, we consider the 
discrete fractional order model. 

Din [11] discussed chaos control in a discrete-time prey-
predator system. Zhao and Du ([12]) investigated a discrete-
time prey-predator model with an Allee effect. Santra and 
Mahapatra [13] studied the dynamics of a discrete-time prey-
predator model under imprecise biological parameters. Santra 
et al. [14] investigated bifurcation and chaos of a discrete 
predator-prey model with Crowley-Martin functional 
response. For more dynamical investigations related to 
different versions of prey-predator models, we refer to 
Baydemir et al. [15], Santra et al. [16], Rech [17], Singh and 
Deolia [18], Khan and Khalique [19,21],  Rozikov and 
Shoyimardonov [20] and references therein. 

In reality, a class of prey population exhibits herd 
behaviour so that the capturing rate of prey by a predator will 
be different from usual models. Incorporate this herd 
behaviour of prey; we consider square root functional 
response [22-23] in our proposed model. The basic 
assumption in developing such functional interactions is that 
the predator hunts on the outskirts of a moving herd. If we 
assume that the herd has a square shape for simplicity, then 
the interaction between the predator and the prey will occur 
on the group's borders, which means that it will hunt one (or 
more) from four times the square root of the prey density. A 
similar assumption can be made for the prey population's 
circle herd shape. 

Furthermore, predation fear directly impacts prey 
reproduction; that's why we modify the prey reproduction 
term incorporating fear factor [24-25] in our proposed model. 
Two significant factors are limiting wild animal activity: energy 
and time constraints. To avoid predation, prey may shorten 
their activity periods and devote some of their foraging time to 
vigilance; however, prey must balance defence time and 
foraging intake. A high level of anti-predator behaviour over a 
long period causes ageing to be sped up and leads to 
starvation, impacting growth. As a result, there are costs and 
benefits for prey in prey defence. In this case, we include the 
cost as a type of prey growth reduction caused by predation 
fear. In this paper, we study the prey-predator with fear and 
herd behaviour using the discrete fractional-order model. The 
study's intention is: what is the effect of fractional order and 
fear on the proposed model system?  
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Mathematical Model 
 
Consider the following fractional-order prey-predator 

model with square root functional response and fear 
effect : 

1
1

1

x
D x rx by x

k y

D y cy x dy







 
   

 

 

 

 
with initial condition  
 

( ) 0, ( ) 0x t y t   

 

Where  x   and  y   denote the density of prey and 

predator populations respectively at any time  t.   The 
biological meaning of the system parameters are as 

follows:  r   is the intrinsic per capita growth rate of prey 

population,  k   is the environmental carrying capacity of 
prey population,     is the fear effect due to predation,  

b   is the maximal per capita consumption rate of 
predators,  c   is the efficiency with which predators 
convert consumed prey into new predators,  d    is the per 
capita death rate of predators, and     is the fractional-

order satisfying  (0,1]    and  d

dt
D





    is in the sense 

of Caputo derivative. 
Using the fractional-order discretization process, we 

get the following discrete fractional-order system 
 

1
1

(1 ) 1

(1 )

h x
x x rx by x

k y

h
y y cy x dy





 



  
     

    

   
  

 

 
where  h   is the step size and  , , , , ,r k b c d   are all 

positive constants. By the biological meaning of the model 
variables, we only consider the system in the region  

{( , ) : 0, 0}x y x y      in the  ( , )x y   plane. 

General Stability Analysis 
 
Equilibria 
Fixed points of the system (1) are determined by 

solving the following non-linear system of equations: 
 

1
1

(1 ) 1

(1 )

h x
x x rx by x
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h
y y cy x dy





 



  
     

    

   
  

 

 
We get three non-negative fixed points by solving the 

above equations:  
 

 i     0 0,0P      

 ii     1 ,0P k   

( )iii     2 2 2,P x y    

here   
2

2
d

c
x    and  

2y   is a positive solution of  

2

2

2 (1 ) 0
y rd d

bc kc
y

 
      

 

Local Stability Analysis 
The discussion about the dynamical behavior of model 

(1) is carried out in this sub-section. The Jacobian Matrix  
J   for the system (1) is 

 

    2
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The characteristic equation of the matrix  J   is  

2 0,T D      where 
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Hence the discrete-time system (1) is said to be: 

 

(i) a dissipative dynamical system if  1,D    

(ii) a conservative dynamical system if and only if  1,D    

(iii) an undissipated dynamical system otherwise. 
 
 

Stability and dynamic behavior at  
1P  

The Jacobian matrix at the fixed point   1 ,0P k   is 

 

(1 ) (1 )

(1 )

1

0 1

b khrh

h
J

c k d





 



   

 

  
 
   

  

 

 
The equilibrium point  

1P   is said to be: 

 

(i) Sink if  (1 )
1 1,rh

 
    and 

(1 )
1 1,h c k d



 
   
 

  

(ii) Source if  (1 )
1 1,rh

 
    and  

(1 )
1 1,h c k d
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(iii) Saddle if  
(1 )

1 1,rh

 
    and  

(1 )
1 1;h c k d



 
   
 

  

or  
(1 )

1 1,rh

 
    and  

(1 )
1 1,h c k d



 
   
 

  

(iv) Non-hyperbolic if  
(1 )

1 1rh

 
    or  

(1 )
1 1.h c k d



 
   
 

  

 

Dynamic behavior around the interior fixed point 
From the Jacobian matrix at the interior fixed point  

 2 2 2, ,P x y   we get 
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If  1 0,T D     then interior equilibrium point  

 2 2 2,P x y   is: 

 
(i) Sink if  1 0T D     and  1D   ,  
(ii) Source if  1 0T D     and  1D   ,  
(iii) Saddle if  1 0T D    ,  

(iv) Non-hyperbolic if  1 0T D     and  0,2,T    

or  2 4 0T D    and  1D   . 
 

Bifurcation Analysis 
This section obtains the conditions for Neimark-Sacker 

bifurcation, flip bifurcation, and fold bifurcation for model 
(1). Neimark-Sacker bifurcation causes closed invariant 
curves into the system, which shows more complex 
behaviour. Another bifurcation, flip bifurcation, occurs 
when the system switches to a new limit cycle twice the 
period of the existing one. Fold bifurcation, in which two 
fixed points collide and disappear into the system. 
 

Neimark-Sacker Bifurcation 
Condition for the occurrence of Neimark-Sacker 

bifurcation (Elaydi [26]) at an interior fixed point  

 2 2 2,P x y   is  1D   . 
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Flip Bifurcation 
Condition for the occurrence of Flip bifurcation 

(Elaydi [26]) at an interior fixed point   2 2 2,P x y   is  

1 0T D   . 
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Fold bifurcation 
Condition for the occurrence of Fold bifurcation 

(Elaydi [26]) at an interior fixed point   2 2 2,P x y   is  

1 0T D    

 
i.e. 
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Numerical Simulations 
 
In this section, numerical simulations were run using a 

hypothetical set of parameter values as shown in table 1. 
These parameter values have biological and mathematical 
significance. This section numerically analyses the model 
to investigate more results on fractional-order and the 
fear effect on prey due to predation. In a specific range, 
bifurcation diagrams for prey and predator are created for 
the model. To better understand the system, phase 
portraits are drawn in a specific section of the bifurcation 
diagram. This section of the study's parameters are step 
size, fear effect, and fractional order. 
 
Table 1: Parameter values 

 r    k        b    c    d    h       

0.5 1.0   0.1  0.7  0.5  0.3  0.3  0.9 
 
To know the effect of step size in the system dynamics, 

we draw the bifurcation diagram in figure 1 for  
[0.1,1.0]h   and phase portraits in figure 2 for (A)  

0.3h   , (B)  0.36h    rest of the parameters from table 

1. Neimark-Sacker bifurcation occurs w.r.t. this parameter 
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and the system enter into an unstable zone when step size  
h   crosses the threshold value  0.3445  . 

 

 

Figure 1. The bifurcation diagram of the system 
concerning the step size  h  in the range [0.1,1] and 

remaining parameters are from Table 1.    

 

 

Figure 2. Phase portraits of the system for step size (A) 
0.3h  , (B) 0.36h   , and remaining parameters 

are from Table 1.       

 
Now, we are interested to know the effect of fear in 

the system dynamics, and we draw the bifurcation 
diagram in figure 3 for  [0.1,1.0]   and phase portraits 

in figure 4 for (A)  0.6   , (B)  0.9    rest of the 

parameters from table 1. Neimark-Sacker bifurcation 
occurs w.r.t. this parameter and the system enter into an 
unstable zone when fear effect     crosses the threshold 

value 0.7855  . 

 

Figure 3. The bifurcation diagram of the system 
concerning the fear effect     in the range [0,1] and 

remaining parameters are from Table 1.   

 

Figure 4: Phase portraits of the system for fear effect 
(A) 0.6   , (B) 0.9    and remaining 

parameters are from Table 1.    

 
Lastly, we are interested to know the effect of 

fractional-order in the system dynamics. We draw the 
bifurcation diagram in figure 5 for  [0.1,1.0]   and 

phase portraits in figure 6 for (A)  0.8   , (B)  0.9    

the rest of the parameters from table 1. Neimark-Sacker 
bifurcation occurs w.r.t. this parameter and the system 
enter into a stable zone when fractional-order     crosses 
the threshold value  0.8556  . The low weight of     mean 
strong memory and high value of     mean weak memory. 

So faint memory can stabilize the model. 
 

 

Figure 5. The bifurcation diagram of the system for the 
fractional-order    in the range [0,1] and remaining 

parameters are from Table 1.    

 

Figure 6. Phase portraits of the system for fractional-
order (A) 0.8  , (B) 0.9    and remaining 

parameters are from Table 1.       
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Conclusion 

In this work, we investigated the dynamic behaviours 
of the discrete fractional-order predator-prey system. 
Fear effect on a prey-predator interaction is studied using 
the discrete fractional-order model. We established the 
conditions for a flip bifurcation, fold bifurcation, and a 
Neimark-Sacker bifurcation of the map at a unique 
positive fixed point. We have discussed the fear effects 
concerning the local stability of the interior equilibrium 
point. Finally, we conclude that fear destabilizes the 
model, and fear hurts the predator population. Fractional 
order has to stabilize effect on the model system. 
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Introduction 

The curve and surface theory are the important areas 
of the different ambient spaces. In particular, these 
theories and their geometric properties have been 
examined by many researchers in the Lie group, [1-8]. 

On the other hand, the geodesic principle has played 
an important role in lots of areas, such as the geometric 
design of the hull, multi-scale analysis of images, the 
relativistic description of gravity. Nowadays, a good deal 
of research on surface theory is focused on a surface 
family having a given isogeodesic curve which is both a 
geodesic and an isoparametric curve. From this aspect, 
many researchers have derived a parametric 
representation of a surface family whose members share 
the same isogeodesic curve, [9-17]. 

In this paper, we define the surface family as a linear 
combination of the components of the alternative moving 

frame in the Lie group by utilizing this {N,C,W}  frame 

along the given geodesic and deriving the conditions for 
the coefficients to satisfy both the geodesic and the 
isoparametric requirements. We also present some 
examples to give the surface family and a ruled surface 
possessing a given common isogeodesic curve. 
 

Materials and Methods 
 
In this section, we will review some concepts related 

to the Lie group. For general information about the Lie 
group, we refer to [2, 6, 7]. 

The Frenet formulas in the Lie Group for a unit speed 

curve (s)  

 

= ,'T N  

,)(= BTN G
'    

,)(= NB G
'  

 
 

where κ  and τ  are the curvature functions of α(s)  

and 
Gτ ,  which is introduced [2, 7], is the Lie group torsion 

of α(s).  

On the other hand, the alternative moving frame along 

the a(s)  is defined by the three vectors N,   

 

2 2

1
= =

1 1

'

'

N h
C T B

N h h
 

 

  

 

and 
2 2

h 1
W= T+ B,

1+h 1+h

 which called the unit 

principal normal vector, the derivative of the principal 
normal vector and the unit Darboux vector, respectively. 
Then the derivatives of this frame is given by 

 

,)(= CsfN '
 (1) 

'C = f (s)N g(s)W,   

,)(= CsgW '   
 

where 
2f(s)=κ 1+h , 

'

2

N

1 h
g(s)=f(s) =

σ 1+h
 and 

3

2 2

N '

κ(1+h )
σ (s)= .

h
  

So f(s)  and g(s)  are curvatures of α(s)  in terms of 

alternative moving frame in Lie Group G, [3, 5]. 
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Here, Gτ-τ
h=

κ
 is denoted the harmonic curvature 

function of α(s)  which is introduced in [6]. 

 

Theorem 1.  

The curve is a general helix in the Lie Group G  if and 
only if its harmonic function is a constant, [2,6]. 

  

Results  
 
In this section, we will give an algorithm for constructing 
surfaces from an isogeodesic curve in the Lie Group. 
 

Surfaces  
Let )(s  be an arc length parametrized curve on a 

surface  tsP ,  in .G  Then the curve   is called an 

isoparametric curve if it is a parameter curve, that is, there 

exists a parameter 0t  such that ),(=)( 0tsPs .  Also the 

curve )(s  on the surface  tsP ,   is geodesic if and only if 

 0,)( tssN   where  ts,  is the normal vector of  the 

surface  tsP , . Then, a given curve )(s  is called an 

isogeodesic of  tsP ,  if it is both a geodesic and an 

isoparametric curve on  ., tsP  

Let  tsPP ,=  be a parametric surface through a 

curve )(s . This surface is given based on the curve )(s  

and the alternative moving frame },,{ WCN  as follows 

 

             ,,,,)(=, 321 sWtssCtssNtsstsP    (2) 

,0and0 TtLs    

where  ,,1 ts   ts,2  and  ts,3  are all 1C  

functions. These functions are called the marching-scale 
functions. 

Since )(s  is an isoparametric curve on this surface, 

there exists a parameter  Ttt 0,= 0   such that 

 0,=)( tsPs , ,0 Ls   that is,  

 

      0,=,=,=, 030201 tststs   (3) 

 .0,and0 0 TtLs    

 

On the other hand, we know that the curve )(s  on 

the surface  tsP ,  is a geodesic  if and only if 

 .,)( 0tssN   

To compute  ,, 0ts  using the alternative Frenet 

formula (1), one can easily get that 
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using the value of T  in terms of the alternative moving 

frame as .
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Then, from (3), we get  
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On the other hand, we know that  0,)( tssN   if 

and only if  
 

     1 0 2 0 3 0, 0, , = 0 and , = 0P s t P s t P s t  

 
As a result of combining (3) and (4), we have obtained 

the conditions for ),( tsP to have the curve   as an 

isogeodesic in the Lie group as shown by the following 
theorem. 
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Theorem 2.  
The given curve )(s  is an isogeodesic curve on the 

surface  tsP ,  which given by (2) in the Lie group if the 

following conditions are satisfied 
 

      0,=,=,=, 030201 tststs   

 
 

     1 0 3 0 2 0, , ,( ) ( ) ( )
= 0 and = . 0,

( ) ( )

  
 

  

s t s t s ts s h s
const

t f s t f s t

     (5) 

 

where Ls 0  and  .0,0 Tt    

For the aim of simplification and analysis,  ,,1 ts  

 ts,2  and  ts,3  can be decomposed into two factors 

  

  ),()(=,1 tXsts   

 2 s, t = (s)Y(t),   

  ),()(=,3 tZsts   

 

where      sss  ,, ,    tYtX , , and  tZ  are all 

1C  functions and   )(, ss   and  s  are not identically 

zero. 

If )(s  is an isogeodesic curve on the surface ),,( tsP  

then the sufficient conditions can be easily given as 
follows 
 

      0,=== 000 tZtYtX  

0,=or0=)(

0t
dt

dX
s  (6) 
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tdY
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sshs

dt

tdZ

sf

ss 
 

 
 
where Ls 0  and  .0,0 Tt   

 

Ruled Surface with Common Geodesic Curve in 
Lie Group 

Let  tsP ,  be a ruled surface with the directrix )(s  

which is also an isoparametric curve on .P  Then there 

exists a parameter 0= tt  such that  0, tsP  )(= s . 

Thus, the surface  tsP ,  can be written as follows 

 

    ),()(=,, 00 stttsPtsP   

 

where Ls 0 , Tt 0  and  Tt 0,0   and 

)(s  denotes the direction of the rulings. 

By using (2), the surface is equivalent to 

 

 

           .,,,=)()( 3210 sWtssCtssNtsstt       (7) 

 

Since the curve )(s  is the isogeodesic curve, by using 

the conditions given Theorem 2, one can easily write that  

 

 

      ,))((=,),)((=,0,=, 03021 ttststtststs    

 

where (s)  and )(s  are some real functions. 

So, substituting these values of  ts,1 ,  ts,2  and 

 ts,3  into (7), we easily obtain    

  

),()()()(=)( sWssCss    (8) 

for alls [0,L].  

  

The ruled surface with the given isogeodesic directrix 

)(s  is written by 

 

      ,)()()()(=, 0 sWssCsttstsP    (9) 

 

where )(s  and )(s are two controlling functions of 

the surface. 

 

Corollary 3.  
If the given ruled surface (9) is developable in the Lie 

group, then   equals zero.  

 

Proof. If  the surface  tsP ,  is developable, then we 

know that 0.=],,[det ''   Using (1), we get 

 

.
)(

)()()(

)(

)()(
)()(=],,[det 










sf

shss

sf

ss
sfs'' 

  

Since 0)( sf and by using the conditions given 

Theorem 2, if the above equation equals zero, then we get 

 0.=)(s  

 

So, the developable surface with the curve   as a 

isogeodesic can be written  

   ,
)(

)(
)()(=, 0 sW

s

scf
ttstsP


   (10) 

where 0..= constc  Then )(s can be given as 

 

 .
)(

)(
=)( sW

s

scf
s


  (11) 

 

 

Corollary 4.  

The developable surface  tsP ,  is a cylinder surface if 

and only if )(s  is a general helix.  
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Proof. If the developable  surface  tsP ,  is cylindrical, 

then we know that 0.='   The derivatives of (11) and 

from (1), we get 

 

  .0=)(
)(

)(
=

2

22

sNsg
s

sfc'


   

 

If the above equation equals zero vector, since 0)( sf  

and 0)( s , then we get 0=)(sg . This means that 

.= consth  From Theorem 1, we get that the curve is a 

general helix. 

Conclusion 5. General helices on the cylinder surface 

in the Lie Group G  are isogeodesic.  

Example 6. Let 

 

   sss cos,sin0,=   (12) 

 

 be a unit speed curve. Then the curve   is framed in 

terms of the alternative frame as follows 

 

 ,cos,sin0,=)( sssN   

),sin,cos,
2

1
(

5

2
=)( sssC   

),sin
2

1
,cos

2

1
(1,

5

2
=)( sssW  

where 0=)(,
2

5
=)( sgsf  and 1,=  

2

1
= h . 

i) Taking 1=c , 0=0t  and from (10), then we get a 

ruled surface  tsP ,1  that is a developable cylindrical 

with an isogeodesic curve )(s  as shown in Figure 1:  

  







 s

t
ss

t
sttsP sin

2
cos,cos

2
sin,=,1

, 

where 20  s  and 4.0  t   

 

Figure 1. The cylinder surface P1 (s, t) with 
isogeodesic curve α (s). 

 
ii) Considering    ,0,1 ts    ,5,2 tts   

  tts 5,3   and 0=0t  such as the Theorem 2 is 

satisfied. Then we get another surface ),(2 tsP , that is 

also the cylinder surface, with an isogeodesic curve 

)(s  as shown in Figure 2. 

 

 stsststtsP sin3cos,cos3sin,=),(2  , 

where 20  s  and 4.0  t  

 

 

Figure 2. The surface P2 (s, t) with isogeodesic curve α (s)  
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Introduction 

In gravitational theory, one has inevitably to introduce 
some kind of hypothesis concerning the properties of 
space as a whole. The simplest and at the same time the 
most important of these hypotheses is the assumption 
that, at infinity, space is Galilean. Both properties of 
uniformity and the whole theory of Galilean space may be 
formulated in arbitrary coordinates. However, the 
privileged character of Galilean coordinates manifests 
itself and in particular simplicity (linearity) of the 
transformations that relate to the inertial coordinate 
system, that class of system within which the physical 
principle of relativity holds. Pseudo-Galilean space 
possesses a pseudo-Euclidean metric [6]. In pseudo-
Galilean space, there are three types of curves, namely 
spacelike, timelike and null (lightlike) curves. The theory 
of curves and surfaces in pseudo-Galilean space can be 
seen in [2, 3, 4, 5, 7, 10, 11, 12, 13, 14]. 

The theory of involute and evolute was firstly 
introduced by C. Huygens in 1673 when he tried to build 
an accurate clock called the isochronous pendulum clock. 
He found that the isochronous curve is an arc of cycloid 
and that involute of cycloid [9]. In classical differential 
geometry, a curve 𝛼∗(𝑠)is called an involute of 𝛼(𝑠) if it is 
lying in the tangent surface of 𝛼(𝑠) and their tangent lines 
are perpendicular in all points on the curves. The theory 
of involutes of curves in Euclidean space has been 
provided in many books and articles. In this article the 
author refers to [1, 7, 8]. 

We organized our present work as follows: after the 
introduction in Section 1, we provide the basic properties 
of curves in pseudo-Galilean space in the second section. 
Then, we define and investigate the properties of the 
involutes of admissible non-lightlike curves in pseudo-
Galilean space 𝐺1

3 in the next section. To close this paper, 

we give numerical examples of admissible non-lightlike 
curves in pseudo-Galilean space with their properties. 
 

Preliminaries 
 
The Pseudo-Galilean geometry is one of the real Cayley-

Klein spaces whose projective signature (0, 0, +, +) (see 
[10]). The absolute of the pseudo-Galilean geometry is an 
ordered triple {𝜔, 𝑓, 𝐼}, where 𝜔 is the ideal (absolute) 
plane, 𝑓 the line in 𝜔 and 𝐼 the fixed elliptic involution of 
the points of 𝑓. 

In appropriate affine coordinates for points and vectors 
(point pairs), the group 𝐵6  

 
�̅� = 𝑎 + 𝑥,  
�̅� = 𝑏 + 𝑑𝑥 + 𝑦 cosh 𝜑 + 𝑧 sinh 𝜑,  
�̅� = 𝑐 + 𝑒𝑥 + 𝑦 sinh 𝜑 + 𝑧 cosh 𝜑  
 
of pseudo-Galilean proper notions will preserve the 

absolute. Let the group  
 

𝐵6
̅̅ ̅ ≔ 〈𝐵6, [

1 0 0
0 −1 0
0 0 −1

]〉 

be called the motion group of the pseudo-Galilean 
space 𝐺3

1. The motion group 𝐵6
̅̅ ̅ leaves invariant the 

absolute figure and defines the other invariants of this 
geometry. 

In the affine coordinates, the group 𝐵6
̅̅ ̅ acts as follows 

 
�̅� = 𝑎 + 𝑥,  
�̅� = 𝑏 + 𝑑𝑥 + 𝑦𝜂 cos 𝜑 + 𝑧𝜂 sin 𝜑,  
�̅� = 𝑑 + 𝑒𝑥 + 𝑦𝜂 sin 𝜑 + 𝑧𝜂 cos 𝜑,  
 
where 𝜂 is +1 or −1. 

http://xxx.cumhuriyet.edu.tr/
http://creativecommons.org/licenses/by-nc/4.0/
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Distance between two distinct proper points 
𝑃(𝑥1, 𝑦1, 𝑧1) and 𝑄(𝑥2, 𝑦2, 𝑧2) is given by 

 

𝑑(𝑃, 𝑄) = {
|𝑥2 − 𝑥1|                                         𝑖𝑓 𝑥1 ≠ 𝑥2,

√|(𝑦2 − 𝑦1)2 − (𝑧2 − 𝑧1)2        𝑖𝑓 𝑥1 = 𝑥2.
 

 
According to the group 𝐵6

̅̅ ̅ there are non-isotropic and 
isotropic vectors. A vector 𝒗(𝑥, 𝑦, 𝑧) is called non-isotropic 
if 𝑥 ≠ 0 and its unit vector can be expressed in (1, 𝑦, 𝑧) 
form. On the other hand, vector  𝒗(𝑥, 𝑦, 𝑧) is called 
isotropic if 𝑥 = 0. In the case of isotropic vector, there are 
for types of vectors: spacelike (𝑦2 − 𝑧2 > 0), timelike 
(𝑦2 − 𝑧2 < 0) and two types of lightlike (𝑦 = ±𝑧). A non-
lightlike vector is a unit vector if 𝑦2 − 𝑧2 = ±1. 

Scalar product of two vectors 𝒗(𝑥1, 𝑦1, 𝑧1) and 
𝒘(𝑥2, 𝑦2, 𝑧2) in the pseudo-Galilean 3-space is defined by  

 

𝑔(𝒗, 𝒘) = {
𝑥1𝑥2                   𝑖𝑓 𝑥1 ≠ 0 𝑜𝑟 𝑥2 ≠ 0,

𝑦1𝑦2 − 𝑧1𝑧2        𝑖𝑓 𝑥1 = 0 𝑎𝑛𝑑 𝑥2 = 0.
 

 
The norm of 𝑃 is given by 
 

‖𝑥‖ = {

|𝑥1|                      𝑖𝑓 𝑥1 ≠ 0,

√|𝑦1
2 − 𝑧1

2|        𝑖𝑓 𝑥1 = 0.
 

 
The vector product of 𝒗 and 𝒘 in 𝐺3

1 is defined by 
 

𝒗 × 𝒘 = |
0 −𝑒2 𝑒3

𝑥1 𝑦1 𝑧1

𝑥2 𝑦2 𝑧2

| 

 
where 𝑒2 = (0, 1, 0) and 𝑒3 = (0,0,1). 

A curve 𝛼(𝑡) = (𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡)) is said admissible if it 

has no inflection points (𝛼′ × 𝛼′′ ≠ 0), no isotropic tangent 
(𝑥′ = 0) or normal whose projections on the absolute plane 
would be lightlike vectors (𝑦′′ = ±𝑧′′). For an admissible 
curve 𝛼(𝑡), the curvature 𝜅(𝑡) and the torsion 𝜏(𝑡) are 
defined by 

 

𝜅(𝑡) =

√|(𝑦′′(𝑡))
2

− (𝑧′′(𝑡))
2

|

(𝑥′(𝑡))
2

 
, 

 

𝜏(𝑡) =
𝑦′′(𝑡)𝑧′′′(𝑡) − 𝑦′′′(𝑡)𝑧′′(𝑡)

𝜅2(𝑡)
. 

 

An admissible curve 𝛼: 𝐼 ⊂ ℝ → 𝐺3
1 which is parametrized 

by arc length 𝑠 can be written the form of 

 

𝛼(𝑠) = (𝑠, 𝑦(𝑠), 𝑧(𝑠)). 
 

Then, the curvature and torsion of 𝛼(𝑠) are given by 

𝜅(𝑠) = √|(𝑦′′(𝑠))
2

− (𝑧′′(𝑠))
2

|, 

 

𝜏(𝑠) =
𝑦′′(𝑠)𝑧′′′(𝑠) − 𝑦′′′(𝑠)𝑧′′(𝑠)

𝜅2(𝑠)
. 

 

The orthonormal trihedron of non-null cure 𝛼(𝑠) in 

pseudo-Galilean 3-space is given by 

 

𝑇(𝑠) = 𝛼′(𝑠), 𝑁(𝑠) =
𝛼′′(𝑠)

𝜅(𝑠)
,

𝐵(𝑠) =
(0, 𝜖𝑧′′(𝑠), 𝜖𝑦′′(𝑠))

𝜅(𝑠)
 

 

where 𝜖 = +1 if 𝛼(𝑠) is a spacelike curve and 𝜖 = −1 

if 𝛼(𝑠) is a timelike curve. Here 𝑇, 𝑁, 𝐵 are called the 

tangent, principal normal, and binormal vector fields of 𝛼, 

respectively. Indeed, curve 𝛼(𝑠) is spacelike (resp. 

timelike) if 𝑁(𝑠) is spacelike (resp. timelike) vectors. 

Furthermore, the Frenet formulas of the curve are given by 

  

𝑇′(𝑠) = 𝜅(𝑠)𝑁(𝑠), 𝑁′(𝑠) = 𝜏(𝑠)𝐵(𝑠),
𝐵′(𝑠) = 𝜏(𝑠)𝑁(𝑠). 

 
(see [2, 3, 11, 13].) 

 

Involutes of Admissible Curves in Pseudo-Galilean 
Space 

 
In this section, we will define the involute of 

admissible curves in pseudo-Galilean 3-space and 
investigate the casual properties of the involute of 
admissible non-lightlike curves in pseudo-Galilean 3-
space. 

Definition 3.1. Let 𝛼: 𝐼 ⊂ ℝ → 𝐺3
1 and 𝛽: 𝐼 ⊂ ℝ → 𝐺3

1 
be curves in pseudo-Galilean space. For all 𝑠 ∈ 𝐼, 𝛽(𝑠) is 
called the involute of 𝛼(𝑠) if and only if the tangent of 𝛼 
at the point 𝛼(𝑠) passes through the tangent at the point 
𝛽(𝑠) of the curve 𝛽 and  

 
𝑔(�̅�, 𝑇) = 0, 
 
where 𝑇 and  �̅� are the tangent of curves 𝛼 and 𝛽, 

respectively. 
Theorem 3.1. Let 𝛽(𝑠) be the involute of an admissible 

non-lightlike curve 𝛼(𝑠) parametrized by arc length 𝑠 and 
𝑐 be a constant real number. Then, 

  
𝛽(𝑠) = 𝛼(𝑠) + (𝑐 − 𝑠)𝑇(𝑠)   (1) 
 
Proof.  
Let 𝛼(𝑠) be an admissible non-lightlike curve in 

pseudo-Galilean 𝐺3
1 space. The tangent line of curve 𝛼(𝑠) 

will construct a tangent surface. If 𝛽(𝑠) is the involute of 
𝛼(𝑠), then 𝛽(𝑠) lies on the tangent surface and is 
orthogonal to all tangent line of 𝛼(𝑠). Suppose  �̅� be the 
point of 𝛽(𝑠) which crosses the tangent line 𝑇(𝑠) of 𝛼(𝑠) 
at point 𝑝. Then,  �̅� − 𝑝 is proportional to 𝑇(𝑠). 
Consequently, 𝛽(𝑠) can be expressed in the form of  

 
𝛽(𝑠) = 𝛼(𝑠) + 𝜆(𝑠)𝑇(𝑠).   (2) 
 
Taking the derivative of (2) yields 
 
𝛽′(𝑠) = 𝛼′(𝑠) + 𝜆′(𝑠)𝑇(𝑠) + 𝜆(𝑠)𝜅(𝑠)𝑁(𝑠)  
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= 𝑇(𝑠) + 𝜆′(𝑠)𝑇(𝑠) + 𝜆(𝑠)𝜅(𝑠)𝑁(𝑠)  
 

= (1 + 𝜆′(𝑠))𝑇(𝑠) + 𝜆(𝑠)𝑁(𝑠).  

 
Consequently, by definition 3.1, we have 
 

𝑔(𝛽′(𝑠), 𝑇(𝑠)) = (1 + 𝜆′(𝑠))𝑔(𝑇(𝑠), 𝑇(𝑠)) +

𝜆(𝑠)𝜅(𝑠)(𝑁(𝑠), 𝑇(𝑠)) = 1 + 𝜆′(𝑠) = 0.  (3) 

 
Integrating (3) gives 𝜆(𝑠) = −𝑠 + 𝑐, where 𝑐 is the real 

constant. Thus, by (1) there exist an infinite family of 
involutes of 𝛼(𝑠) given by  

 
𝛽(𝑠) = 𝛼(𝑠) + (𝑐 − 𝑠)𝑇(𝑠).   (4) 

 
Theorem 3.2. Let 𝛽(𝑠) be the involute of an admissible 

non-lightlike curve 𝛼(𝑠) parametrized by arc-length 𝑠 in 
pseudo-Galilean 𝐺3

1. Suppose {𝑇(𝑠), 𝑁(𝑠), 𝐵(𝑠)} and 
{�̅�(𝑠), 𝑁(𝑠), �̅�(𝑠)} are the orthonormal trihedron of the 
curve 𝛼(𝑠) and 𝛽(𝑠) respectively. Then,  

 

[

�̅�(𝑠)

𝑁(𝑠)

�̅�(𝑠)

] = [
0 1 0
0 0 1
0 0 0

] [
𝑇(𝑠)

𝑁(𝑠)

𝐵(𝑠)
]   (5) 

 
Proof.  
First, taking the derivative of (1) gives 
 
𝛽′(𝑠) = 𝑇(𝑠) − 𝑇(𝑠) + (𝑐 − 𝑠)𝜅(𝑠)𝑁(𝑠)

= (𝑐 − 𝑠)𝜅(𝑠)𝑁(𝑠). 
 
So that, 

�̅� =
(𝑐 − 𝑠)𝜅(𝑠)𝑁(𝑠)

‖(𝑐 − 𝑠)𝜅(𝑠)𝑁(𝑠)‖
=

(𝑐 − 𝑠)𝜅(𝑠)𝑁(𝑠)

|(𝑐 − 𝑠)𝜅(𝑠)|
= ±𝑁(𝑠). 

 
Since  �̅� and 𝑁 are both unit vectors, then we can 

assume that  
 
�̅�(𝑠) = 𝑁(𝑠).     (6) 
 
Taking the derivative of (6) gives  
 
�̅�′(𝑠) = 𝜏(𝑠)𝐵(𝑠), 
 
and  
 
‖�̅�(𝑠)‖ = |𝜏(𝑠)|.    (7) 
So that 

 

𝑁(𝑠) =
𝜏(𝑠)𝐵(𝑠)

|𝜏(𝑠)|
= ±𝐵(𝑠). 

 
Again since  𝑁 and 𝐵 are both unit vectors, then we 

can assume that 
 
𝑁(𝑠) = 𝐵(𝑠).     (8) 
 

Since 𝛼(𝑠) is an admissible curve, then it can be 

expressed as 𝛼(𝑠) = (𝑠, 𝑦(𝑠), 𝑧(𝑠)). As a consequence, 

we have 
�̅�(𝑠) = �̅�(𝑠) × 𝑁(𝑠) = 𝑁(𝑠) × 𝐵(𝑠) =

|
|

0 −𝑒2 𝑒3

0
𝑦′′(𝑠)

𝜅(𝑠)

𝑧′′(𝑠)

𝜅(𝑠)

0
𝜖𝑧′′(𝑠)

𝜅(𝑠)

𝜖𝑦′′(𝑠)

𝜅(𝑠)

|
|    (9)  

 
Remark 3.1. The theorem above shows that binormal 

vector of the curve 𝛽(𝑠) vanishes which imply that 𝛽(𝑠) is 
a plane curve.  

Theorem 3.3. Let 𝛽(𝑠) be the involute of an admissible 
non-lightlike curve 𝛼(𝑠) parametrized by arc-length 𝑠 in 
pseudo-Galilean 𝐺3

1. Suppose 𝜅 and 𝜏 are the curvature 
and torsion of 𝛼, respectively while  �̅� and  �̅� are the 
curvature ad torsion of 𝛽, respectively, then 

 
�̅�(𝑠) = |𝜏(𝑠)|,       𝜏(𝑠) = 0.   (10) 
 
Proof.  
It is easy to see that  
 
�̅�(𝑠) = ‖�̅�′(𝑠)‖ = |𝜏(𝑠)|. 
 
Since 𝛽(𝑠) might be a curve not parametrized by arc 

length so as in the preliminary part, 
 

�̅� =
det(𝛽′(𝑠), 𝛽′′(𝑠), 𝛽′′′(𝑠))

|𝛽′|5  �̅�2(𝑠)
. 

 
From the proof of theorem 3.2 we have 

 
𝛽′ = (𝑐 − 𝑠)𝜅𝑁. 
 
Taking the derivative of 𝛽′(𝑠) twice again yields 
 

𝛽′′(𝑠) = ((𝑐 − 𝑠)𝜅)
′
𝑁 + (𝑐 − 𝑠)𝜅𝜏𝐵  

= (((𝑐 − 𝑠)𝜅)
′′

+ (𝑐 − 𝑠)𝜅𝜏2)𝑁 + (((𝑐 − 𝑠)𝜅)
′
𝜏 +

        ((𝑐 − 𝑠)𝜅𝜏)
′
)𝐵.  

 
So that 
 

𝛽′′ × 𝛽′′′ = −(𝑐 − 𝑠)𝜅𝜏(((𝑐 − 𝑠)𝜅)
′′

+ (𝑐 −

        𝑠)𝜅𝜏2)𝑇 + ((𝑐 − 𝑠)𝜅)
′
(((𝑐 − 𝑠)𝜅)

′′
+ (𝑐 −

       𝑠)𝜅𝜏2)𝑇 + ((𝑐 − 𝑠)𝜅)
′
𝑇  

This implies 
 
det(𝛽′ , 𝛽′′ , 𝛽′′′) = 𝛽′ ∙ (𝛽′′ × 𝛽′′′) = 0 
 
Since 𝑔(𝑇, 𝑁) = 0. Consequently,  �̅� = 0. 
Corollary 3.1. Let 𝛽(𝑠) be the involute of an admissible 

non-lightlike curve 𝛼(𝑠) parametrized by arc-length 𝑠 in 
pseudo-Galilean 𝐺3

1, then 𝛽(𝑠) is a plane curve. 



Arfah / Cumhuriyet Sci. J., 43(1) (2022) 82-87 

 

85 

Corollary 3.2. Let 𝛼(𝑠) be an admissible non-lightlike 
curve parametrized by arc length 𝑠 in pseudo-Galilean 𝐺3

1. 
𝛼(𝑠) has no involute if it is a plane curve. 

Corollary 3.3. Let 𝛽(𝑠) be the involute of an admissible 
non-lightlike curve 𝛼(𝑠) parametrized by arc length 𝑠 in 
pseudo-Galilean 𝐺3

1. If 𝛼(𝑠) is a plane curve with constant 

torsion, then 𝛽(𝑠) is a circle with radius 𝑟 =
1

|𝜏(𝑠)|
. 

Theorem 3.4. Involute of the admissible curve 
parametrized by arc length 𝑠 in pseudo-Galilean space is 
not admissible. 

Proof. 
Let 𝛼(𝑠) be an admissible non-lightlike curve 

parametrized by arc length 𝑠 in pseudo-Galilean space. 
Therefore, 𝛼(𝑠) can be written as 

 

𝛼(𝑠) = (𝑠, 𝑦(𝑠), 𝑧(𝑠)). 

 
Then, by (1) we have 
 
𝛽(𝑠) = 𝛼(𝑠) + (𝑐 − 𝑠)𝑇(𝑠)  
 = (𝑠, 𝑦(𝑠), 𝑧(𝑠)) + (𝑐 − 𝑠)(1, 𝑦′(𝑠), 𝑧′(𝑠))  

 = (𝑐, 𝑦(𝑠) − (𝑐 − 𝑠)𝑦(𝑠), 𝑧(𝑠) − (𝑐 − 𝑠)𝑧′(𝑠)). 

 
Taking the first derivative of the last equation above yields 

zero in the first component. Hence, its tangent vector is isotropic, 
and it implies the curve 𝛽(𝑠) is a non-admissible curve.  

Theorem 3. 5. 
The involute of an admissible spacelike curve in pseudo-

Galilean space is a timelike curve and the involute of the timelike 
curve in pseudo-Galilean space is a spacelike curve. 

Proof. 
Let 𝛼(𝑠) be an admissible spacelike curve parametrized by 

arc length 𝑠 in pseudo-Galilean space and expressed by 𝛼(𝑠) =
(𝑠, 𝑦(𝑠), 𝑧(𝑠)). Then, the principal normal vector field 𝑁(𝑠) of 

𝛼(𝑠) is spacelike and (𝑦′′(𝑠))
2

− (𝑧′′(𝑧))
2

> 0. It implies the 

binormal vector field 𝐵(𝑠) of 𝛼(𝑠) become timelike since 

(𝜖𝑧′′(𝑠))
2

− (𝜖𝑦′′(𝑠))
2

= (𝑧′′(𝑠))
2

− (𝑦′′(𝑠))
2

< 0. By 

equation (5) we have  𝑁(𝑠) = 𝐵(𝑠) which means that the 
principal normal vector field 𝑁(𝑠) of 𝛽(𝑠) is also timelike. Hence, 
by definition 𝛽(𝑠) is a timelike curve. In the same way, if we set 
𝛼(𝑠) be timelike curve parametrized in pseudo-Galilean space 
then its involute will be spacelike. 

 
Numerical Examples 
 
Example 4.1. Let 𝛼: 𝐼 ⊂ ℝ → 𝐺3

1 be an admissible non-
lightlike curve parametrized by arc length 𝑠 in pseudo-
Galilean space and defined by  

 
𝛼(𝑠) = (𝑠, cosh 𝑠 , sinh 𝑠). 
 
Taking the derivative of 𝛼(𝑠) three times yields 
𝛼′(𝑠) = (1, sinh 𝑠 , cosh 𝑠), 
𝛼′′(𝑠) = (0, cosh 𝑠 , sinh 𝑠), 
𝛼′′′(𝑠) = (0, sinh 𝑠 , cosh 𝑠). 
 

Since (𝛼′′(𝑠), 𝛼′′(𝑠)) = cosh2 𝑠 − sinh2 𝑠 = 1 > 0 

then 𝛼(𝑠) is a spacelike curve. The curvature and torsion 
of 𝛼(𝑠) are given by 

 

𝜅(𝑠) = √|(𝑦′′(𝑠))
2

− (𝑧′′(𝑧))
2

| = √|cosh2 𝑠 − sinh2 𝑠| = 1 

 

𝜏(𝑠) =
𝑦′′(𝑠)𝑧′′′(𝑧) − 𝑦′′′(𝑠)𝑧′′(𝑠)

𝜅2(𝑠)
=

cosh2 𝑠 − sinh2 𝑠

1
= 1 

 
and the orthonormal trihedron of 𝛼(𝑠) are 
 
𝑇(𝑠) = 𝛼′(𝑠) = (1, sinh 𝑠 , cosh 𝑠)  
 

𝑁(𝑠) =
1

𝜅(𝑠)
𝛼′′(𝑠) = (0, cosh 𝑠 , sinh 𝑠)  

 

𝐵(𝑠) =
1

𝜅(𝑠)
(0, 𝜖𝑧′′(𝑠), 𝜖 𝑦′′(𝑠)) = (0, sinh 𝑠 , cosh 𝑠).  

 
Note that 𝜖 = 1 since 𝛼(𝑠) is a spacelike curve. 
Consequently, the involute of the curve 𝛼(𝑠) is given 

by 
 
𝛽(𝑠) = 𝛼(𝑠) + (𝑐 − 𝑠)𝑇(𝑠)  
 = (𝑠, cosh 𝑠 , sinh 𝑠) + (𝑐 − 𝑠)(1, sinh 𝑠 , cosh 𝑠)  

 = (
𝑐, cosh 𝑠 + (𝑐 − 𝑠) sinh 𝑠 , sinh 𝑠 +

(𝑐 − 𝑠) cosh 𝑠
). 

 
The orthogonal dihedron of 𝛽(𝑠) are 
 
�̅�(𝑠) = 𝑁(𝑠) = (0, cosh 𝑠 , sinh 𝑠)  
 
𝑁(𝑠) = 𝐵(𝑠) = (0, sinh 𝑠 , cosh 𝑠)  
 
And the curvature of 𝛽(𝑠) is �̅�(𝑠) = |𝜏(𝑠)| = 1. 
 
Example 4.2. Let 𝛾: 𝐼 ⊂ ℝ → 𝐺3

1 be an admissible non-
lightlike curve parametrized by arc length 𝑠 in pseudo-
Galilean space and defined by 

 

𝛾(𝑠) = (𝑠,
𝑠5

80
+

1

2𝑠
,
𝑠5

80
−

1

2𝑠
). 

 
Taking the derivative of 𝛾(𝑠) three times yields 

𝛾′(𝑠) = (1,
𝑠4

16
−

1

2𝑠2 ,
𝑠4

16
+

1

2𝑠2
),  

𝛾′′(𝑠) = (0,
𝑠3

4
+

1

𝑠3 ,
𝑠3

4
−

1

𝑠3
),  

𝛾′′′(𝑠) = (0,
3𝑠2

4
−

3

2𝑠4 ,
3𝑠2

4
+

3

2𝑠4 ).  

 
Since 

 (𝛾′′(𝑠), 𝛾′′(𝑠)) = (
𝑠3

4
+

1

𝑠3
)

2

 − (
𝑠3

4
−

1

𝑠3
)

2

= 1 > 0,  

then 𝛼(𝑠) is a spacelike curve. The curvature and 
torsion of 𝛾(𝑠) are given by 

 

𝜅(𝑠) = √
|(𝑦′′(𝑠))

2
− (𝑧′′(𝑧))

2
|
 

   = √|(
𝑠3

4
+

1

𝑠3
)

2
 − (

𝑠3

4
−

1

𝑠3
)

2
| = 1  
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𝜏(𝑠) =
𝑦′′(𝑠)𝑧′′′(𝑧)−𝑦′′′(𝑠)𝑧′′(𝑠)

𝜅2(𝑠)
  

 

= (
𝑠3

4
+

1

𝑠3

𝑠3

4
+

1

𝑠3
) (

3𝑠2

4
+

3

2𝑠4
) − (

𝑠3

4
−

1

𝑠3
) (

3𝑠2

4
−

3

2𝑠4
) =

3

𝑠
  

 

and the orthonormal trihedron of 𝛾(𝑠) are 

𝑇(𝑠) = 𝛾′(𝑠) = (1,
𝑠4

16
−

1

2𝑠2 ,
𝑠4

16
+

1

2𝑠2
)  

 

𝑁(𝑠) =
1

𝜅(𝑠)
𝛾′′(𝑠) = (0,

𝑠3

4
+

1

𝑠3 ,
𝑠3

4
−

1

𝑠3
)  

 

𝐵(𝑠) =
1

𝜅(𝑠)
(0, 𝜖𝑧′′(𝑠), 𝜖 𝑦′′(𝑠)) = (0,

𝑠3

4
−

1

𝑠3 ,
𝑠3

4
+

1

𝑠3
).  

 
Note that 𝜖 = 1 since 𝛾(𝑠) is a spacelike curve. 

Consequently, the involute of the curve 𝛾(𝑠) is given by 
 
�̅�(𝑠) = 𝛾(𝑠) + (𝑐 − 𝑠)𝑇(𝑠)  
 

 = (𝑠,
𝑠5

80
+

1

2𝑠
,

𝑠5

80
−

1

2𝑠
) + (𝑐 − 𝑠) (1,

𝑠4

16
−

1

2𝑠2 ,
𝑠4

16
+

1

2𝑠2
)  

 

 = (
𝑐,

𝑠5

80
+

1

2𝑠
+ (𝑐 − 𝑠) (

𝑠4

16
−

1

2𝑠2
) ,

𝑠5

80
−

1

2𝑠
+

(𝑐 − 𝑠) (
𝑠4

16
+

1

2𝑠2
)

). 

 
The orthogonal dihedron of �̅�(𝑠) are 
 

�̅�(𝑠) = 𝑁(𝑠) = (0,
𝑠3

4
+

1

𝑠3 ,
𝑠3

4
−

1

𝑠3
)  

 

𝑁(𝑠) = 𝐵(𝑠) = (0,
𝑠3

4
−

1

𝑠3 ,
𝑠3

4
+

1

𝑠3
)  

 

And the curvature of �̅�(𝑠) is �̅�(𝑠) = |𝜏(𝑠)| = |
3

𝑠
| 

Example 4.3. Let 𝑟: 𝐼 ⊂ ℝ → 𝐺3
1 be an admissible non-

lightlike curve parametrized by arc length 𝑠 in pseudo-
Galilean space and defined by 

𝑟(𝑠) = (𝑠,
𝑒2𝑠

4
−

𝑠3

6
,
𝑒2𝑠

4
+

𝑠3

6
). 

Taking the derivative of 𝑟(𝑠) three times yields 

𝑟′(𝑠) = (1,
𝑒2𝑠

2
−

𝑠2

2
,

𝑒2𝑠

2
+

𝑠2

2
),  

𝑟′′(𝑠) = (0, 𝑒2𝑠 − 𝑠, 𝑒2𝑠 + 𝑠),  
𝑟′′′(𝑠) = (0,2𝑒2𝑠 , 2𝑒2𝑠  ).  
Since (𝑟′′(𝑠), 𝑟′′(𝑠)) = (𝑒2𝑠 − 𝑠)2  − (𝑒2𝑠 + 𝑠)2 =

−4𝑒2𝑠 < 0 then 𝛼(𝑠) is a timelike curve. The curvature 
and torsion of 𝑟(𝑠) are given by 

𝜅(𝑠) = √|(𝑦′′(𝑠))
2

− (𝑧′′(𝑧))
2

| =

√|(𝑒2𝑠 − 𝑠)2  − (𝑒2𝑠 + 𝑠)2| = √|−4𝑒2𝑠| = 2𝑒𝑠  

𝜏(𝑠) =
𝑦′′(𝑠)𝑧′′′(𝑧)−𝑦′′′(𝑠)𝑧′′(𝑠)

𝜅2(𝑠)
  

=
(𝑒2𝑠−𝑠)(2𝑒𝑠)−(2𝑒𝑠)(𝑒2𝑠+𝑠)

4𝑒2𝑠 = −𝑠  

and the orthonormal trihedron of 𝑟(𝑠) are 

𝑇(𝑠) = 𝑟′(𝑠) = (1,
𝑒2𝑠

2
−

𝑠2

2
,

𝑒2𝑠

2
+

𝑠2

2
)  

𝑁(𝑠) =
1

𝜅(𝑠)
𝑟′′(𝑠) = (0,

𝑒2𝑠−𝑠

2𝑒𝑠 ,
𝑒2𝑠+𝑠

2𝑒𝑠
)  

𝐵(𝑠) =
1

𝜅(𝑠)
(0, 𝜖𝑧′′(𝑠), 𝜖 𝑦′′(𝑠)) =

(0, −
𝑒2𝑠+𝑠

2𝑒𝑠  , −
𝑒2𝑠−𝑠

2𝑒𝑠
).  

Note that 𝜖 = −1 since 𝑟(𝑠) is a timelike curve. 
Consequently, the involute of the curve 𝑟(𝑠) is given 

by 
�̅�(𝑠) = 𝑟(𝑠) + (𝑐 − 𝑠)𝑇(𝑠)  

 = (𝑠,
𝑒2𝑠

4
−

𝑠3

6
,

𝑒2𝑠

4
+

𝑠3

6
) + (𝑐 − 𝑠) (1,

𝑒2𝑠

2
−

𝑠2

2
,

𝑒2𝑠

2
+

𝑠2

2
)  

 = (𝑐,
𝑒2𝑠

4
−

𝑠3

6
+ (𝑐 − 𝑠) (

𝑒2𝑠

2
−

𝑠2

2
) ,

𝑒2𝑠

4
+

𝑠3

6
+ (𝑐 −

𝑠) (
𝑒2𝑠

2
+

𝑠2

2
)). 

The orthogonal dihedron of �̅�(𝑠) are 

�̅�(𝑠) = 𝑁(𝑠) = (0,
𝑒2𝑠−𝑠

2𝑒𝑠 ,
𝑒2𝑠+𝑠

2𝑒𝑠
)  

𝑁(𝑠) = 𝐵(𝑠) = (0, −
𝑒2𝑠+𝑠

2𝑒𝑠  , −
𝑒2𝑠−𝑠

2𝑒𝑠
)  

And the curvature of �̅�(𝑠) is �̅�(𝑠) = |𝜏(𝑠)| = |𝑠| 

 
 

  

(a) (b) 

Figure 1. Plot of curves in example 4.1, (a) plot of 𝛼(𝑠), (b) plot of 𝛽(𝑠) 
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(a) (b) 

Figure 2. Plot of curves in example 4.2, (a) plot of 𝛾(𝑠), (b) plot of �̅�(𝑠). 
 
 

  

(a) (b) 

Figure 3. Plot of curves in example 4.3, (a) plot of r(s), (b) plot of r (̅s). 
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Introduction 

Modelling the prey-predator interaction of a simple 
ecosystem is one of the important applications of the 
nonlinear system of differential equations in 
mathematical biology and ecology. The dynamics of such 
a system are observed by using the population data which 
is obtained by the interaction between a pair of prey-
predator. The classical predator-prey system is known as 
Lotka-Volterra model which is first studied by Lotka [1] 
and Volterra [2]. For implementing more realistic 
assumptions in prey-predator model, a lot of 
modifications and extensions were introduced by several 
researchers [3-10]. 

As is well known, differential and difference equations 
are used in the theory of dynamical population models. 
Differential equations are used to describe continuous-
time models while the discrete-time models are described 
by difference equations. Recent works showed that, 
researchers are more interested in discrete-time models 
than continuous-time models since the dynamics of 
discrete time models can produce a richer set of patterns. 
Additionally, many studies have proposed that the 
mathematical model of population dynamics becomes 
more suitable and practical when discrete-time equations 
are used for modelling. Besides they have the basic 
characteristics of the corresponding continuous-time 
models, they also provide a significant decrease of 
numerical simulation duration. Moreover, the discrete 
time models are more suitable for populations with 
nonoverlapping generations. In fact, nonlinear continuous 
models are discretized since nonlinear systems generally 
do not have analytic solutions expressible in terms of a 
finite representation of elementary functions. Authors in 

[5-11] analyzed dynamical analysis of different types of 
discrete-time predator-prey systems.  

In [12], the discrete-time prey-predator model 
represented by the following nonlinear system of 
difference equations is studied: 

 
𝑥𝑛+1 = 𝜇𝑥𝑛(1 − 𝑥𝑛) − 𝑥𝑛𝑦𝑛   
      (1) 
𝑦𝑛+1 = 𝑦𝑛(1 − 𝛼) + 𝛽𝑥𝑛𝑦𝑛 
 
In (1), 𝑥𝑛 and 𝑦𝑛 represent prey and predator 

population densities in the 𝑛𝑡ℎ generation, respectively. 
The parameter 𝜇 is the intrinsic growth rate of the prey 
population with carrying ability one in the absence of 
predator. While 𝛼 reflects the predators death rate; 𝛽 
denotes the growth rate of predator in the presence of the 
prey. All the parameters 𝛼, 𝛽 and 𝜇 have positive values. 

 
In this study, system (1) is improved with Allee effect 

and immigration on prey species and the following 
nonlinear system of difference equations is held: 

 

𝑥𝑡+1 = 𝛿𝑥𝑡(1 − 𝑥𝑡) − 𝑥𝑡𝑦𝑡

𝑥𝑡

𝑥𝑡 + 𝑚
+ 𝑠 

      (2) 
𝑦𝑡+1 = 𝑦𝑡(1 − 𝛼) + 𝛽𝑥𝑡𝑦𝑡 
In (2), 𝛿 is the intrinsic growth rate of prey population 

𝑥𝑡, 𝛼 and 𝛽 are the death rate of predator and the growth 
rate of predator in the presence of the prey.  

The parameter 𝑠 > 0 represents the immigration 
parameter. Prey immigration is the number of individuals 
of the same species added to the prey population from 
another place in a certain period of time and it increases 

http://xxx.cumhuriyet.edu.tr/
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0003-0116-8553
https://orcid.org/0000-0003-2867-6304
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the size of the population of prey. The immigration factor 
is an effect that makes the predator-prey population 
model more realistic [13-17]. So, many researchers 
studied the role of immigration and its impact on 
population dynamics. Detailed investigations relating to 
immigration may be found in the papers [18-22].  

The term  
 

𝑥𝑡

𝑥𝑡 + 𝑚
 

 
is called Allee effect where 𝑚 > 0 is Allee constant. 

Allee effects are encountered among many species such 
as mammals, plants, insects etc. It describes a positive 
correlation between the density of the population and the 
per capita growth rate. It means that, as the population 
gets smaller survivals of individuals and reproductive 
diversity decrease. In [23], it is pointed out that on 
different prey predator systems according to different 

mechanisms the impact of the Allee effects can vary, too. 
In [24] and [25], it is shown that a ratio dependent prey 
predator model including Allee effect removes the 
possibility of population cycles. In [26] and [27], a new 
population model and a Lotka-Volterra commensal 
symbiosis model with Allee effect are studied, 
respectively. Allee effect and the immigration parameter 
have an important role in increasing the realism of the 
population models, besides they help to gain a more 
accurate description of the model. 
This study is organized as follows: In Section 2, we discuss 
the existence and stability of fixed points of the system (2) 
and we give some numerical examples. In section 3, the 
existence of period-doubling bifurcation is shown with the 
help of bifurcation theory and center manifold theorem. 
The numerical simulation results are illustrated to confirm 
our analytical results and display the irregular dynamical 
behaviors of system (2). 
 

 
The Existence and Stability of Fixed Points 

 
In this section, the existence of fixed points is studied and the stability properties for system (2) is investigated. With 

the help of a simple calculation, it can be shown that the following system 
 

𝛿𝑥(1 − 𝑥) − 𝑥𝑦
𝑥

𝑥 + 𝑚
+ 𝑠 = 𝑥                                                                                                                                          (3) 

 
 𝑦(1 − 𝛼) + 𝛽𝑥𝑦 =  𝑦  
 
has three fixed points: 
 

𝑃1 = (
𝛿 − 1 + √(𝛿 − 1)2 + 4𝛿𝑠

2𝛿
, 0) 

 

𝑃2 = (−
−𝛿 + 1 + √(𝛿 − 1)2 + 4𝛿𝑠

2𝛿
, 0) 

and  
 

𝑃3 = (𝑥∗, 𝑦∗) = (
𝛼

𝛽
 ,

(𝛼2𝛽 + 𝛼𝑚𝛽2 − 𝛼3 − 𝛼2𝑚𝛽)𝛿

𝛼2𝛽
+

𝑠𝛼𝛽2 + 𝑠𝑚𝛽3 − 𝛼2𝛽 − 𝛼𝑚𝛽2

𝛼2𝛽
)                   (4) 

 
𝑃3 is the unique positive coexistence fixed point of the system (2) where the parameters 𝛼, 𝛽, 𝛿, 𝑚, 𝑠  are all positive, 

𝛽 − 𝛼 < 0 and (𝑠𝛽 − 𝛼) > 0. We focus on the coexistence fixed point 𝑃3 when studying stability analysis of the system 
(2). 

It is well known that the local stability of the discrete-time system (2) is determined by calculating the eigenvalues of 
the Jacobian matrix which is evaluated at the coexistence fixed point 𝑃3. The Jacobian matrix of system (2) at 𝑃3  is given as 
follows: 

 

𝐽(𝑃3) = [
𝐽11 𝐽12

𝐽21 𝐽22
]                                                                                                                                                                 (5) 

 
where 

𝐽11 = −
𝛿𝛼3 − 𝛼2𝛽 + (𝛿𝑚 − 2𝑚 + 𝑠)𝛽2𝛼 + 2𝑠𝑚𝛽3

𝛽(𝛼 + 𝑚𝛽)𝛼
 

 

𝐽12 = −
𝛼2

𝛽(𝛼 + 𝑚𝛽)
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𝐽21 =
(𝛼(𝛼 + 𝑚𝛽)(𝛽 − 𝛼))𝛿 + 𝛽(𝑠𝛽 − 𝛼)(𝛼 + 𝑚𝛽)

𝛼2
 

 
𝐽22 = 1 
 
The matrix 𝐽(𝑃3) yields the characteristic equation: 
 

𝐹(𝜆) = 𝜆2 − 𝑡𝑟(𝐽(𝑃3))𝜆 + 𝑑𝑒𝑡(𝐽(𝑃3))                                                                                                                             (6) 

 
where  
 

 𝑡𝑟(𝐽(𝑃3)) =
𝛿𝛼3 − 2𝛼2𝛽 + (𝑠 − 3𝑚 + 𝛿𝑚)𝛽2𝛼

𝛽(𝛼 + 𝑚𝛽)𝛼
 +

2𝑠𝑚𝛽3

𝛽(𝛼 + 𝑚𝛽)𝛼
                                                                          (7) 

 
and 
 

𝑑𝑒𝑡(𝐽(𝑃3)) =
−𝛿𝛼3 + (−𝛽 − 𝛿 + 𝛿𝛽 − 𝛿𝑚𝛽)𝛼2

𝛽(𝛼 + 𝑚𝛽)
+

(𝛽 − 𝑚𝛽2 + 𝑠𝛽2 + 𝛿𝑚𝛽2)α

𝛽(𝛼 + 𝑚𝛽)

+
(−𝛿𝑚𝛽2 + 2𝑚𝛽2 − 𝑠𝛽2 + 𝑠𝑚𝛽3)𝛼 − 2𝑠𝑚𝛽3

𝛽(𝛼 + 𝑚𝛽)𝛼
                                                                            (8) 

 
Definition 2.1. Let 𝜆1 and 𝜆2 are the roots of the characteristic polynomial 𝐹(𝜆) = 𝜆2 + 𝐵𝜆 + 𝐶,  𝐵, 𝐶 ∈ ℝ. Then the 

fixed point 𝑃3  of the system (3) is called  
i) sink if |𝜆1| < 1 and |𝜆2| < 1, 
ii) source if |𝜆1| > 1 and |𝜆2| > 1, 
iii) saddle if |𝜆1| < 1 and |𝜆2| > 1 or |𝜆1| > 1 and |𝜆2| < 1. 
iv) non-hyperbolic if  |𝜆1| = 1 or |𝜆2| = 1. 
 
Definition 2.2. A fixed point is locally asymptotically stable if |𝜆1| < 1 and |𝜆2| < 1.  
With the help of the following lemma, the stability of the coexistence fixed point of the system (2) is investigated. 
 
Lemma 2.1. [28] Assume 𝐹(𝜆) = 𝜆2 + 𝐵𝜆 + 𝐶, where B and C are two real constants and let 𝐹(1) > 0. Suppose that 

𝜆1 and 𝜆2 are two roots of 𝐹(𝜆) = 0. Then the following statements hold: 
i) |𝜆1| < 1 and |𝜆2| < 1 if and only if 𝐹(−1) > 0 and 𝐶 < 1, 
ii) |𝜆1| > 1 and |𝜆2| > 1 if and only if 𝐹(−1) > 0 and 𝐶 > 1, 
iii) |𝜆1| > 1 and |𝜆2| < 1 if and only if 𝐹(−1) < 0, 
iv) 𝜆1 and 𝜆2 are a pair of conjugate complex roots and  |𝜆1| = |𝜆2| = 1 if and only if 
 𝐵2 −  4𝐶 < 0 and 𝐶 = 1. 
 
By using Lemma 2.1, we determine stability conditions for the fixed point 𝑃3  of the system (2). 
 

𝐹(1) =
𝑠𝛽2 + 𝛽𝛿𝛼 − 𝛽𝛼 − 𝛿𝛼2

𝛽
> 0                                                                                                                                (9) 

 

If conditions  𝛿 < 𝛿3, 𝛽 < 𝛼 and 𝑠 >
𝛼

𝛽
 hold where 

𝛿3 =
(𝑠𝛽 − 𝛼)𝛽

𝛼(−𝛽 + 𝛼)
  

 

𝐹(−1) = (
−𝛼3 + (−2 + 𝛽 − 𝑚𝛽)𝛼2

𝛽(𝛼 + 𝑚𝛽)
+

𝑚β(𝛼 − 2)

(𝛼 + 𝑚𝛽)
) 𝛿 +

4𝛼2 + 6𝛼𝑚β − 4𝑠𝑚𝛽2

(𝛼 + 𝑚𝛽)𝛼

+
−2𝑠𝛼β + 𝑠𝛼2β + 𝑠𝛼𝛽2𝑚 − 𝛼2(𝛼 + 𝑚𝛽)

(𝛼 + 𝑚𝛽)𝛼
                                                                                   (10) 

 
We define 𝛿1 as a root of 𝐹(−1) = 0 where 
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𝛿1 =
(−𝛼2 + (4 + 𝑠𝛽 − 𝑚𝛽)α)𝛽

(𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 − 𝛼𝑚𝛽2 + 2𝑚𝛽2)
 +

((6𝑚𝛽 − 2𝑠𝛽 + 𝑠𝑚𝛽2)𝛼 − 4𝑠𝑚𝛽2)𝛽

𝛼(𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 − 𝛼𝑚𝛽2 + 2𝑚𝛽2)
              (11)  

 
Let 𝐾 is the coefficient of  𝛿 in 𝐹(−1) where 
 

𝐾 =
−𝛼3 + (−2 + 𝛽 − 𝑚𝛽)𝛼2

𝛽(𝛼 + 𝑚𝛽)
+

𝑚β(𝛼 − 2)

(𝛼 + 𝑚𝛽)
  

 

𝐹(0) = (
−𝛼3 + (−1 + 𝛽 − 𝑚𝛽)𝛼2

𝛽(𝛼 + 𝑚𝛽)
+

𝑚β(𝛼 − 1)

(𝛼 + 𝑚𝛽)
) 𝛿 +

−2𝑠𝑚𝛽2 + 2𝛼𝑚β − 𝑠𝛼β

(𝛼 + 𝑚𝛽)𝛼

+
α + 𝑠αβ + 𝑠𝛽2𝑚 − 𝛼2 − αβ𝑚

(𝛼 + 𝑚𝛽)
                                                                                                       (12) 

 
Let us 𝛿2 is the root of  𝐹(0) − 1 = 0 where  
 

𝛿2 =
(−𝛼2 + (𝑠𝛽 − 𝑚𝛽)α)𝛽

(𝛼3 + (1 − 𝛽 + 𝑚𝛽)𝛼2 − 𝛼𝑚𝛽2 + 𝑚𝛽2)
+

((𝑚𝛽 − 𝑠𝛽 + 𝑠𝑚𝛽2)𝛼 − 2𝑠𝑚𝛽2)𝛽

𝛼(𝛼3 + (1 − 𝛽 + 𝑚𝛽)𝛼2 − 𝛼𝑚𝛽2 + 𝑚𝛽2)
                    (13) 

 
We assume that 𝑆 is the coefficient of 𝛿 in  𝐹(0) − 1  where 
 

𝑆 =
−𝛼3 + (−1 + 𝛽 − 𝑚𝛽)𝛼2

𝛽(𝛼 + 𝑚𝛽)
+

𝑚(𝛼 − 1)

(𝛼 + 𝑚𝛽)
                                                                                                                (14) 

 
When the sign table according to 𝛿 is examined, we conclude the following results: 
 

Theorem 2.1. Assume that 𝛿 < 𝛿3, 𝛼 > 𝛽 and  𝑠 >
𝛼

𝛽
 . Then for the coexistence fixed point 𝑃3 of the system (2) the 

following hold true: 
i) 𝑃3 is a sink if the following condition holds  
 𝐾 < 0, 𝑆 < 0 and 𝛿2 < 𝛿 < 𝑚𝑖𝑛{𝛿1, 𝛿3} 
ii) 𝑃3 is a source if the following condition holds 
𝐾 < 0, 𝑆 < 0 and 𝛿 < 𝑚𝑖𝑛{𝛿1, 𝛿2, 𝛿3} 
iii) 𝑃3 is a saddle if the following condition holds 
𝐾 < 0, 𝑆 < 0 and 𝛿1 < 𝛿 < 𝛿3 
iv) Assume that 𝜆1 and 𝜆2 are roots of 𝐹(𝜆) then 𝜆1 = −1 and |𝜆2| ≠ 1 if and only if  
𝐾 < 0, 𝑆 < 0, 𝛿 = 𝛿1 and  
 

 𝛿2 ≠
𝑄

𝑃
,
𝑄

𝑃
+

2𝛼𝛽(𝑚𝛽 + 𝛼)

𝑃
 

where 
𝑄 = (−2𝑠𝑚𝛽 − 𝑠𝛼𝛽 + 𝑠𝛼2𝛽 + 𝛼𝑠𝑚𝛽2 − 𝛼3 − 𝛼2𝑚𝛽 + 𝛼𝑚𝛽)𝛽 

 
𝑃 = (𝑚𝛽2 + 𝛼2(1 − 𝛽) − 𝛼𝑚𝛽(𝛽 − 𝛼) + 𝛼2(1 + 𝛼𝑚𝛽))𝛼. 
 
Example 2.1. Taking parameters 𝛼 = 0.8, 𝛽 = 0.6, 𝑚 = 0.2, 𝛿 = 0.3, 𝑠 = 1.8 and initial condition (𝑥0, 𝑦0) = (1.3, 1), 

the coexistence fixed point of the system (2) is obtained as 𝑃3 = (1.333333333, 0287500000). Using these parameter 
values, we can get below values: 

𝛿1 = 0.5230142566,  𝛿2 = −0.7167597768 , 𝛿3 = 1.050000000, K= −2.846376811<0, S= −1.556521739 <
0. Characteristic polynomial of the system (2) at fixed point  𝑃3 is obtained as 𝐹(𝜆) = 𝜆2 − 0.2173913044𝜆 −
0.5826086952 and the roots of the characteristic polynomial are 𝜆1 = 0.8796842643 and 𝜆2 = −0.6622929599 that 
verify |𝜆1| < 1 and |𝜆2| < 1. Also, the fixed point 𝑃3 = (1.333333333, 0287500000) of the system (2) is local 
asymptotically stable for 0 <  𝛿 < 0.5230142566  which shows the correctness of the Theorem 2.1. From Figure 1,  (a)-
(b) fixed point 𝑃3  of the system (2) is local asymptotically stable that graphs represent 𝑥𝑡 and 𝑦𝑡 populations.  If the 
parameter 𝛿 = 0.8 is selected, the fixed point (1.333333333,0.09583333333)  of the system (2) is unstable. For this 
situation, phase portrait of the prey and predator densities are exhibited in Figure 1 (c)-(d). 
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(a) 

 
(b) 

 

(c) 

 
(d) 

 

Figure 1. (a)-(b) A stable fixed point of the system (2) for 𝛼 = 0.8, 𝛽 = 0.6, 𝑚 = 0.2, 𝛿 = 0.3, 𝑠 = 1.8 and initial 

condition (𝑥0, 𝑦0) = (1.3, 1).  (c)-(d) An unstable fixed point (1.333333333,0.09583333333)  of the system (2) for 

𝛼 = 0.8, 𝛽 = 0.6, 𝑚 = 0.2, 𝛿 = 0.8, 𝑠 = 1.8 and initial condition (𝑥0, 𝑦0) = (1.3, 1). 

 

Period-Doubling Bifurcation 
 
When it comes to case of dynamical systems, various types of bifurcation can occur as a result of changing stability of 

a fixed point, in other words, when a particular parameter exceeds its critical value. Depending on the bifurcation, various 
dynamical properties of the system under consideration can be studied. In this section, we investigate the parametric 
conditions for existence and directions of period-doubling bifurcation for the unique positive fixed point of system (2). 
When a discrete dynamical system goes through a period-doubling bifurcation, a small change in a parameter value in the 
system’s equations causes a new behavior with twice the period of the original system undergoes. 

In references [29-38], similar type of bifurcation analyses for discrete-time dynamical systems are studied. 
We discuss period-doubling bifurcation of unique positive fixed point 𝑃3  of the system (2) by using bifurcation theory and 
the center manifold theorem and taking 𝛿 as a bifurcation parameter. We suppose the condition 

 
(−𝛿𝛼3 + 2𝛼2𝛽 + (3𝑚 − 𝑠 − 𝛿𝑚)𝛽2𝛼 − 2𝑠𝑚𝛽3)2

> [−4𝛿𝛼4 + (−4𝛽 − 4𝛿 + 4𝛿𝛽 − 4𝛿𝑚𝛽)𝛼3 + (4𝛽 − 4𝑚𝛽2 + 4𝑠𝛽2 + 4𝛿𝑚𝛽2)𝛼2

+ (−4𝛿𝑚𝛽2 + 8𝑚𝛽2 − 4𝑠𝛽2 + 4𝑠𝑚𝛽3)𝛼 − 8𝑠𝑚𝛽3](𝛽(𝛼 + 𝑚𝛽)𝛼)                                     (15) 
 
holds.  
Then, 𝜆1 and 𝜆2 be distinct real roots of (6). Also, we assume that 
 

𝛿 =
(−𝛼2 + (4 + 𝑠𝛽 − 𝑚𝛽)α)𝛽

(𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 − 𝛼𝑚𝛽2 + 2𝑚𝛽2)
+

((6𝑚𝛽 − 2𝑠𝛽 + 𝑠𝑚𝛽2)𝛼 − 4𝑠𝑚𝛽2)𝛽

𝛼(𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 − 𝛼𝑚𝛽2 + 2𝑚𝛽2)
              (16) 
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Then, the roots of equation (6) are 𝜆1 = −1 and  
 

𝜆2 = −
−4𝛼3 + (−4𝑚𝛽 + 2𝑠𝛽 + 3𝛽 − 2)𝛼2

𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 + (2 − 𝛼)𝑚𝛽2
                                                                                                            (17) 

 
Furthermore, |𝜆2| ≠ 1 under the following conditions: 
 

−
−4𝛼3 + (−4𝑚𝛽 + 2𝑠𝛽 + 3𝛽 − 2)𝛼2

𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 + (2 − 𝛼)𝑚𝛽2
+

(3𝑚𝛽2 + 2𝑠𝑚𝛽2 − 𝑠𝛽2)𝛼 − 𝛽3𝑠𝑚 − 2𝑚𝛽2

𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 + (2 − 𝛼)𝑚𝛽2
≠ ±1                   (18) 

 
𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 + (2 − 𝛼)𝑚𝛽2 ≠ 0    
 
Let us consider period-doubling set as follows 
 
Ω𝑃𝐷𝐵 = {(𝛼, 𝛽, 𝛿, 𝑠, 𝑚) ∈ ℝ+

5 : 𝐾, 𝑆 < 0 , (16), (17)𝑎𝑛𝑑(18) 𝑎𝑟𝑒 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑑}. 
 
For the aim of discussing the period-doubling bifurcation for the system (2) at its unique positive coexistence fixed point  

𝑃3 , we take 𝛿 as bifurcation parameter. Then, variation of parameters 𝛼, 𝛽, 𝛿, 𝑚 and 𝑠 in small neighborhood of Ω𝑃𝐷𝐵 gives 
emergence of period-doubling bifurcation. Furthermore, we set 

 

𝛿𝐹 =
(−𝛼2 + (4 + 𝑠𝛽 − 𝑚𝛽)α)𝛽

(𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 − 𝛼𝑚𝛽2 + 2𝑚𝛽2)
+

((6𝑚𝛽 − 2𝑠𝛽 + 𝑠𝑚𝛽2)𝛼 − 4𝑠𝑚𝛽2)𝛽

𝛼(𝛼3 + (2 − 𝛽 + 𝑚𝛽)𝛼2 − 𝛼𝑚𝛽2 + 2𝑚𝛽2)
              (19)  

 
Then, for (𝛼, 𝛽, 𝛿𝐹 , 𝑚, 𝑠) ∈ Ω𝑃𝐷𝐵, system (2) can be expressed by the following two-dimensional map: 
 

(𝑋
𝑌

) → (
𝛿𝐹𝑋(1 − 𝑋) − 𝑋𝑌

𝑋

𝑋 + 𝑚
+ 𝑠

𝑌(1 − 𝛼) + 𝛽𝑋𝑌
)                                                                                                                       (20) 

 

Let us assume that 𝛿̅ be a small bifurcation parameter such that |𝛿̅| ≪ 1, then corresponding perturbed map for (20) 

is given by: 
 

(𝑋
𝑌

) → (
(𝛿𝐹 + 𝛿̅)𝑋(1 − 𝑋) − 𝑋𝑌

𝑋

𝑋 + 𝑚
+ 𝑠

𝑌(1 − 𝛼) + 𝛽𝑋𝑌
)                                                                                                           (21) 

 
Then, map (21) has unique fixed point 

  

(�̅�, �̅�) = (
𝛼

𝛽
 ,

(𝛼2𝛽 + 𝛼𝑚𝛽2 − 𝛼3 − 𝛼2𝑚𝛽)(𝛿𝐹 + 𝛿̅)

𝛼2𝛽
+

𝑠𝛼𝛽2 + 𝑠𝑚𝛽3 − 𝛼2𝛽 − 𝛼𝑚𝛽2

𝛼2𝛽
) 

 
For translating the fixed point to the origin, the transformations   𝑥 = 𝑋 − �̅� ,  𝑦 = 𝑌 − �̅�  is done at point 
(𝑥, 𝑦) = (0,0), then we get the following map: 
 

(
𝑥
𝑦) → (

𝑎11 𝑎12

𝑎21 𝑎22
) (

𝑥
𝑦) + (

𝑔1(𝑥, 𝑦, 𝛿̅)

𝑔2(𝑥, 𝑦, 𝛿̅)
)                                                                                                                        (22) 

 
where  
 

𝑔1(𝑥, 𝑦, 𝛿̅) = 𝑎13𝑥2 + 𝑎14𝑥𝑦 + 𝑏1𝑥3 + 𝑏2𝑥2𝑦 + 𝑑1𝑥𝛿̅ + 𝑑2𝑥2𝛿̅ + 𝑂 ((|𝑥| + |𝑦| + |𝛿̅|)
4
) 

 

𝑔2(𝑥, 𝑦, 𝛿̅) = 𝑎24𝑥𝑦 + 𝑂 ((|𝑥| + |𝑦| + |𝛿̅|)
4

) 

 
where 
 

𝑎13 = −
(𝛿𝐹 + 𝛿̅)𝛼4 + (2𝑚𝛿𝐹 + 2𝑚𝛿̅)𝛽𝛼3

(𝛼 + 𝛽𝑚)2𝛼2
+ +

𝑚2𝛼2𝛿̅𝛽2

(𝛼 + 𝛽𝑚)2𝛼2
+

(𝑚2𝛿𝐹 − 𝑚2)𝛽3𝛼 + 𝑚2𝑠𝛽4

(𝛼 + 𝛽𝑚)2𝛼2
                   (23) 
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𝑎14 =
(𝛼 + 2𝛽𝑚)𝛼

(𝛼 + 𝛽𝑚)2
                                        

 

𝑏1 =
𝑚2𝛽3(−𝛿𝐹𝛼2 + (−𝛽 + 𝛽𝛿𝐹)𝛼 + 𝛽2𝑠)

𝛼2(𝛼 + 𝛽𝑚)3
    

 

𝑏2 = −
𝛽3𝑚2𝑦

(𝛼 + 𝛽𝑚)3
 

 

𝑑1 = −
(𝛽𝛼𝑚(−𝛽 + 2𝛼) − 𝛼2(𝛽 + 2𝛼))

𝛽𝛼(𝛼 + 𝛽𝑚)
      

 

𝑑2 = −
2𝛽𝛼3𝑚 + 𝛼4 + 𝛼2𝛽2𝑚2

(𝛼 + 𝛽𝑚)2𝛼2
 

 
𝑎24 = 𝛽 
For converting the coefficient matrix 
 

 𝐴 = (
𝑎11 𝑎12

𝑎21 𝑎22
)  

in map (22) into normal form, the following translation is used 
 

(
𝑥
𝑦) = 𝑇 (

𝑢
𝑣

)                                                                                                                                                                          (24)  

 
where  
 

𝑇 = (
𝑎12 𝑎12

−1 − 𝑎11 𝜆2 − 𝑎11
)                                                                                                                                              (25) 

 
be an invertible matrix. From (22) and (24), we obtain 
 

(
𝑢
𝑣

) = (
−1 0
0 𝜆2

) (
𝑢
𝑣

) + (
𝑔3(𝑥, 𝑦, 𝛿̅)

𝑔4(𝑥, 𝑦, 𝛿̅ )
)                                                                                                                          (26) 

 
where 
 

𝑔3(𝑢, 𝑣, 𝛿̅) = −
(−𝜆2 + 𝑎11)(𝑎13 + 𝑑2𝛿)̅̅ ̅

𝑎12(𝜆2 + 1)
𝑥2 −

(−𝜆2 + 𝑎11)𝑎14 + 𝑎12𝑎24

𝑎12(𝜆2 + 1)
𝑥𝑦 −

(−𝜆2 + 𝑎11)𝑏1

𝑎12(𝜆2 + 1)
𝑥3

−
(−𝜆2 + 𝑎11)𝑏2

𝑎12(𝜆2 + 1)
𝑥2𝑦 −

(−𝜆2 + 𝑎11)𝑑1𝛿̅

𝑎12(𝜆2 + 1)
𝑥 + O ((|𝑢| + |𝑣| + |𝛿̅|)

4
) 

 

𝑔4(𝑢, 𝑣, 𝛿̅) =
(1 + 𝑎11)(𝑎13 + 𝑑2𝛿̅)

𝑎12(𝜆2 + 1)
𝑥2 +

(1 + 𝑎11)𝑎14 − 𝑎12𝑎24

𝑎12(𝜆2 + 1)
𝑥𝑦 +

(1 + 𝑎11)𝑏1

𝑎12(𝜆2 + 1)
𝑥3 +

(1 + 𝑎11)𝑏2

𝑎12(𝜆2 + 1)
𝑥2𝑦

+
(1 + 𝑎11)𝑑1𝛿̅

𝑎12(𝜆2 + 1)
𝑥 + O ((|𝑢| + |𝑣| + |𝛿̅|)

4
) 

 
𝑥 = 𝑎12(𝑢 + 𝑣),   
 
𝑦 = −(1 + 𝑎11)𝑢 + (𝜆2 − 𝑎11)𝑣. 
In order to apply the center manifold theorem, we assume that 𝑊𝑐(0,0,0) be the center manifold of (26) evaluated at 

(0,0) in a small neighborhood of 𝛿̅ = 0. We know  
𝑊𝑐(0) = {(𝑥, 𝑦) ∈ 𝑅𝑐 × 𝑅𝑠|𝑦 = ℎ(𝑥), |𝑥| < 𝛿, ℎ(0) = 0, ℎ′(0) = 0}  
 
then 𝑊𝑐(0,0,0) can be approximated as follows: 
 

𝑊𝑐(0,0,0) = {(𝛼, 𝛽, 𝛿̅) ∈ 𝑹3: 𝑣 = ℎ(𝑢) = 𝑚1𝑢2 + 𝑚2𝑢𝛿̅ + 𝑚3𝛿̅2}, 
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where 
 

𝑚1 = (
𝑎12𝑎14

𝜆2
2 − 1

) 𝑎11
2 + 𝑎12𝑎11 (

𝑎12(𝑎24 − 𝑎13) + 2𝑎14

𝜆2
2 − 1

) + 𝑎12 (
𝑎14 + 𝑎12(𝑎24 − 𝑎13)

𝜆2
2 − 1

) 

 

𝑚2 = −
(𝑎11 + 1)𝑑1

(𝜆2 + 1)2
 

 
𝑚3 = 0 
 
Therefore, the map is restricted to the center manifold 𝑊𝑐(0,0,0) is given by 
 

𝐹: 𝑢 ⟶ −𝑢 + 𝑘1𝑢2 + 𝑘2𝑢𝛿̅ + 𝑘3𝑢2𝛿̅2 + 𝑘4𝑢𝛿̅2 + 𝑘5𝑢3 + 𝑂 ((|𝑢| + |𝛿̅|)
4

)                                                     (27) 

 
where  
 

𝑘1 = −
(𝑎11 − 𝜆2)𝑎12𝑎13

𝜆2 + 1
 + (−

(𝑎11 − 𝜆2)𝑎14

𝑎12(𝜆2 + 1)
−

𝑎24

𝜆2 + 1
) (−1 − 𝑎11)𝑎12 

 

𝑘2 = −
(𝑎11 − 𝜆2)𝑑1

𝜆2 + 1
 

 

𝑘3 =
(−

(−𝜆2 + 𝑎11)𝑎14

𝑎12(𝜆2 + 1) −
𝑎24

𝜆2 + 1
) (1 + 𝑎11)2𝑑1𝑎12

(𝜆2 + 1)2

− (
(−

(−𝜆2 + 𝑎11)𝑎14

𝑎12(𝜆2 + 1) −
𝑎24

𝜆2 + 1
)

(𝜆2 + 1)2
) (

(𝜆2 − 𝑎11)(1 + 𝑎11)𝑑1𝑎12

(𝜆2 + 1)2
)

−

(−𝜆2 + 𝑎11)𝑑1 (
𝑎12𝑎14

−1 + 𝜆2
2) 𝑎11

2

𝜆2 + 1
−

(−𝜆2 + 𝑎11)𝑑1𝑎12
2 (

(𝑎24 − 𝑎13) + 2𝑎14

−1 + 𝜆2
2 ) 𝑎11

𝜆2 + 1

−

(−𝜆2 + 𝑎11)𝑑1𝑎12 (
𝑎14 + 𝑎12(𝑎24 − 𝑎13)

−1 + 𝜆2
2 )

𝜆2 + 1
+

2(−𝜆2 + 𝑎11)𝑎12𝑎13(1 + 𝑎11)𝑑1

(𝜆2 + 1)3

−
(−𝜆2 + 𝑎11)𝑎12𝑑2

𝜆2 + 1
 

 

𝑘4 =
(−𝜆2 + 𝑎11)𝑑1

2(1 + 𝑎11)

(𝜆2 + 1)3
 

 

𝑘5 = (−
(−𝜆2+𝑎11)𝑎14

𝑎12(𝜆2+1)
−

𝑎24

𝜆2+1
) (−1 − 𝑎11)𝑎12 ((

𝑎12𝑎14

−1+𝜆2
2 ) 𝑎11

2 + 𝑎12 (
2𝑎14+𝑎12(𝑎24−𝑎13)

−1+𝜆2
2 ) 𝑎11 +

𝑎12 (
𝑎12(𝑎24−𝑎13)+𝑎14

−1+𝜆2
2 )) + (−

(−𝜆2+𝑎11)𝑎14

𝑎12(𝜆2+1)
−

𝑎24

𝜆2+1
) (𝜆2 − 𝑎11) (𝑎12 (

𝑎14

−1+𝜆2
2) 𝑎11

2 + 𝑎12 (
2𝑎14+𝑎12(𝑎24−𝑎13)

−1+𝜆2
2 ) 𝑎11 +

𝑎12 (
𝑎14+𝑎12(𝑎24−𝑎13)

−1+𝜆2
2 )) 𝑎12 −

(−𝜆2+𝑎11)𝑎12𝑏2(−1−𝑎11)

𝜆2+1
−

(−𝜆2+𝑎11)𝑎12
2 𝑏1

𝜆2+1
−

2(−𝜆2+𝑎11)𝑎12𝑎13(𝑎12(
𝑎14

−1+𝜆2
2)𝑎11

2 )

𝜆2+1
−

2(−𝜆2+𝑎11)𝑎11𝑎12
2 𝑎13

𝜆2+1

(
2𝑎14+𝑎12(𝑎24−𝑎13)

−1+𝜆2
2 )

𝜆2+1
−

𝑎12(
𝑎14+𝑎12(𝑎24−𝑎13)

−1+𝜆2
2 )

𝜆2+1
.  

Next, the following two nonzero real numbers are defined: 
 

𝑛1 = (
𝜕2𝑔3

𝜕𝑢𝜕𝛿̅
+

1

2

𝜕𝐹

𝜕𝛿̅

𝜕2𝐹

𝜕𝑢2
)

(0,0)

=
(1 + 𝑎11)𝑑1

𝜆2 + 1
; 

 

𝑛2 = (
1

6

𝜕3𝐹

𝜕𝑢3
+ (

1

2

𝜕2𝐹

𝜕𝑢2
)

2

)

(0,0)

= 𝑘5 + 𝑘1
2 ≠ 0 
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As a result of the above analysis, the following theorem gives the parametric conditions for existence and direction of 

period-doubling bifurcation for the system (2) at its positive coexistence fixed point 𝑃3 [39]. 
Theorem 3.1.  Suppose that 𝑛1 ≠ 0 and 𝑛2 ≠ 0 then system (2) goes through period-doubling bifurcation at the unique 

positive fixed point 𝑃3  when parameter 𝛿 varies in small neighborhood of 𝛿𝐹. Moreover, if 𝑛2 > 0 , then the period-two 
orbits that bifurcate from positive fixed point 𝑃3 are stable, and if 𝑛2 < 0, then these orbits are unstable. 

Example 3.1. Taking parameters  𝛼 = 0.9, 𝛽 = 0.6, 𝑚 = 0.2, 𝑠 = 3 the coexistence fixed point of the system (2) is 
(𝑥∗, 𝑦∗) = (1.5, 1.020300088). The critical value of period-doubling bifurcation point is obtained as 𝛿𝐹 =
0.1994704325. By taking these parameters the characteristic polynomial of the system is obtained as 𝐹(𝜆) = 𝜆2 +
0.405119152 𝜆 − 0.5948808467 and the roots of the characteristic polynomial is 𝜆1 = −1 and 𝜆2 = 0.5348808472 
that verifies the theoretical knowledge. 

 

  

Figure 2. Bifurcation diagrams for 𝑥𝑡 and 𝑦𝑡 for the system (2) for values of  𝛼 = 0.9, 𝛽 = 0.6, 𝑚 = 0.2, 𝑠 = 3 and initial 
condition (𝑥0, 𝑦0) = (1.45, 1.01) 

 

Conclusion 
 

Allee effect and immigration have an important role in 
increasing the realism of the prey-predator model. So, we 
have considered a discrete-time prey-predator model with 
both Allee effect and immigration in this paper. We have 
investigated the complex dynamical behaviors of the 
system (2). Firstly, we have obtained existence conditions 
of the fixed points of the system (2). We have focused on 
coexistence fixed point due to biological meaning for 
showing complex dynamics of the system (2). We have 
analyzed topological classifications of the coexistence fixed 
point of the system (2). Later, we have obtained the 
required conditions on the parameters for period-doubling 
bifurcation of the system (2) by choosing 𝛿 as a bifurcation 
parameter.  For period-doubling bifurcation analyses, we 
have used center manifold theorem and normal form 
theory [40]. Finally, we have given numerical simulations to 
support obtained theoretical finding. In Figure1, we have 
observed that the coexistence fixed point of the system (2) 
is local asymptotically stable on some conditions 
demonstrated in Theorem 2.1 (i). Also, in Figure 2, we have 
shown that the stability of the fixed point 𝑃3 of the system 
(2) changes from stable to unstable when the bifurcation  
parameter  𝛿, crosses a critical value 𝛿𝐹. Thus, the period-
doubling bifurcation arises from the fixed point 𝑃3 . 
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Introduction 

Weierstrass approximation theorem has played a key 
role in the development of approximation theory [1]. With 
the help of this theorem, the approximation theory of 
linear positive operators has emerged by using suitable 
sequences defined by several mathematicians. 
In [2], Bernstein defined the linear positive operators and 
showed that these operators converged smoothly to a 
continuous function in a closed interval. 
In [3], for 𝑓 ∈ 𝐶[0,1],  Stancu introduced the following 
linear positive operators 
 

𝑆𝑛
𝛼,𝛽(𝑓, 𝑥) = ∑ 𝑓 (

𝑘 + 𝛼

𝑛 + 𝛽
) (

𝑛
𝑘

) 𝑥𝑘(1 − 𝑥)𝑛−𝑘

𝑛

𝑘=0

              (1) 

 
where 𝑥 ∈ [0,1],  the parameters 𝛼 and 𝛽 satisfy the 

conditions 0 ≤ 𝛼 ≤ 𝛽. He examined the convergence 
properties of the operators (1), which are called Bernstein-
Stancu type operators, in the interval [0,1]. 
In [4], for 𝑓 ∈ 𝐶[0, ∞), 𝑛 ∈ ℕ,  Baskakov defined the 
linear positive operators as follows: 
 

𝐵𝑛(𝑓, 𝑥) = ∑ 𝑓 (
𝑘

𝑛
) 𝑃𝑛,𝑘(𝑥)  

𝑛

𝑘=0

                                        (2) 

 

where  𝑃𝑛,𝑘(𝑥) = (
𝑛 + 𝑘 − 1

𝑘
) 𝑥𝑘(1 + 𝑥)𝑛−𝑘 ,   𝑥 ∈ [0, ∞)  

is the core of the Baskakov operators.  

The convergence theorems of the bounded and 
continuous functions for the operators (2) were studied by 
Baskakov.  

In [5], Mihesan introduced the generalized Baskakov 
operators with a constant 𝑎 ≥ 0  independent of  𝑛 and 
defined as follows:  
 

𝐵𝑛
𝑎(𝑓, 𝑥) = ∑ 𝑊𝑛,𝑘

𝑎 (𝑥)𝑓 (
𝑘

𝑛
)                                          (3)

𝑛

𝑘=0

 

  
where  
 

𝑊𝑛,𝑘
𝑎 (𝑥) = 𝑒−

𝑎𝑘
1+𝑥

𝑃𝑘(𝑛, 𝑎)

𝑘!
𝑥𝑘(1 + 𝑥)−𝑛−𝑘                      (4) 

 
and  
 

𝑃𝑘(𝑛, 𝑎) = ∑ (
𝑘
𝑗

) (𝑛)𝑗 

𝑘

𝑗=0

𝑎𝑘−𝑗                                             (5) 

 
with  (𝑛)0 = 1,     (𝑛)𝑗 = 𝑛(𝑛 + 1)(𝑛 + 2) … (𝑛 + 𝑗 − 1)  

for  𝑗 ≥ 1.  
He proved that these operators converged uniformly 

on [0, 𝑏] for functions that had exponential growth. Also, 
he discussed a pointwise estimate. In addition, Wafi and 
Khatoon [6] calculated the rate of convergence of the 
operators (3) and obtained the Voronovskaja-type 
theorem. Erencin and Başcanbaz-Tunca [7] studied the 
weighted approximation properties and estimated the 

http://xxx.cumhuriyet.edu.tr/
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0002-1897-0174
https://orcid.org/0000-0002-8288-7949
https://orcid.org/0000-0002-5656-3924
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order of approximation in terms of the usual modulus of 
continuity for the operators (3). They derived a recurrence 
relation for the moments of these operators.  

To approximate the space of the integrable functions, 
Durrmeyer [8] defined Durrmeyer operators, which is an 
integral type generalization of Bernstein operators, and 
Lupaş [9] developed these operators independently.  
In [10], for 𝑓 ∈ 𝐶𝐵[0, ∞), 𝑛 ∈ ℕ, Erencin introduced the 
Durrmeyer-type modification of the operators (3) as 
follows: 
 
 𝐿𝑛

𝑎 (𝑓, 𝑥)

= ∑ 𝑊𝑛,𝑘
𝑎 (𝑥)

1

𝐵(𝑘 + 1, 𝑛)
∫

𝑡𝑘

(1 + 𝑡)𝑛+𝑘+1
𝑓(𝑡)𝑑𝑡 

∞

0

∞

𝑘=0

    (6) 

 
where  𝐶𝐵[0, ∞) stands for the space of all bounded-

continuous functions on the interval [0, ∞), and this space 
is equipped with the norm ‖𝑓‖ = max

𝑥∈[0,∞)
|𝑓(𝑥)|, and the 

beta function 𝐵(𝑘 + 1, 𝑛) is given by 
 

𝐵(𝑥, 𝑦) = ∫
𝑡𝑥−1

(1 + 𝑡)𝑥+𝑦
𝑑𝑡 =

Γ(𝑥)Γ(𝑦)

Γ(𝑥 + 𝑦)
,    𝑥, 𝑦 > 0  (7)   

∞

0

 

 
In this study, Erencin gave some approximation properties 
of the operators (6).  

Furthermore, the approximation properties of the 
modified forms of the operators (6) have been reviewed 
by Agrawal et al. [11]. 
In [12], Kumar et al. defined the following Stancu-type 
generalization of the Durrmeyer-type modification of the 
operators (6) for 𝑓 ∈ ℒ and 𝑛 ∈ ℕ, 
 

 𝐺𝑛,𝑎
𝛼,𝛽

(𝑓, 𝑥)

= ∑ 𝑊𝑛,𝑘
𝑎 (𝑥)

1

𝐵(𝑘 + 1, 𝑛)
∫

𝑡𝑘

(1 + 𝑡)𝑛+𝑘+1
𝑓 (

𝑛𝑘 + 𝛼

𝑛 + 𝛽
) 𝑑𝑡  (8)

∞

0

∞

𝑘=0

 

 
where 𝛼 and 𝛽 are non-negative numbers with 0 ≤ 𝛼 ≤
𝛽, and  ℒ denotes the class of all Lebesque measurable 

function such that 𝑛 > 𝑚 with ∫
|𝑓(𝑡)|

(1+𝑡)𝑚 𝑑𝑡 < ∞,     𝑚 ∈
∞

0

ℤ+. 
They studied some direct local approximation properties 
of the operators (8). They obtained local direct results in 
terms of the second-order modulus of smoothness, the 
rate of convergence in terms of the modulus of continuity.  
Several studies have been carried out some approximation 
properties for these types of operators are given  
in [14-17]. 
In this study, we examined the asymptotic behavior of the 
generalized Baskakov-Durrmeyer-Stancu type operators 
defined by (8) with the help of the Voronovskaja-type 
theorem.   

 
Some Auxiliary Lemmas 

 
In this section, some lemmas will be given for examining the approximation properties of the generalized    

Baskakov-Durrmeyer-Stancu type operators defined by (8). The proofs of Lemma 2.1 and Lemma 2.2 given   
below are routine  
 

Lemma 2.1 For  Wn,k
a (x)  given by (4), we have the following equation:

∑ Wn,k
a (x) = 1.

∞

k=0

 

 
The Korovkin test functions for the Baskakov operators expressed in (3) are given below. 
 
Lemma 2.2 Let em(t) = tm,  for  m = 0,1,2,3,4. For  n ∈ ℕ  and  a is a non-negative integer, we have the following 

equations: 
 
(i) Bn

a(e0(t), x) = 1. 
 

(ii) Bn
a(e1(t), x) =

x

n
{

a

1+x
+ n}.    

 

(iii) Bn
a(e2(t), x) =

x2

n2
{

a2

(1+x)2 +
2an

1+x
+ n(n + 1)} +

x

n2
{

a

1+x
+ n}. 

 

(iv) Bn
a(e3(t), x) =

x3

n3
{

a3

(1+x)3 +
3a2n

(1+x)2 +
3a(n+1)

1+x
+ n(n + 1)(n + 2)} 

+
3x2

n3
{

a2

(1 + x)2
+

2an

1 + x
+ n(n + 1)} +

x

n3
{

a

1 + x
+ n} .     
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(v) Bn
a(e4(t), x) =

x4

n4
{

a4

(1+x)4 +
4a3n

(1+x)3 +
6a2n(n+1)

(1+x)2 +
4an(n+1)(n+2)

1+x
 

+n(n + 1)(n + 2)(n + 3)} +
6x3

n4
{

a3

(1 + x)3
+

3a2n

(1 + x)2
 

       +
3a(n + 1)

1 + x
+ n(n + 1)(n + 2)} +

7x2

n4
{

a2

(1 + x)2
+

2an

1 + x
 

+n(n + 1)}  +
x

n4
{

a

1 + x
+ n}.                                             

 
Now, we give the following lemmas that give the Korovkin test functions and continuity modules for the generalized 

Baskakov-Durrmeyer-Stancu type operators defined in (8). 
For the sake of shortness, the following abbreviations will be used in the next steps, 

Mβ(n) = (n + β)    ,        Us(n) = ∏(n − i).

s

i=1

 

Lemma 2.3 Let em(t) = tm for m = 0,1,2,3,4,  and we get the following equations for the Gn,a
α,β(f(t), x)  operators 

defined in (8): 
 

(i)   Gn,a
α,β(e0(t), x) = 1. 

 

(ii)   Gn,a
α,β(e1(t), x) =  x {

n

Mβ(n)U1(n)
(

a

1+x
+ n)} +

n

Mβ(n)U1(n)
+

a

Mβ(n)
 . 

 

(iii)    Gn,a
α,β(e2(t), x) = x2 {

n2

[Mβ(n)]
2

U2(n)
(

a2

(1+x)2
+

2an

1+x
+ n(n + 1))}  + x {

4n2+2na(n−2)

[Mβ(n)]
2

U2(n)
(

a

1+x
+ n)}  

    + {
2n2 + 2na(n − 2)

[Mβ(n)]
2

U2(n)
+

α2

[Mβ(n)]
2}.                                                       

 

(iv) Gn,a
α,β(e3(t), x) = x3 {

n3

[Mβ(n)]
3

U3(n)
(

a3

(1+x)3
+

3a2n

(1+x)2
+

3an(n+1)

1+x
+n(n + 1)(n + 2)) } 

+x2 {
9n3 + 3n2a(n − 3)

[Mβ(n)]
3

U3(n)
(

a2

(1 + x)2
+

2an

1 + x
+ n(n + 1))}                

+x {
18n3 + 12n2a(n − 3) + 3na2(n − 2)(n − 3)

[Mβ(n)]
3

U3(n)
(

a

1 + x
+ n)}     

          + {
6n3 + 6n2a(n − 3) + 3na2(n − 2)(n − 3)

[Mβ(n)]
3

U3(n)
+

a3

[Mβ(n)]
3}. 

 

(v)   Gn,a
α,β(e4(t), x) = x4 {

n4

[Mβ(n)]
4

U4(n)
(

a4

(1+x)4
+

4a3n

(1+x)3
+

6a2n(n+1)

(1+x)2
 

  +
4an(n + 1)(n + 2)

1 + x
+ n(n + 1)(n + 2)(n + 3))}        

+x3 {
16n4 +  4n3 α(n − 4)

[Mβ(n)]
4

U4(n)
(

a3

(1 + x)3
+

3a2n

(1 + x)2
          

                                                           +
3an(n + 1)

1 + x
+ n(n + 1)(n + 2))} 

                                                        
 

+x
2

{
72n4 +  36n3 α(n − 4) + 6n2α2(n − 3)(n − 4)

[Mβ(n)]
4

U4(n)
(

a2

(1 + x)2
 

                                                       +
2an

1 + x
+ n(n + 1))} + x (

a

1 + x
+ n) {

96n4 +  72n3 α(n − 4)

[Mβ(n)]
4

U4(n)
 

                                                       +
24n2α2(n − 3)(n − 4) + 4nα3(n − 2)(n − 3)(n − 4)

[Mβ(n)]
4

U4(n)
} 

                                                      +
24n4 +  24n3 α(n − 4) + 12n2α2(n − 3)(n − 4)

[Mβ(n)]
4

U4(n)
 

+
4nα3(n − 2)(n − 3)(n − 4)

[Mβ(n)]
4

U4(n)
+

a4

[Mβ(n)]
4 .                                
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Proof:  (i) Taking em(t) = tm,   m = 0  in operators   Gn,a
α,β(e0(t), x) and using the beta function in (7) and Lemma 2.1, 

we can write the following equation: 

           Gn,a
α,β(e0(t), x) = ∑ Wn,k

a (x)

∞

k=0

1

B(k + 1, n)
∫

tk

(1 + t)n+k+1

∞

0

dt, 

 

                                    = ∑ Wn,k
a (x)

∞

k=0

1

B(k + 1, n)
B(k + 1, n) = 1.                                               

 

(ii) Substituting em(t) = tm for m = 1  in operators  Gn,a
α,β(em(t), x), we have 

 

Gn,a
α,β(e1(t), x) = ∑ Wn,k

a (x)

∞

k=0

1

B(k + 1, n)
∫

tk

(1 + t)n+k+1

∞

0

(
nt + α

n + β
)  dt.                                  

 
Using the beta function in (7), we get 

Gn,a
α,β(e1(t), x) = ∑ Wn,k

a (x)

∞

k=0

1

B(k + 1, n)

1

(n + β)
{n

(k + 1)

(n − 1)
B(k + 1, n) + αB(k + 1, n)}. 

 
Hence, we find 
 

Gn,a
α,β(e1(t), x) =

1

(n + β)
{

n

(n − 1)
∑ Wn,k

a (x)(k + 1)

∞

k=0

+ α ∑ Wn,k
a (x)

∞

k=0

},                                              

 

                                 =
1

Mβ(n)
{

n

U1(n)
[nBn

a(t, x) + 1] + α},                                                  

 

=  x {
n

Mβ(n)U1(n)
(

a

1 + x
+ n)} +

n

Mβ(n)U1(n)
+

a

Mβ(n)
.                    

 
Similarly, (iii)-(v) equations are obtained. 
To obtain approximation velocities of generalized Baskakov-Durrmeyer-Stancu type operators with Voronovskaja 

type theorem, Lemma 2.4, which gives the continuity modules of these operators, will be given first as follows: 
Lemma 2.4 We have the following limits; 

(i) lim
n→∞

n Gn,a
α,β(t − x, x) = (

a

1+x
+ 1 − β) x + a + 1, 

 

(ii) lim
n→∞

n Gn,a
α,β((t − x)2, x) = 2x2 + x , 

 

(iii) lim
n→∞

n2 Gn,a
α,β((t − x)4, x) = 12x4 − (

12α2

1+x
− 24) x3 − (6α2 − 6α − 12)x2. 

 

Proof:  (i) Using the linearity property of the  Gn,a
α,β(t; x) operators from Lemma 2.3, we have  

lim
n→∞

n Gn,a
α,β(t − x, x) = lim

n→∞
n {x (

na

(1 + x)Mβ(n)U1(n)
+

n2

Mβ(n)U1(n)
− 1) +

n

Mβ(n)U1(n)
+

a

Mβ(n)
}, 

 

lim
n→∞

n Gn,a
α,β(t − x, x) = (

a

1 + x
+ 1 − β) x + a + 1.                                                                                  

 
 (ii) Similarly, using linearity and Lemma 2.3, we obtain 
 

   Gn,a
α,β((t − x)2, x) = [{

1

[Mβ(n)]
2

U2(n)
(

a2n2

(1 + x)2
+

2an3

(1 + x)
+ n3(n + 1)) −

1

Mβ(n)U1(n)
(

2na

1 + x
+ 2n2) + 1} x2 

 + {
4n2 + 2n(n − 2)α

[Mβ(n)]
2

U2(n)
(

a

1 + x
+ n) −

2n

Mβ(n)U1(n)
−

2α

Mβ(n)
} x +

2n2 + 2n(n − 2)α

[Mβ(n)]
2

U2(n)
+

α2

[Mβ(n)]
2]. 
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When necessary arrangements are made in the last equation, the equation is multiplied by n, and the limit is taken 
as n approaches infinity, we get  

 

 lim
n→∞

n Gn,a
α,β((t − x)2, x) = lim

n→∞

n

[Mβ(n)]
2

U2(n)
[{

1

(1 + x)2
(a2n2) 

                                           +
1

(1 + x)
(4an² + 4anβ − 2an²β) + 2n³ + n²β² + 2n²β 

                                         +2n² − 3nβ² − 4nβ + 2β²}x2 + {
1

(1 + x)
( 4an² − 4anα + 2an²α) 

                                        +4αβ − 4nβ − 4nα+2n²α + 2n²β + 4n² + 2n³ −  6nαβ + 2n²αβ}x 
                                        +n²α² + 2n²α + 2n² − 3nα² − 4nα + 2α²}]=2x2 + 2x. 
 
(iv) Equation (iii) is easily obtained when the operations in (i) and (ii) are similarly performed in 

Gn,a
α,β((t − x)4, x).  

We give the weighted Korovkin- type theorems which were proved by Gadzhiev [13]. Let Bσ[ 0, ∞ )  be the space of 
all g functions with real values, where function g  satisfies the growth condition |g(x)| ≤ Ngσ(x) and σ(x) = 1 + x2,  

Ng is a constant dependent on g. According to the ‖g‖σ = sup {
|g(x)|

 σ(x)
: x ∈ ℝ}  norm, Bσ[ 0, ∞ ) is a normed space. It is 

a subspace of  Bσ[ 0, ∞ )  space, with Cσ
∗[ 0, ∞ )  being a space of continuous functions satisfying the condition 

lim
|x|→∞

|g(x)|

 σ(x)
. 

Now, using Lemma 2.3 and Lemma 2.4 we give the following Voronovskaja-type theorem for Gn,a
α,β(g(t), x). 

Theorem 2.5: For any  g ∈ Cσ
∗[ 0, ∞ )  such that   g′, g′′ ∈ Cσ

∗[ 0, ∞ )  we have the following limit: 
 

lim
n→∞

n( Gn,a
α,β(g(t); x) − g(x)) = g′(x) {(

a

1 + x
+ 1 − β) x + a + 1} +

1

2
g′′(x){2x2 + x}. 

                                                                                        
Proof: From the Taylor’s expansion of g, we get  
 

 g(t) = g(x) + g′(x)(t − x) +
1

2
g′′(x)(t − x)2 + δ(t, x)(t − x)2                                                                     (9) 

 

where  δ(t, x) → 0  as  t → x.  If we apply operators Gn,a
α,β

 to equation (9) using the linearity property of the operators 

Gn,a
α,β

, then we obtain 

 

Gn,a
α,β(g(t); x) − g(x) = g′(x)Gn,a

α,β
((t − x); x) +

1

2
g′′(x)Gn,a

α,β
((t − x)2; x) + Gn,a

α,β(δ(t, x)(t − x)2; x)        (10) 

 

Then, if the Gn,a
α,β(δ(t, x)(t − x)2; x) term of the equation (10) is multiplied by n and the Cauchy- Schwarz inequality 

is applied, we find 
 

 nGn,a
α,β(δ(t, x)(t − x)2; x) ≤ (Gn,a

α,β
δ(t, x)2; x)

1
2 (n2Gn,a

α,β((t − x)4; x))

1
2

.                                                                (11) 

 

We have lim
n→∞

Gn,a
α,β(δ(t, x)2; x) = 0, and from (iii) of Lemma 4, we have 

 

 lim
n→∞

n2Gn,a
α,β((t − x)4; x) is finite.  

 
Then, taking the limit of the inequality (11) while n approaching infinity, we get 
 

lim
n→∞

n Gn,a
α,β(δ(t, x)(t − x)2; x) = 0.     

 
Therefore, when the limit of both sides of (10) is taken for n approaching infinity, we get 
 

lim
n→∞

n( Gn,a
α,β(g(t); x) − g(x)) = g′(x) {(

a

1 + x
+ 1 − β) x + a + 1} +

1

2
g′′(x){2x2 + x}. 

                                                                      
As a result, it is seen that the proof is complete. 
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Some Graphical Analysis 
In this section, the graphs below show the convergence of the of the Generalized Baskakov-Durmeyer- Stancu type  

Operators to the considered function 

𝑔(𝑥) =  √𝑥𝑒−2𝑥  
For different values of n, k, a, α and β. 
 

  

 

Figure 1. Convergence of Gn,a
α,β

(g; x) for different values of n, k, a, α, and β 

The graph below shows the convergence of 𝐵𝑛
𝑎(𝑔, 𝑥) (BO), 𝐿𝑛

𝑎 (𝑔, 𝑥) (BDO) and 𝐺𝑛,𝑎
𝛼,𝛽

(𝑔; 𝑥) (BDSO) to the 𝑔(𝑥) function 

for 𝑛 = 20, 𝑘 = 40, 𝑎 = 10, 𝛼 = 1, and 𝛽 = 7. 

 

Figure 2. Convergence of 𝐵𝑛
𝑎(𝑔, 𝑥), 𝐿𝑛

𝑎 (𝑔, 𝑥), 𝐺𝑛,𝑎
𝛼,𝛽

(𝑔; 𝑥) to 𝑔(𝑥)  for 

𝑛 = 20, 𝑘 = 40, 𝑎 = 10, 𝛼 = 1  and 𝛽 = 7 
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Introduction 

The concept of derivation in rings was firstly given by E. C. 
Posner [1]. An additive mapping 𝑑: 𝑅 → 𝑅 is said to be a 
derivation if 𝑑(𝑟𝑠) =  𝑑(𝑟)𝑠 +  𝑟𝑑(𝑠) for all 𝑟, 𝑠 ∈ 𝑅. In the 
above paper, E. C. Posner examined the commutativity 
conditions for a prime ring by associating them with derivation. 
In the following years, different derivations have been defined 
and the properties of these derivations in prime and 
semiprime rings have been the subject of many researchers. In 
these studies, on different derivations, the conditions for the 
ring to be commutative are examined. 

In 1980, the definition of symmetric bi-derivation on a ring 
was given by Gy. Maksa [2]. A mapping 𝐷(. , . ): 𝑅 × 𝑅 → 𝑅 is 
called symmetric if 𝐷(𝑟, 𝑠) =  𝐷(𝑠, 𝑟) holds for all 𝑟, 𝑠 ∈ 𝑅. A 
mapping 𝑑: 𝑅 → 𝑅, 𝑑(𝑟) =  𝐷(𝑟, 𝑟) is called trace of 𝐷, 
where 𝐷(. , . ): 𝑅 × 𝑅 → 𝑅 is a symmetric mapping. It is clear 
that d the trace of 𝐷 satisfies the relation 𝑑(𝑟 +  𝑠) =
 𝑑(𝑟) +  𝑑(𝑠) +  2𝐷(𝑟, 𝑠) for all 𝑟, 𝑠 ∈ 𝑅. A symmetric bi-
additive mapping 𝐷(. , . ): 𝑅 × 𝑅 → 𝑅 is called a symmetric bi-
derivation if 𝐷(𝑟𝑠, 𝑡) =  𝐷(𝑟, 𝑡)𝑠 +  𝑟𝐷(𝑠, 𝑡) holds for all 
𝑟, 𝑠, 𝑡 ∈ 𝑅. Then the relation 𝐷(𝑟, 𝑠𝑡) =  𝐷(𝑟, 𝑠)𝑡 +
 𝑠𝐷(𝑟, 𝑡) holds for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. J. Vukman has achieved 
some conclusions regarding symmetric bi-derivations on 
prime and semiprime rings [3, 4]. 

The notion of semiderivation in rings was given by J. Bergen 
in [5]. An additive mapping 𝑓 of a ring 𝑅 into 𝑅 is called a 
semiderivation if there exists a function 𝑔: 𝑅 → 𝑅 such that 
𝑓(𝑟𝑠) =  𝑓(𝑟)𝑔(𝑠) +  𝑟𝑓(𝑠) =  𝑓(𝑟)𝑠 +  𝑔(𝑟)𝑓(𝑠) and 

𝑓(𝑔(𝑟)) =  𝑔(𝑓(𝑟)) for all 𝑟, 𝑠 ∈ 𝑅. J. C. Chang generalized 

some well-known properties to semiderivations in [6]. In the 
above study, it has been shown that if 𝑅 is a prime ring and 𝑓 is 
a semiderivation associated with function 𝑔 (not necessarily 
surjective), then 𝑔 is a homomorphism. 

The definition of orthogonal derivation in rings was given 
in 1989 by M. Bresar and J. Vukman [7]. Let 𝑅 be a ring and 
𝑑, 𝑔 be nonzero derivations. If for all 𝑟, 𝑠 ∈ 𝑅, 𝑑(𝑟)𝑅𝑔(𝑠) =

 𝑔(𝑠)𝑅𝑑(𝑟) holds, then 𝑑 and 𝑔 are called orthogonal 
derivations. In the above study, the following theorem has 
been proved. Let 𝑅 be a semiprime ring with 𝑐ℎ𝑎𝑟 𝑅 ≠  2, 
𝑑 and 𝑔 be nonzero derivations. Then, 𝑑 and 𝑔 are orthogonal 
derivations if and only if one of the following conditions holds:  

(i) 𝑑𝑔 =  0,  
(ii) 𝑑𝑔 +  𝑔𝑑 =  0,  
(iii) For all 𝑟 ∈ 𝑅, 𝑑(𝑟)𝑔(𝑟) =  0, 
(iv) For all 𝑟 ∈ 𝑅, 𝑑(𝑟)𝑔(𝑟) +  𝑔(𝑟)𝑑(𝑟) =  0,  
(v) 𝑑𝑔 is a derivation.  
Similar situations have been proved by many researchers 

for different derivations. In 2016, C. J. S. Reddy and B. R. Reddy 
obtained similar results for orthogonal symmetric bi-
derivations in semiprime rings [8].  

D. Yılmaz and H. Yazarlı, based on the concepts of 
symmetric bi-derivation and semiderivation, defined a 
symmetric bi-semiderivation in a prime ring [9]. Moreover, in 
[9], symmetric Jordan bi-semiderivations are defined, 
examples are given and when these two concepts are related 
is examined. Let 𝑅 be a ring. A symmetric bi-additive function 
𝐷: 𝑅 × 𝑅 → 𝑅 is called a symmetric bi-semiderivation 
associated with a function 𝑓: 𝑅 → 𝑅 (or simply a symmetric 
bi-semiderivation of a ring 𝑅) if 

 
𝐷(𝑟𝑠, 𝑡) =  𝐷(𝑟, 𝑡)𝑓(𝑠) +  𝑟𝐷(𝑠, 𝑡) =  𝐷(𝑟, 𝑡)𝑠 +

 𝑓(𝑟)𝐷(𝑠, 𝑡) and 𝑑(𝑓(𝑟)) =  𝑓(𝑑(𝑟)) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅,  

where 𝑑: 𝑅 → 𝑅 is the trace of 𝐷.  
Let 𝑅 be a 2-torsion free semiprime ring, 𝐷1, 𝐷2 ∶  𝑅 ×

𝑅 → 𝑅 be two nonzero symmetric bi-semiderivations 
associated with a surjective homomorphism 𝑓. In this paper, 
some cases are investigated when 𝐷1 and 𝐷2 orthogonal. 
Also, the notion of orthogonality between semiderivations and 
symmetric bi-semiderivations of a 2-torsion free semiprime 
ring is introduced and some features of this concept are 
examined. 
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Orthogonal Symmetric Bi-semiderivations in Semiprime Rings 
 
Definition 2.1: Let 𝑅 be a semiprime ring. Two symmetric bi-semiderivations 𝐷1 and 𝐷2 associated with a surjective 

function 𝑓 are called orthogonal if  
 
𝐷1(𝑟, 𝑠)𝑅𝐷2(𝑠, 𝑡) =  (0) =  𝐷2(𝑠, 𝑡)𝑅𝐷1(𝑟, 𝑠) 

 
for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 

Example 2.2: Assume that 𝑆 is a commutative additively idempotent semiprime ring. Then 𝑅 =  { (
𝑟 0
0 𝑠

) : 𝑟, 𝑠 ∈ 𝑆} 

is a semiprime ring with matrix addition and multiplication. We define  
 

𝐷1: 𝑅 × 𝑅 → 𝑅, 𝐷1 ((
𝑟 0
0 𝑠

) , (
𝑡 0
0 𝑤

))  =  (
𝑟𝑡 0
0 0

) and 𝐷2: 𝑅 × 𝑅 → 𝑅, 𝐷2 ((
𝑟 0
0 𝑠

) , (
𝑡 0
0 𝑤

))  =  (
0 0
0 𝑠𝑤

). Let 

𝑓: 𝑅 → 𝑅, 𝑓 ((𝑟 0
0 𝑠

))  =  (0 0
0 𝑠

). Then 𝐷1 and 𝐷2 are orthogonal symmetric bi-semiderivations associated with 

function 𝑓.  
 
Lemma 2.3: ([7]) Suppose that 𝑅 is a 2-torsion free semiprime ring and 𝑟, 𝑠 ∈ 𝑅. Then, the following conditions are 

equivalent: 
(i) 𝑟𝑥𝑠 =  0, 
(ii) 𝑠𝑥𝑟 =  0, 
(iii) 𝑟𝑥𝑠 +  𝑠𝑥𝑟 =  0 for all 𝑥 ∈ 𝑅. 
 
If one of the above conditions holds, then 𝑟𝑠 =  𝑠𝑟 =  0. 
 
Lemma 2.4: ([8], Lemma 2) Let 𝑅 be a semiprime ring. Assume that 𝐵, 𝐷: 𝑅 × 𝑅 → 𝑅 are two bi-additive mappings 

satisfy 𝐵(𝑟, 𝑠)𝑅𝐷(𝑟, 𝑠) = 0 for all 𝑟, 𝑠 ∈ 𝑅. Then,  
 
𝐵(𝑟, 𝑠)𝑅𝐷(𝑠, 𝑡) =  (0) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
Remark 2.5: ([8], Proposition 1) Let 𝐵 and 𝐷 be two bi-derivations of a ring 𝑅. The following identity holds  
(𝐵𝐷)(𝑟𝑠, 𝑡) =  𝐵(𝐷(𝑟𝑠, 𝑡), 𝑤) =  𝑟(𝐵𝐷)(𝑠, 𝑡) +  𝐵(𝑟, 𝑤)𝐷(𝑠, 𝑡) +  𝐷(𝑟, 𝑡)𝐵(𝑠, 𝑤) +  (𝐵𝐷)(𝑟, 𝑡)𝑠 
for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅.  
 
Remark 2.6: Let 𝐷1,  𝐷2: 𝑅 × 𝑅 → 𝑅 be two symmetric bi-semiderivations associated with a surjective function 𝑓. 

Then, for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅 
 
(𝐷1𝐷2)(𝑟𝑠, 𝑡) = 𝐷1(𝐷2(𝑟𝑠, 𝑡), 𝑤) =  (𝐷1𝐷2)(𝑟, 𝑡)𝑓(𝑠) +  𝑓(𝐷2(𝑟, 𝑡))𝐷1(𝑓(𝑠), 𝑤)  

                                                    + 𝐷1(𝑟, 𝑤)𝑓(𝐷2(𝑠, 𝑡)) +  𝑟(𝐷1𝐷2)(𝑠, 𝑡). (1) 

  

Proof: Assume that 𝐷1 and 𝐷2 are two symmetric bi-semiderivations associated with a surjective function 𝑓. For all 
𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅, we get 
(𝐷1𝐷2)(𝑟𝑠, 𝑡) = 𝐷1(𝐷2(𝑟𝑠, 𝑡), 𝑤) = 𝐷1(𝐷2(𝑟, 𝑡)𝑓(𝑠) + 𝑟𝐷2(𝑠, 𝑡), 𝑤) 
                          = 𝐷1(𝐷2(𝑟, 𝑡)𝑓(𝑠), 𝑤) + 𝐷1(𝑟𝐷2(𝑠, 𝑡), 𝑤) 
                          = 𝐷1(𝐷2(𝑟, 𝑡), 𝑤)𝑓(𝑠)  +  𝑓(𝐷2(𝑟, 𝑡))𝐷1(𝑓(𝑠), 𝑤) + 𝐷1(𝑟, 𝑤)𝑓(𝐷2(𝑠, 𝑡))  +  𝑟𝐷1(𝐷2(𝑠, 𝑡), 𝑤) 
                          =  (𝐷1𝐷2)(𝑟, 𝑡)𝑓(𝑠) +  𝑓(𝐷2(𝑟, 𝑡))𝐷1(𝑓(𝑠), 𝑤) +  𝐷1(𝑟, 𝑤)𝑓(𝐷2(𝑠, 𝑡)) +  𝑟(𝐷1𝐷2)(𝑠, 𝑡). 

 
Lemma 2.7: Let 𝑅 be a 2-torsion free semiprime ring and 𝐷1,  𝐷2: 𝑅 × 𝑅 → 𝑅 be two symmetric bi-semiderivations 

associated with a surjective function 𝑓.  
Then, 𝐷1 and 𝐷2 are orthogonal ⇔ For all 𝑟, 𝑠, 𝑡 ∈ 𝑅,  𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) + 𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑡) =  0. 
 
Proof: Firstly, we suppose that for all 𝑟, 𝑠, 𝑡 ∈ 𝑅, 
 
𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) +  𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑡) =  0. (2) 

 
Replacing t by tr in (2), we have 

0 =  𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡𝑟) +  𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑡𝑟) 
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    =  𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡)𝑓(𝑟) +  𝐷1(𝑟, 𝑠)𝑡𝐷2(𝑠, 𝑟) +  𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑡)𝑓(𝑟) +  𝐷2(𝑟, 𝑠)𝑡𝐷1(𝑠, 𝑟) 
    =  𝐷1(𝑟, 𝑠)𝑡𝐷2(𝑠, 𝑟) +  𝐷2(𝑟, 𝑠)𝑡𝐷1(𝑠, 𝑟) +  (𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) + 𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑡))𝑓(𝑟). 

 
By using (2) in the last equation, we get 
 
𝐷1(𝑟, 𝑠)𝑡𝐷2(𝑠, 𝑟) +  𝐷2(𝑟, 𝑠)𝑡𝐷1(𝑠, 𝑟) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. (3) 

 
From Lemma 2.3, we obtain 𝐷1(𝑟, 𝑠)𝑅𝐷2(𝑠, 𝑟) =  (0) for all 𝑟, 𝑠 ∈ 𝑅. Since 𝐷1 and 𝐷2 are bi-additive mappings, 

𝐷1(𝑟, 𝑠)𝑅𝐷2(𝑠, 𝑡) =  (0) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅, by Lemma 2.4.  
Using Lemma 2.3, we get 𝐷2(𝑠, 𝑡)𝑅𝐷1(𝑟, 𝑠) =  (0) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. Thus, for all 𝑟, 𝑠, 𝑡 ∈ 𝑅  
𝐷1(𝑟, 𝑠)𝑅𝐷2(𝑠, 𝑡) =  (0) =  𝐷2(𝑠, 𝑡)𝑅𝐷1(𝑟, 𝑠). 
Therefore, 𝐷1 and 𝐷2 are orthogonal.  
Now, we suppose that 𝐷1 and 𝐷2 are orthogonal symmetric bi-semiderivations.  
Then, for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅 
𝐷1(𝑟, 𝑠)𝑤𝐷2(𝑠, 𝑡) =  0 =  𝐷2(𝑠, 𝑡)𝑤𝐷1(𝑟, 𝑠). 
By Lemma 2.3, we have 𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) =  0 =  𝐷2(𝑠, 𝑡)𝐷1(𝑟, 𝑠). Therefore, we arrive 𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) +

 𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. This completes the proof. 
 
Theorem 2.8: Let 𝑅 be a 2-torsion free semiprime ring and 𝐷1,  𝐷2: 𝑅 × 𝑅 → 𝑅 be two symmetric bi-semiderivations 

associated with surjective homomorphism f.  
(i) For all 𝑟, 𝑠, 𝑡 ∈ 𝑅, 𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) =  0 or 𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑡) =  0 if and only if 𝐷1 and 𝐷2 are orthogonal. 
(ii) If 𝐷1 and 𝐷2 are orthogonal, then 𝐷1𝐷2 is a symmetric bi-semiderivation associated with function 𝑓2. 
(iii) If 𝐷1 and 𝐷2 are orthogonal, then 𝐷1𝐷2 =  0. 
 
Proof: (i) Assume that for all 𝑟, 𝑠, 𝑡 ∈ 𝑅, 𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) =  0. In this equation replacing 𝑟 by 𝑟𝑤 and using 

hypothesis, we get 𝐷1(𝑟, 𝑠)𝑤𝐷2(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. Thus, we obtain 𝐷1(𝑟, 𝑠)𝑅𝐷2(𝑠, 𝑡) =  (0) for all 𝑟, 𝑠, 𝑡 ∈
𝑅. Hence, 𝐷1 and 𝐷2 are orthogonal.  

Now, assume that 𝐷1 and 𝐷2 are orthogonal. Then, 𝐷1(𝑟, 𝑠)𝑅𝐷2(𝑠, 𝑡) =  (0) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. By Lemma 2.3, 
𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅.  

Similarly, it is proved that 𝐷1 and 𝐷2 are orthogonal ⇔  𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
(ii) Assume that 𝐷1 and 𝐷2 are orthogonal. In view of (i), 𝐷2(𝑟, 𝑠)𝐷1(𝑠, 𝑤) =  0 for all 𝑟, 𝑠, 𝑤 ∈ 𝑅. Taking 𝑠 = 𝑟 yields 

that 
 𝑑2(𝑟)𝐷1(𝑟, 𝑤) = 0 for all 𝑟, 𝑤 ∈ 𝑅. (4) 

 
Replacing 𝑟 by 𝑟 + 𝑣 in (4), we obtain 
 
0 =  𝑑2(𝑟)𝐷1(𝑟, 𝑤)  + 𝑑2(𝑟)𝐷1(𝑣, 𝑤)  + 𝑑2(𝑣)𝐷1(𝑟, 𝑤)  +  𝑑2(𝑣)𝐷1(𝑣, 𝑤) 

                   + 2 𝐷2(𝑟, 𝑣)𝐷1(𝑟, 𝑤) + 2 𝐷2(𝑟, 𝑣)𝐷1(𝑣, 𝑤). 
 
Since 𝐷1 and 𝐷2 are orthogonal and the equation (2.4), we get 
 
 𝑑2(𝑟)𝐷1(𝑣, 𝑤) + 𝑑2(𝑣)𝐷1(𝑟, 𝑤) = 0 for all 𝑟, 𝑣, 𝑤 ∈ 𝑅. 
 
Replacing 𝑣 by −𝑣 in the last equation, we get  
 

𝑑2(𝑟)𝐷1(𝑣, 𝑤) = 0 for all 𝑟, 𝑣, 𝑤 ∈ 𝑅. (5) 

Replacing 𝑟 by 𝑟 + 𝑡 in (5), we get 2𝐷2(𝑟, 𝑡)𝐷1(𝑣, 𝑤) = 0 . Since 𝑅 is a 2-torion free ring, we have   
𝐷2(𝑟, 𝑡)𝐷1(𝑣, 𝑤) = 0 for all 𝑟, 𝑡, 𝑣, 𝑤 ∈ 𝑅. (6) 

Again using (i), we have  
 
𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) = 0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
Taking 𝑠 for 𝑟, we get 
 

𝑑1(𝑠)𝐷2(𝑠, 𝑡) = 0 for all 𝑠, 𝑡 ∈ 𝑅. (7) 
 
A linearization of (7) gives  
 
0 =  𝑑1(𝑠)𝐷2(𝑠, 𝑡) +  𝑑1(𝑠)𝐷2(𝑢, 𝑡) +  𝑑1(𝑢)𝐷2(𝑠, 𝑡) +  𝑑1(𝑢)𝐷2(𝑢, 𝑡) 
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              + 2𝐷1(𝑠, 𝑢)𝐷2(𝑠, 𝑡) + 2𝐷1(𝑠, 𝑢)𝐷2(𝑢, 𝑡). 
Since 𝐷1 and 𝐷2 are orthogonal, we get  
 
 𝑑1(𝑠)𝐷2(𝑢, 𝑡) + 𝑑1(𝑢)𝐷2(𝑠, 𝑡) = 0 for all 𝑠, 𝑡, 𝑢 ∈ 𝑅. 
 
Letting 𝑠 = −𝑠 in the last equation, we obtain 
 
𝑑1(𝑠)𝐷2(𝑢, 𝑡) = 0 for all 𝑠, 𝑡, 𝑢 ∈ 𝑅. 
 
Since 𝑓 is a surjective homomorphism, we get 𝑑1(𝑓(𝑠))𝑓(𝐷2(𝑢, 𝑡)) = 0. Putting 𝑠 + 𝑤 instead of 𝑠 in the last 

equation and using it, we find 
 

2𝐷1(𝑓(𝑠), 𝑓(𝑤))𝑓(𝐷2(𝑢, 𝑡)) = 0 for all 𝑠, 𝑡, 𝑢, 𝑤 ∈ 𝑅. 

 
Since 𝑅 is a 2-torion free ring and 𝑓 is a surjective homomorphism, we get 
 

𝐷1(𝑟, 𝑣)𝑓(𝐷2(𝑢, 𝑡)) = 0 for all r, 𝑡, 𝑢, 𝑣 ∈ 𝑅. (8) 

 
On the other hand, for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅 
 

(𝐷1𝐷2)(𝑟𝑠, 𝑡) =  𝐷1(𝐷2(𝑟𝑠, 𝑡), 𝑤) =  𝐷1(𝐷2(𝑟, 𝑡)𝑓(𝑠) +  𝑟𝐷2(𝑠, 𝑡), 𝑤)  
                                                                 =  𝐷1(𝐷2(𝑟, 𝑡), 𝑤)𝑓2(𝑠) +  𝐷2(𝑟, 𝑡)𝐷1(𝑓(𝑠), 𝑤) 

                                                                + 𝐷1(𝑟, 𝑤)𝑓(𝐷2(𝑠, 𝑡)) +  𝑟𝐷1(𝐷2(𝑠, 𝑡), 𝑤). (9) 

Using (6) and (8) in the equation (9), we arrive that 
 
(𝐷1𝐷2)(𝑟𝑠, 𝑡) =  (𝐷1𝐷2)(𝑟, 𝑡)𝑓2(𝑠) +  𝑟(𝐷1𝐷2)(𝑠, 𝑡) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
Hence, 𝐷1𝐷2 is a symmetric bi-semiderivation associated with function 𝑓2 and we conclude that desired result. 
(iii) Suppose that 𝐷1 and 𝐷2 are orthogonal. Then, we have 
 
𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
This implies that 𝐷1(𝐷1(𝑟, 𝑠)𝐷2(𝑠, 𝑡), 𝑤) = 0 for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. If this statement is regulated, we get 
 

 𝐷1(𝐷1(𝑟, 𝑠), 𝑤)𝑓(𝐷2(𝑠, 𝑡)) +  𝐷1(𝑟, 𝑠)(𝐷1𝐷2)(𝑠, 𝑡) =  0. 

 
Using the equation (8) in the last expression, we obtain 𝐷1(𝑟, 𝑠)(𝐷1𝐷2)(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. Replacing 𝑟 by 

𝑟𝑢, we get 
 
𝐷1(𝑟, 𝑠)𝑢(𝐷1𝐷2)(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡, 𝑢 ∈ 𝑅. 
 
In particular, putting 𝑟 =  𝐷2(𝑠, 𝑡)  gives (𝐷1𝐷2)(𝑠, 𝑡)𝑢(𝐷1𝐷2)(𝑠, 𝑡) = 0. Since 𝑅 is a semiprime ring, we get 𝐷1𝐷2  =

 0, the conclusion is obtained. 
 

Orthogonality of Semiderivations and Symmetric Bi-semiderivations 
 
Definition 3.1: Let 𝑅 be a semiprime ring, 𝑔 be a semiderivation of 𝑅 and 𝐷 be a symmetric bi-semiderivation of 

𝑅 associated with a function 𝑓. If  
𝐷(𝑟, 𝑠)𝑅𝑔(𝑡) =  (0) =  𝑔(𝑡)𝑅𝐷(𝑟, 𝑠) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅, 
Then 𝑔 and 𝐷 are called orthogonal. 

Example 3.2: Let 𝑆 be a commutative ring and let 𝑀3(𝑆) = {(
0 𝑠 𝑡
0 0 0
0 0 𝑤

) : 𝑠, 𝑡, 𝑤 ∈ 𝑆}.  

 Define 𝑔:  𝑀3(𝑆) →  𝑀3(𝑆) by 𝑔 ((
0 𝑠 𝑡
0 0 0
0 0 𝑤

)) = (
0 0 𝑡
0 0 0
0 0 0

), 
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  𝐷: 𝑀3(𝑆) × 𝑀3(𝑆) →  𝑀3(𝑆) by 𝐷 ((
0 𝑠 𝑡
0 0 0
0 0 𝑤

) , (
0 𝑎 𝑏
0 0 0
0 0 𝑐

)) = (
0 0 𝑡𝑐
0 0 0
0 0 0

)  

and 𝑓:  𝑀3(𝑆) →  𝑀3(𝑆), (
0 𝑠 𝑡
0 0 0
0 0 𝑤

) ↦ (
0 𝑠 0
0 0 0
0 0 𝑤

).  

 
It is obvious that 𝑔 is a semiderivation of  𝑀3(𝑆) associated with 𝑓 and 𝐷 is a symmetric bi-semiderivation of  𝑀3(𝑆) 

associated with 𝑓. Also, 𝑔 and 𝐷 are orthogonal. 
 
Lemma 3.3: Let 𝑅 be a semiprime ring. Suppose that an additive mapping ℎ on 𝑅 and a bi-additive mapping 𝑓: 𝑅 ×

𝑅 → 𝑅 satisfy ℎ(𝑟)𝑅𝑓(𝑟, 𝑠) =  (0) for all 𝑟, 𝑠 ∈ 𝑅. Then, ℎ(𝑟)𝑅𝑓(𝑡, 𝑠) =  (0) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
Proof: We have  
 
ℎ(𝑟)𝑤𝑓(𝑟, 𝑠) =  0 for all 𝑟, 𝑠, 𝑤 ∈ 𝑅. 
 
Linearising the above equation on 𝑟 gives 
 
ℎ(𝑟)𝑤𝑓(𝑟, 𝑠)  + ℎ(𝑡)𝑤𝑓(𝑟, 𝑠) + ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) + ℎ(𝑡)𝑤𝑓(𝑡, 𝑠) =  0 . 
 
Then, we get 
 
ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) +  ℎ(𝑡)𝑤𝑓(𝑟, 𝑠)   =  0 for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. 
 
Hence, we obtain ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) =  −ℎ(𝑡)𝑤𝑓(𝑟, 𝑠). Replacing 𝑤 by 𝑤𝑓(𝑡, 𝑠)𝑣ℎ(𝑟)𝑤 and using hypothesis, we get 
 
ℎ(𝑟)𝑤𝑓(𝑡, 𝑠)𝑣ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) =  −ℎ(𝑡)𝑤𝑓(𝑟, 𝑠)𝑣ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) = 0. 
 
Since 𝑅 is semiprime ring, we get ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) =  (0) for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. 
 
Lemma 3.4: Let 𝑅 be a semiprime ring. Suppose that an additive mapping ℎ on 𝑅 and a bi-additive mapping 𝑓: 𝑅 ×

𝑅 → 𝑅 satisfy ℎ(𝑟)𝑅𝑓(𝑟, 𝑠) =  (0) for all 𝑟, 𝑠 ∈ 𝑅. Then, ℎ(𝑡)𝑅𝑓(𝑟, 𝑠) =  (0) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
Proof: We have  
 
ℎ(𝑟)𝑤𝑓(𝑟, 𝑠) =  0 for all 𝑟, 𝑠, 𝑤 ∈ 𝑅. 
 
Linearising the above equation on 𝑟 gives 
 
ℎ(𝑟)𝑤𝑓(𝑟, 𝑠)  + ℎ(𝑡)𝑤𝑓(𝑟, 𝑠) + ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) + ℎ(𝑡)𝑤𝑓(𝑡, 𝑠) =  0 . 
 
Then, we get 
 
ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) +  ℎ(𝑡)𝑤𝑓(𝑟, 𝑠)   =  0 for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. 
 
From hypothesis and the last equation, we obtain 
 
ℎ(𝑡)𝑤𝑓(𝑟, 𝑠)𝑅ℎ(𝑡)𝑤𝑓(𝑟, 𝑠) =  −ℎ(𝑡)𝑤𝑓(𝑟, 𝑠)𝑅ℎ(𝑟)𝑤𝑓(𝑡, 𝑠) = (0). 
 
Since 𝑅 is semiprime ring, we get ℎ(𝑡)𝑤𝑓(𝑟, 𝑠) =  (0) for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. 
 
Lemma 3.5: Let 𝑅 be a 2-torsion free semiprime ring, 𝑔 be a semiderivation of 𝑅 and 𝐷 be a symmetric bi-

semiderivation of 𝑅 associated with a function 𝑓. Then, 𝑔 and 𝐷 are orthogonal if and only if 
 
𝐷(𝑟, 𝑠)𝑔(𝑡) +  𝑔(𝑟)𝐷(𝑡, 𝑠) =  0 for all 𝑟, 𝑠, 𝑡 ∈  𝑅. 
 
Proof: Suppose g and D satisfy  
 

𝐷(𝑟, 𝑠)𝑔(𝑡) +  𝑔(𝑟)𝐷(𝑡, 𝑠) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. (10) 



Yılmaz / Cumhuriyet Sci. J.,43(1) (2022) 105-112 

110 

Replacing 𝑡 by 𝑡𝑟 in (10) and using (10), we get 
 
𝐷(𝑟, 𝑠)𝑡𝑔(𝑟) +  𝑔(𝑟)𝑡𝐷(𝑟, 𝑠) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
From Lemma 2.3, we have 𝑔(𝑟)𝑅𝐷(𝑟, 𝑠) =  (0) for all 𝑟, 𝑠 ∈ 𝑅.  
Then, Lemma 3.4 gives 𝑔(𝑡)𝑅𝐷(𝑟, 𝑠) =  (0) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. Using Lemma 2.3 again, we obtain  
 
g(t)RD(𝑟, 𝑠) =  (0) = 𝐷(𝑟, 𝑠)Rg(t) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
Thus, 𝑔 and 𝐷 are orthogonal. 
Now, suppose that 𝑔 and 𝐷 are orthogonal. Then, 𝐷(𝑟, 𝑠)𝑔(𝑡) =  𝑔(𝑟)𝐷(𝑡, 𝑠) =  0, from Lemma 2.3. This gives the 

desired result. 
 
Remark 3.6: Let 𝑅 be a ring. Suppose that 𝑔 is a semiderivation of 𝑅 and 𝐷 is a symmetric bi-semiderivation of 

𝑅 associated with a surjective function 𝑓. Then, the following equation holds: 
 
(𝑔𝐷)(𝑟𝑠, 𝑡) =  (𝑔𝐷)(𝑟, 𝑡)𝑓2(𝑠) +  𝐷(𝑟, 𝑡)𝑔(𝑓(𝑠)) +  𝑔(𝑟)𝑓(𝐷(𝑠, 𝑡)) +  𝑟(𝑔𝐷)(𝑠, 𝑡) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 

 
Proof: For all 𝑟, 𝑠, 𝑡 ∈ 𝑅, we have 
 
(𝑔𝐷)(𝑟𝑠, 𝑡) = 𝑔(𝐷(𝑟𝑠, 𝑡)) = 𝑔(𝐷(𝑟, 𝑡)𝑓(𝑠) + 𝑟𝐷(𝑠, 𝑡)) 

                             = 𝑔(𝐷(𝑟, 𝑡)𝑓(𝑠)) + 𝑔(𝑟𝐷(𝑠, 𝑡)) 

                             = (𝑔𝐷)(𝑟, 𝑡)𝑓2(𝑠) +  𝐷(𝑟, 𝑡)𝑔(𝑓(𝑠)) +  𝑔(𝑟)𝑓(𝐷(𝑠, 𝑡)) +  𝑟(𝑔𝐷)(𝑠, 𝑡). 

 
Theorem 3.7: Let 𝑅 be a 2-torsion free semiprime ring, 𝑔 be a semiderivation of 𝑅 and 𝐷 be a symmetric bi-

semiderivation of 𝑅 associated with a surjective homomorphism 𝑓. Then, 𝑔 and 𝐷 are orthogonal if and only if 
𝑔(𝑟)𝐷(𝑟, 𝑠) =  0 for all 𝑟, 𝑠 ∈ 𝑅. 

 
Proof: Suppose g and D such that  
 

𝑔(𝑟)𝐷(𝑟, 𝑠) =  0 for all 𝑟, 𝑠 ∈ 𝑅.       (11) 
 
A linearization of (11) gives  
 
𝑔(𝑟)𝐷(𝑟, 𝑠) +  𝑔(𝑟)𝐷(𝑡, 𝑠) +  𝑔(𝑡)𝐷(𝑟, 𝑠) +  𝑔(𝑡)𝐷(𝑡, 𝑠) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
Using (11), we have 
 

𝑔(𝑟)𝐷(𝑡, 𝑠) + 𝑔(𝑡)𝐷(𝑟, 𝑠) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅.      (12) 

 
Replacing 𝑡 by 𝑡𝑤 in (12), we get  
 

𝑔(𝑟)𝐷(𝑡, 𝑠)𝑓(𝑤) + 𝑔(𝑟)𝑡𝐷(𝑤, 𝑠) + 𝑔(𝑡)𝑓(𝑤)𝐷(𝑟, 𝑠) +  𝑡𝑔(𝑤)𝐷(𝑟, 𝑠) = 0 for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. (13) 
 
By (12), we have 𝑔(𝑟)𝐷(𝑡, 𝑠) =  −𝑔(𝑡)𝐷(𝑟, 𝑠) and 𝑔(𝑤)𝐷(𝑟, 𝑠) =  −𝑔(𝑟)𝐷(𝑤, 𝑠). Thus, for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅, the 

equation (13) becomes  
 

− 𝑔(𝑡)𝐷(𝑟, 𝑠)𝑓(𝑤) + 𝑔(𝑟)𝑡𝐷(𝑤, 𝑠) + 𝑔(𝑡)𝑓(𝑤)𝐷(𝑟, 𝑠) − 𝑡𝑔(𝑟)𝐷(𝑤, 𝑠) =  0. (14) 
 
Taking 𝑡 by 𝑔(𝑟) in (14), we have 
 
−𝑔2(𝑟)𝐷(𝑟, 𝑠)𝑓(𝑤) + 𝑔(𝑟)2𝐷(𝑤, 𝑠) + 𝑔2(𝑟)𝑓(𝑤)𝐷(𝑟, 𝑠) − 𝑔(𝑟)2𝐷(𝑤, 𝑠) =  0 
which implies that  
 

𝑔2(𝑟)[𝑓(𝑤), 𝐷(𝑟, 𝑠)] =  0 for all 𝑟, 𝑠, 𝑤 ∈ 𝑅. 
 
Since 𝑓 is a surjective homomorphism, we obtain 
 

𝑔2(𝑟)[𝑢, 𝐷(𝑟, 𝑠)] =  0 for all 𝑟, 𝑠, 𝑢 ∈ 𝑅. (15) 
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Letting 𝑢 = 𝑢𝑡 in (15), we get 𝑔2(𝑟)𝑢[𝑡, 𝐷(𝑟, 𝑠)] + 𝑔2(𝑟)[𝑢, 𝐷(𝑟, 𝑠)]𝑡 = 0. Using (15) in the last equation, we get 
𝑔2(𝑟)𝑢[𝑡, 𝐷(𝑟, 𝑠)] =   0. From Lemma 3.3, we obtain  

 
𝑔2(𝑟)𝑅[𝑡, 𝐷(𝑣, 𝑠)] =  (0) for all 𝑟, 𝑠, 𝑡, 𝑣 ∈ 𝑅. (16) 

 
Taking 𝑟 =  𝑟𝑢 in (16), we get  
 

(𝑔2(𝑟)𝑓2(𝑢) +  𝑔(𝑟)𝑔(𝑓(𝑢)) +  𝑔(𝑟)𝑓(𝑔(𝑢)) +  𝑟𝑔2(𝑢)) 𝑅[𝑡, 𝐷(𝑣, 𝑠)] =  (0) for all 𝑟, 𝑠, 𝑡, 𝑢, 𝑣 ∈ 𝑅. 

 

By (16), we have (𝑔(𝑟)𝑔(𝑓(𝑢)) +  𝑔(𝑟)𝑓(𝑔(𝑢))) 𝑅[𝑡, 𝐷(𝑣, 𝑠)] =  (0) for all 𝑟, 𝑠, 𝑡, 𝑢, 𝑣 ∈ 𝑅. Since 𝑔 is a 

semiderivation of 𝑅 associated with 𝑓 and 𝑅 is a 2-torsion free ring, we get 𝑔(𝑟)𝑔(𝑓(𝑢))𝑅[𝑡, 𝐷(𝑣, 𝑠)] =  (0) for all 

𝑟, 𝑠, 𝑡, 𝑢, 𝑣 ∈ 𝑅. Since 𝑓 is a surjective homomorphism, we have 
 

𝑔(𝑟)𝑔(𝑤)𝑅[𝑡, 𝐷(𝑣, 𝑠)] =  (0) for all 𝑟, 𝑠, 𝑡, 𝑣, 𝑤 ∈ 𝑅. (17) 
 
Replacing 𝑟 by 𝑟𝑧 in (17), we obtain 𝑔(𝑟)𝑅𝑔(𝑤)𝑅[𝑡, 𝐷(𝑣, 𝑠)] =  (0) for all 𝑟, 𝑠, 𝑡, 𝑣, 𝑤 ∈ 𝑅. 
In particular, 
 
𝑔(𝑟)𝑅[𝑡, 𝐷(𝑣, 𝑠)]𝑅𝑔(𝑟)𝑅[𝑡, 𝐷(𝑣, 𝑠)] =  (0) for all 𝑟, 𝑠, 𝑡, 𝑣 ∈ 𝑅. 
 
Since 𝑅 is a semiprime ring, we get 𝑔(𝑟)𝑅[𝑡, 𝐷(𝑣, 𝑠)] =  (0) for all 𝑟, 𝑠, 𝑡, 𝑣 ∈ 𝑅. Then, the equation 

[𝑔(𝑟), 𝐷(𝑣, 𝑠)]𝑅[𝑔(𝑟), 𝐷(𝑣, 𝑠)] =  (0) holds for all 𝑟, 𝑠, 𝑣 ∈ 𝑅. Then, we have  
 
g(𝑟)𝐷(𝑣, 𝑠) =  𝐷(𝑣, 𝑠)𝑔(𝑟) for all 𝑟, 𝑠, 𝑣 ∈ 𝑅. Hence, the equation (12) can be written as  
 
𝐷(𝑡, 𝑠)𝑔(𝑟) + 𝑔(𝑡)𝐷(𝑟, 𝑠) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 
 
Therefore, Lemma 3.5 gives the required result.  
Now, suppose that 𝑔 and 𝐷 are orthogonal. Then we have 𝑔(𝑟)𝑅𝐷(𝑟, 𝑠) =  (0) for all 𝑟, 𝑠 ∈ 𝑅. By Lemma 2.3, we get 

𝑔(𝑟)𝐷(𝑟, 𝑠) =  0 for all 𝑟, 𝑠 ∈ 𝑅. 
 
Theorem 3.8: Let 𝑅 be a 2-torsion free semiprime ring. Suppose that a semiderivation 𝑔 of 𝑅 and a symmetric bi-

semiderivation 𝐷 of 𝑅 associated with a surjective homomorphism 𝑓 are orthogonal. Then 
 

𝐷(𝑟, 𝑡)𝑔(𝑓(𝑠)) +  𝑔(𝑟)𝑓(𝐷(𝑠, 𝑡)) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 

 
Proof: Let 𝑔 and 𝐷 are orthogonal. Hence, we have 
 

𝐷(𝑟, 𝑡)𝑔(𝑠) = 0 =  𝑔(𝑟)𝐷(𝑠, 𝑡) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. (18) 
 
In the equation 𝐷(𝑟, 𝑡)𝑔(𝑠) = 0, replacing 𝑠 by 𝑓(𝑠) yield  
 

𝐷(𝑟, 𝑡)𝑔(𝑓(𝑠)) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. (19) 

 
On the other hand, we have 𝑔(𝑟)𝐷(𝑠, 𝑡) = 0 by (18). Taking 𝑠 =  𝑡 in the last equation we get 
 

𝑔(𝑟)𝑑(𝑡) =  0 for all 𝑟, 𝑡 ∈ 𝑅. (20) 
 
Replacing 𝑡 by 𝑓(𝑡) in (20), we get 
 

𝑔(𝑟)𝑓(𝑑(𝑡)) =  0 for all 𝑟, 𝑡 ∈ 𝑅. (21) 

 
Since 𝑓 is a homomorphism taking 𝑡 =  𝑡 +  𝑠 in (21),  
 

𝑔(𝑟)𝑓(𝑑(𝑡)) + 𝑔(𝑟)𝑓(𝑑(𝑠)) + 2𝑔(𝑟)𝑓(𝐷(𝑠, 𝑡)) = 0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. 

 

Using (21), we get 2𝑔(𝑟)𝑓(𝐷(𝑠, 𝑡)) =  0. Since 𝑅 is 2-torsion free ring, we get 
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𝑔(𝑟)𝑓(𝐷(𝑠, 𝑡)) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. (22) 

The equations (19) and (22) give the required result. 
 
Theorem 3.9: Let 𝑅 be a 2-torsion free semiprime ring, 𝑔 be a semiderivation of 𝑅 and 𝐷 be a symmetric bi-

semiderivation of 𝑅 associated with a surjective homomorphism 𝑓. If 𝑔 and 𝐷are orthogonal, then 𝑔𝐷 =  0. 
 
Proof: We assume that 𝑔 and 𝐷 are orthogonal.  
Then, we have g(𝑟)𝑤𝐷(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. Then,  
 

0 =  𝑔(𝑔(𝑟))𝑤𝐷(𝑠, 𝑡) +  𝑔(𝑓(𝑟))𝑔(𝑤)𝐷(𝑠, 𝑡) +  𝑔(𝑓(𝑟))𝑓(𝑤)(𝑔𝐷)(𝑠, 𝑡). 

 

Since 𝑔 and 𝐷 are orthogonal, we get 𝑔(𝑓(𝑟))𝑓(𝑤)(𝑔𝐷)(𝑠, 𝑡) =  0 for all 𝑟, 𝑠, 𝑡, 𝑤 ∈ 𝑅. Since 𝑓 is a surjective 

homomorphism, we get 
 

𝑔(𝑢)𝑅(𝑔𝐷)(𝑠, 𝑡) =  (0) for all s, 𝑡, 𝑢 ∈ 𝑅. (23) 

 
Let 𝑢 =  𝐷(𝑠, 𝑡) in (23). Hence, (𝑔𝐷)(𝑠, 𝑡)𝑅(𝑔𝐷)(𝑠, 𝑡) =  (0) for all 𝑠, 𝑡 ∈ 𝑅.  
By semiprimeness of 𝑅, (𝑔𝐷)(𝑠, 𝑡) =  0 for all 𝑠, 𝑡 ∈ 𝑅. It implies that 𝑔𝐷 = 0. 
 
Theorem 3.10: Suppose 𝑅 be a 2-torsion free semiprime ring, 𝑔 be a semiderivation of 𝑅 and 𝐷 be a symmetric bi-

semiderivation of 𝑅 associated with a surjective homomorphism 𝑓. If 𝑔 and 𝐷 are orthogonal, then 𝑔𝐷 is a symmetric bi-
semiderivation associated with 𝑓2 function. 

 
Proof: Let 𝑔 and 𝐷 be orthogonal. By Remark 3.6, we have for all 𝑟, 𝑠, 𝑡 ∈ 𝑅, 
 

(𝑔𝐷)(𝑟𝑠, 𝑡) =  (𝑔𝐷)(𝑟, 𝑡)𝑓2(𝑠) +  𝐷(𝑟, 𝑡)𝑔(𝑓(𝑠)) +  𝑔(𝑟)𝑓(𝐷(𝑠, 𝑡)) +  𝑟(𝑔𝐷)(𝑠, 𝑡). (24) 

 

Also, by Theorem 3.8, we have 𝐷(𝑟, 𝑡)𝑔(𝑓(𝑠)) +  𝑔(𝑟)𝑓(𝐷(𝑠, 𝑡)) =  0 for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. From the last two 

expression, we get  (𝑔𝐷)(𝑟𝑠, 𝑡) =  (𝑔𝐷)(𝑟, 𝑡 )𝑓2(𝑠) +  𝑟(𝑔𝐷)(𝑠, 𝑡) for all 𝑟, 𝑠, 𝑡 ∈ 𝑅. It implies that 𝑔𝐷 is a symmetric 
bi-semiderivation of 𝑅 associated with 𝑓2 function.  
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Introduction 

Thermodynamics is a physical science that studies 
energy and energy transformations, entropy and the 
relationships between the physical properties of matter 
[1]. As it is known there are many different types of energy 
(mechanical, electrical, heat, chemical, nuclear, etc.). 
Thermodynamics is also defined as the science of energy 
and entropy today. For many years, people struggled to 
invent self-propelled machines against the laws of 
thermodynamics. Thermodynamics has a wide range of 
applications from automobiles to aircraft and spacecraft, 
from thermal power plants to nuclear power plants, from 
air conditioning systems to computers. The design of most 
of the vehicles we use in homes has been carried out using 
the principles of thermodynamics. As examples we can 
show the electric or gas oven, pressure cooker, kettle, 
iron, air conditioner, computer, and television. 

The first law of thermodynamics explains the principle 
of conservation of energy, and the second law of 
thermodynamics states that besides the quantity 
(quantity) of energy, its quality must also be taken into 
account. In other words, it states that the changes in 
nature occur in the direction that decreases the quality of 
the energy [2, 3].  

It is also well known that determining thermodynamic 
properties of materials plays an efficient role in explaining 
metallurgical behavior with respect to temperature. The 
most important thermodynamic properties are heat 
capacity, entropy and enthalpy which should be evaluated 
accurately for a wide range of temperature parameters [4-
6]. From this point of view suggesting new approximations 
for one of these properties is very important in 
thermodynamic calculations. 

In literature there are limited studies for the 
calculation of entropy in a wide range of temperatures [7-
9]. Also, the most of these studies based on numerical and 

experimental methods. For this purpose we have 
evaluated entropy by n-dimensional Debye 
approximation which is with full analytically method. It is 
easy to say that our formulation and calculation method 
have no restriction in their uses. Also obtained formula is 
valid for all temperature values from low to melting 
temperatures. 
 

Materials and Methods 
 

The definition of entropy at constant volume is given 
as following [10]: 

 

V

F
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T

 
  

 
          (1) 

 
Here  is free energy and  is temperature. The integral 

form of  free energy can be written as: 
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E Nk   is the zero energy, N is the Avagadro 

number, k is the Boltzman constant,   is the Debye 
temperature of solids and T is the absolute temperature. 
By considering Eq. (2) in Eq. (1), we get the expression as 
following: 
 

/ T
0 0S 3Nk ln(1 e ) 4Nk D

T
  

 
 


    (3) 

The quantity nD ( ,x) occurring in Eq. (3) for 1   is 

the n-dimensional Debye function defined by [10, 11] 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-4363-5730?lang=en
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0002-4363-5730


Çopuroğlu / Cumhuriyet Sci. J., 43(1) (2022) 113-115 

 

114 

 

 
x n

n n t
0

n t
D ,x = dt

x (e 1)


 .    (4)    

 
As can be seen from Eq. (3) the choice of reliable formulas for 

evaluation of n-dimensional Debye functions is of prime 
importance in the accurate calculation of the entropy for solids. 
The series relation for the calculation of n-dimensional Debye 
functions has the following form [11, 12]:  
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where the quantity N  is the upper limit of 

summation, iF ( ) and ( ,x)  are the binomial 

coefficients and incomplete gamma functions, 
respectively [13, 14]. 

 
Table 1. The comparisons of entropy calculations for some solid metals at room temperatures (298o K) for upper limit 

of summation N=200). 

Solid Metal 
Analytical results for Eq.(3)  

(J / K * mol) 
Experimental results from Refs. [15, 16] 

(J / K * mol)  

Ni 30.42 29.87 
Ag 41.05 42.6 
Zr 38.07 39 
Al 27.58 28.3 
Fe 28.61 27.3 

 

  

Figure 1. Temperature dependence of entropy of solid Ni 
metal from low to melting point (0o

1728o K) 

Figure 2. Temperature dependence of entropy of solid Ag 
metal from low to melting point (0o1234o K) 

 

 

  

Figure 3. Temperature dependence of entropy of solid Zr 
metal from low to melting point (0o

2128o K) 
Figure 4. Temperature dependence of entropy of solid Al 

metal from low to melting point (0o
933o K) 
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Numeric Results and Conclusion 
 

By the use of n-dimensional Debye functions, the 

calculation of Ni, Ag, Zr, Al, and Fe solid metals 

entropies have been performed.  
The computational results and their comparisons (for 

room temperature 298 K ) with literature [15, 16] data 

have been shown in Table 1. As can be seen from Table 1 
that our approximation is satisfactory. In calculations the 

  Debye temperatures of Ni, Ag, Zr, Al, and Fe solid 

metals have been taken as 
Ni 345 K , 

Ag 221 K ,

Zr 250 K ,
Al 390 K and

Fe 373 K , respectively 

[15, 16]. As we mentioned, our method for entropy 
calculations can be applied to temperature dependency 
studies of these solid metals, since our formula is valid for 
all temperature ranges from low to melting temperatures. 
Also, to show the temperature dependencies of 

Ni, Ag, Zr, Al, and Fe solid metal entropies, the 

Figures 1-5 have been plotted. Notice that our calculations 
and comparisons of entropy have been made in SI unit 
system.  

As a conclusion, this method for the calculating entropy 
by the use of n-dimensional Debye function can be easily 
applied other solids for determining thermodynamically 
properties. 
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Introduction 

For the first time in history, Edmund Halley [1] found 
that some historical comet observations belonged to the 
same object, as it is known today, comet 1/P Halley. Since 
that time, comet 1/P Halley is one of the most well-known 
objects of both popular and dynamical astronomy. It has 
been observed repeatedly by different civilizations since 
240 BC in its every visit. Edmund Halley calculated its orbit 
and predicted for the next apparition as late 1758 or the 
beginning of 1759 [2, 3]. It turned back with a perihelion 
passage in 1759 March 13.1. It was the first solar system 
object whose periodicity was discovered other than planets 
and their natural satellites. During its last apparition in 
1986, it was observed by seven spacecraft [4]. It is the first 
comet observed by spacecraft. Today, short-period comets 
with a period between 20 yr and 200 yr are also called 
Halley type comets (HTC). There are 14 numbered, 80 
unnumbered HTC listed (JPL’s SBDB [5-7]) as of 27/12/2021. 
Unnumbered comets were observed only in 1 apparition. 
Among the numbered HTCs, 1/P Halley is the second object 
with the smallest perihelion distance (0.586 au). 

Although comet 1/P Halley perhaps is the best known, 
long studied, and most observed comet, its orbit continues 
to attract attention in terms of dynamical astronomy. One 
of the most important reasons for this is that it is in a 
chaotic orbit, as it has been known since the work of [8]. 
The future trajectory of 1/P Halley cannot be determined 
with great accuracy, even if non-gravitational and 
relativistic effects are well known or can be calculated [9]. 
The measure of the dynamical predictability of a chaotic 
trajectory is given by the Lyapunov time calculated by 
taking the inverse of the maximum Lyapunov exponent. No 
matter how well the trajectory of the object is known and 

how advanced the computing tools at hand are, long term 
evolution of the orbit cannot be predicted for longer than 
Lyapunov time. Therefore, statistical methods should be 
preferred for trajectory calculations that go beyond 
Lyapunov time. 

The oldest estimate we can reach for the Lyapunov time 
of comet 1/P Halley is in [10] and is given as approximately 
34 yr, indicating the lower limit. Three consecutive 
publications [11-13] in recent years show that the dynamic 
study of 1/P Halley’s orbit still deserves attention. In these 
three articles, different Lyapunov time estimations were 
made varying between 70 yr and 562 yr. In [11], unlike 
previous studies, indirect numerical integration was used 
for the first time to calculate the Lyapunov exponent. A 
total of 30 simulations were run for 3000 yr. All planets 
except Mercury, all dwarf planets except Sedna and 5 dwarf 
planet candidates were included in the simulation. 
Integrated ghost particles were produced by applying ∓10−6 
perturbations to the position vectors. A total of 30 
simulations were run.  In [12], ghost particles were 
produced similar to [11], but initial perturbations were 
added to the velocity vectors in addition to the position 
vectors and 13 initial conditions were used together with 
the nominal orbit. However, the integration time was kept 
longer (10 kyr). As a result of the 3-body tests, it was stated 
that the influence of Mercury, Uranus and Neptune is 
negligible. In [13], first-order variational equations were 
used instead of the ghost particle approach in previous 
studies. In the simulations, test objects were integrated 
with the major planets and the Moon. Integration time was 
quite long compared to previous studies (2 x105yr). 

http://xxx.cumhuriyet.edu.tr/
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0003-2595-5463
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Various methods, initial conditions, integration 
schemes and indicators were used in each of these 
studies. Naturally, their approaches are different. Besides, 
there are fine-tuning points during the application of 
these methods-e.g., renormalization that can lead to 
different results. However, calculated various Lyapunov 
exponents for the same object should give similar time 
scales regardless of method. So that would be the limit of 
dynamical computability of the orbit. The fundamental 
question is: how long can the dynamics of the movement 
be followed, and which one of the previous estimations 
for the Lyapunov time are the most accurate? 

In this study, we worked on the calculation of 
Lyapunov time for comet 1/P Halley using the MEGNO 
(the Mean Exponential Growth factor of Nearby Orbits) 
method and comparing the calculated Lyapunov times 
with orbital integrations. In Section 2, the numerical 
methods and initial conditions are given. In Section 3, 
Lyapunov time calculations and orbital integration results 
of clone orbits are discussed and presented. Section 4 
summarizes the comments and results. 
 

Materials and Methods 
 
In this work, we used the publicly available REBOUND 

integrator package [14] with first-order variational 
equations. We used MEGNO function included in the 
REBOUND integrator package to calculate Lyapunov time. 
Besides, we tested renormalization in the calculation of 
MEGNO (the detail is given in subsection 2.1). We chose 
high accuracy integrator IAS 15 based on the 15th-order 
Gauß-Radau quadrature as the integration method [15]. 
The integrals included dwarf planets Pluto and Ceres in 
addition to eight major planets. We ignored the masses 
for the test objects outside these bodies. Also, all kind of 
non-gravitational effects and relativistic corrections that 
can be important in comet dynamics are ignored as in 
previous papers [11-13]. 
The initial conditions for all small and big Solar system 
bodies have been obtained using the Jet Propulsion 
Laboratory’s Solar System Dynamics Group Small-Body 
Database (JPL’s SSDG SBDB) and JPL’s Horizons ephemeris 
system [16-18] for the epoch JD 2449400.5 (1994-Feb-
17.0) TDB (Barycentric Dynamical Time). 
Clone orbits were used to see the dynamically reliable 
computability time of the orbit. The orbital elements of 
the clone orbits were produced at the same precision level 
as the uncertainties of the orbit obtained from 
observations. For this, MCCM (Monte Carlo using 
Covariance Matrix) method [19-21] using the covariance 
matrix of orbital elements was used. 
 

MEGNO Technique 

MEGNO technique was first proposed in [22] and [23] 
publications. Since then it has been applied for various 
dynamic systems such as irregular satellites of Jupiter [24], 
double and binary asteroids [25, 26], planetary systems 
[27-29], and galaxy dynamics [30]. It has been discussed 
and compared with previously well-known LCE 

calculations [24, 31]. Compared to other methods, it has 
been seen that it gives good results with relatively short 
integration times [27, 31]. 
The MEGNO technique has been repeatedly presented 
with similar formulations in various sources. Here, we 
summarize the method using the notation in [25]. When a 
dynamic system in the form below is considered; 
 

𝑑𝑥

𝑑𝑡
= 𝑓(𝑥(𝑡)), 𝑤𝑖𝑡ℎ𝑥 ∈ 𝑅6𝑛   (1) 

where the solution of the system is 𝜑(𝑡). For a defined 
tangent vector 𝛿𝜑(𝑡) along with 𝜑(𝑡), the evolution of this 

vector is given by; 

 

𝛿�̇� =
𝑑𝑓

𝑥
(𝜑(𝑡))𝛿𝜑(𝑡).     (2)  

 

Here, the MEGNO indicator is defined as; 

 

𝑌𝜑(𝑡) =
2

𝑡
∫

∥𝛿�̇�∥

‖𝛿𝑠∥

𝑡

𝑡0
𝑠𝑑𝑠,    (3) 

 

and the time-averaged mean value of the MEGNO is; 
 

𝑌𝜑(𝑡) =
1

𝑡
∫ 𝑌𝜑
𝑡

𝑡0
(𝑠)𝑑𝑠.    (4) 

If the orbit is chaotic, the two quantities 𝑌𝜑  and 𝑌𝜑 

increase linearly in time and goes to infinity. If the orbit is 

quasi-periodic, 𝑌𝜑 converges to 2, and if the orbit is stable 

and periodic, it converges to 0. In addition, a linear least-

squares fit 𝑌𝜑 gives half of the Lyapunov exponent (𝛾) 

where the Lyapunov time (𝑇𝛾) is 𝑇𝛾 = 1 𝛾⁄ . 

In many cases, since 𝛿 diverges exponentially during 
integration, the norm of the variational vector grows too 
much in a short time, causing a numerical overflow. To 
avoid this situation, it is recommended that the variational 
vector is renormalized at certain time intervals according 
to Eq.5 as in [27]. However, there are no specific criteria 
for determining the length of renormalization intervals. It 
was shown in [24] that in some cases the choice of 
renormalization time does not affect the calculation of 
maximum Lyapunov exponent. However, this may not be 
the case in all situations as shown in [32]. It should be 
decided by performing tests at different renormalization 
ranges. 

𝛾 = 𝑙𝑖𝑚
𝑘→+∞

1

𝑘𝜏
∑ 𝑙𝑛

‖𝛿(𝑘𝜏)‖

‖𝛿0(𝑘𝜏)‖

𝑘
𝑖=1    (5) 

 

Results and Discussion 
 

Lyapunov Time Calculations 
In the calculation of the MEGNO indicator, it is 

suggested to take 103 to 104 times the period of the 
largest or outmost planet in the system in [27, 32] as the 
integration time, which gives the characteristics of the 
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system. Considering Jupiter, the largest planet, this time 
can be taken in the range of 1.2 × 104 yr to 1.2 × 105 yr 
for the solar system. In our case, the frequency of 
interaction of the planets with the targeted body mainly 
depends on the comet’s period, not the major planet 
Jupiter. Considering the orbital period of comet 1/P 
Halley, integration time should go up to 7.5 × 105 yr as far 
as possible. It is stated in various papers that the required 
minimum integration time for the MEGNO technique to 
estimate the maximum Lyapunov exponent is 10 − 102  
times shorter than any classical method [27, 31]. 
In [13] the integration time was taken as 2 × 105 yr, and 
first-order variational equations were preferred to 
calculate Lyapunov exponents. Lyapunov times 
corresponding to the calculated positive Lyapunov 
exponents range from 385 yr to 702 yr. However, it was 
considered an estimation for the Lyapunov time taking the 
average value of the maximum and minimum Lyapunov 
exponents and obtained averaged Lyapunov time as 562 
yr. In [12], Lyapunov time was estimated with an 
integration time of 10 kyr using ghost particles produced 
by applying ∓10−6 and ∓4.4x10−8 perturbations to the 
position and velocity vectors, respectively. Lyapunov time 
obtained by these approaches is 300 yr. A similar 
approach was used in [11], but for a quite short (3000 yr) 
integration time. In this case, they obtained the Lyapunov 
time as the interval of 70-100 years. 
Renormalization is highly recommended not only for the 
MEGNO method but also Lyapunov exponent calculations 
for various techniques. Interestingly non of the three 
papers [11-13] which calculated Lyapunov time for comet 
1/P Halley mentioned whether the renormalization is 
used or not. In cases where short integration times are 
used, it may be reasonable not to use renormalization. 
However, short integration time also has other drawbacks 
as mentioned earlier, therefore it is not recommended in 
Lyapunov calculations for classical approaches. 

Using different renormalization times during the 
calculation of the maximum Lyapunov exponent from the 
MEGNO indicator has been examined in various 
publications [24, 32], and it has been shown that the 
renormalization period does not change the results in 
some cases. On the other hand, depending on the initial 
conditions, it is possible to get incorrect results with 
improper applications [27]. 
Here, Lyapunov time is calculated in two different ways 
using the linear characteristic of the MEGNO indicator, 
with and without renormalization. Randomly generated 
100 variational particle sets were used for each test. In the 
absence of renormalization, the integrations were 
allowed to continue until they produced numerical 
overflows. Various trials were conducted here with 
different renormalization intervals ranging from 75 yr to 
3000 yr. 
Figure 1 shows the 𝑙𝑜𝑔(𝛾)-𝑙𝑜𝑔(𝑦𝑟) graph for two 
methods with and without renormalization. In both 
graphs, maximum Lyapunov exponents are at the same 
level. However, without renormalization, numerical 
overflows are produced in shorter periods for variational 

particles as predicted in [24, 27, 32]. Therefore, it is 
necessary to keep the integration times at levels of 104 yr 
even shorter. 
We calculated the Lyapunov time as 190 yr by using the 
linearly increasing characteristic of the MEGNO parameter 
in the integrations that continued until the numerical 
overflow. When we take the integration time as 1 × 104 
yr, 2 × 104 yr, and 3 × 104 yr to avoid numerical 
overflows, we obtained the Lyapunov times as 96 yr, 121 
yr and 164 yr, respectively. 
 

 
 

Figure 1. Lyapunov exponents obtained from MEGNO 
calculations with (panel b) and without (panel a) 
renormalization 

 
Since we can keep the integration time longer when 

renormalization is applied, we tried to obtain the 
maximum convergent Lyapunov exponent. We reached 
the minimum and quite similar (119 yr, 124 yr, and 123 yr 
respectively) Lyapunov times with renormalization 
intervals of 2250 yr, 2265 yr, and 3000 yr. 

 

N-Body Simulations for Comet 1/P Halley with 
Clon Orbits 

It is well-known that long-term simulations made only 
for the nominal orbits are not very reliable in chaotic 
regions. Trajectories with very close initial conditions can 
follow very different paths in a simulation of longer 
duration than Lyapunov time. Therefore, using clone 
orbits in long-term dynamic analysis of orbits is a more 
reliable approach for long simulation times. 
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The easiest and most general approach to generate 
clone orbits is to distribute the orbital elements or 
position and velocity components with small dispersion. 
Even though the clone orbits obtained in this way are very 
close to the nominal one, they will not be compatible with 
the uncertainties of the nominal orbital elements. Such 
clones have similar but independent orbits near the 
nominal one. Thus, they may not reflect the change of 
orbital elements well over time [21]. 

For these reasons, in this study, clone orbits produced 
by the MCCM method were used. Thus, all clones 
produced have the same sensitivity level as the orbital 

parameters obtained from the observations. In other 
words, they are not only in the close vicinity of the 
nominal orbit but also dispersed in the same sensitivity 
range. Thus, the initial parameters will be as accurate as 
of the nominal orbital elements. This is a better approach 
than classical methods to follow the change of clone orbits 
in time and compare them with the nominal orbit. 
Besides, the divergence time of the parameters due to 

chaotic motion can give us a norm for the Lyapunov time. 

 

  

Figure 2. Dynamical evolutions of the average of the orbital elements for 1000 clones, and nominal 
orbit for ∓10 kyr. The green curves with error bars show the average of clones, and the blue 
curve shows the nominal orbit. The nominal orbit of the comet for the epoch JD 2449400.5 (1994-
Feb-17.0) is used for initial conditions. 

 

In Figure 2, comet 1/P Halley’s nominal orbital 
elements are given comparatively with the averages of the 
clone orbits. The clone orbits in the approximately ∓1500 
yr range are in great coherence with the nominal orbit. In 
this range, all clone orbits provide almost the same orbit 
shape, size and orientation. When we look at the error 
bars of the average of clone orbits, a larger error range is 
seen in future simulations than in the past. This situation 
can be interpreted as an indication that the comet’s orbit 
has evolved into a more chaotic orbit in time. 

Figure 3 shows the change of basic orbital elements of 
all clones to time in the ∓2000 yr interval. Similar to Figure 
2, all orbital elements support the same orbital shape and 
orientation with very small changes over the range of 
about -1000 yr to +1300 yr. However, similar to what is 
mentioned in [11], the time it takes for the differences 

between orbital elements to start to be greater than their 
initial sensitivity ranges is 108 yr. This definition also gives 
us an approximation for the Lyapunov time.  
Our primary motivation here is to see footprints of the 
forward Lyapunov time in the orbital dynamics of clones. 
Figure 4 portrays the standard deviations of the mean of 
the clone orbital elements for the time interval 0-2000 yr. 
The y axis (standard deviations) is in log scaled so that any 
sudden increase in dispersions can be noticed easily. By 
definition, the required time where the nearby orbits 
begin to diverge exponentially is Lyapunov time. That time 
limit is 108 yr in Figure 4. 

After the exponential increase at 108 yr, there is no 
sudden growth till 1300 yr even though the standard 
deviation for 1000 clones remains in the same band. 
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Figure 3. Dynamical evolutions of the orbital parameters ( a, e, i, Ω, ω , and Tp (time of perihelion passage) of 
1000 clones of comet 1/P Halley for ∓2000 yr. 

 
For almost all orbital elements, the separations that start 

after about 1300 yr become more evident around 1400 yr, 
and standard deviations start to increase exponentially one 
more time. Nevertheless, all clones retain more or less the 
same trajectory shape between 108 yr and 1400 yr. Although 
various Lyapunov times can be obtained using different 
methods for this range, no distinctly different results are seen 
in terms of dispersion range. 

For the 108 yr to 1400 yr range, it seems that it will be 
easier and much more clear to do a detailed examination on 
Tp (time of perihelion passage). In Figure 4f, the smallest 

dispersions for each time interval belongs to the value 
calculated at the perihelion of the comet. The standard 
deviations calculated at the aphelion are much higher. 
However, it should be noted here that the dispersions 
formed during the calculation of Tp when the body is at 
perihelion are more determinant and distinct. For this 
reason, the standard deviations of Tp close to the perihelion 
are taken as a basis in these analyses. Here, the standard 
deviation calculated at perihelions between 109 yr and 289 
yr is less than 1 day, between 290 yr and 589 yr is less than 5 
days. Between 590 yr and 1027 yr, it is still less than 20 days. 
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Standard deviations start to increase exponentially after 
1396 yr. 

 

 
Conclusion 

In this study, we calculated the Lyapunov time for 
comet 1/P Halley using the MEGNO indicator. Estimated 
Lyapunov times with and without renormalization are 119 
yr and 190 yr, respectively. This result showed us the 
effect of renormalization in calculating the Lyapunov time 
for a high eccentric orbit. Depending on the different  
integration levels (1 × 104 yr, 2 × 104 yr, and 3 × 104 yr), 
varying results were also obtained, such as 96 yr, 121 yr 
and 164 yr respectively. Besides, to see the reflection of 
Lyapunov time in dynamic analysis, we performed orbital  
integrations for ∓10 kyr interval of the 1000 clone orbits 
produced using the MCCM method. We compared the  

means of the orbital elements of the clones and the time-
dependent variations of their standard deviations with the 
Lyapunov times in the literature. 
These results lead us to conclude that when we calculate 
different Lyapunov times at different levels, that can give 
us different scales: if our measure is at the initial precision 
range, Lyapunov time should not be more than 108 yr 
(such as 70-100 yr in [11]), for a standard deviation of less 
than one day at Tp, it should not be more than 289 yr (such 
as 300 yr in [12]), and for a standard deviation of fewer 
than five days on Tp , it should not be more than 589 yr 
(such as 562 yr in [13]). Moreover, for a measure where 

 
Figure 4.  Standard deviations for the mean of the orbital elements ( a, e, i, Ω, ω and Tp (time of perihelion passage) 

of the clones for comet 1/P Halley. 
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the shape and orientation of the orbit are still similar, and 
for a standard deviation of up to 20 days at Tp is 
acceptable, approximately 1300 yr can be taken as the 
limit for dynamical studies. It seems that Lyapunov times 
obtained from different methods using various 
assumptions can correspond to different levels in the 
dynamical analysis of the body. 
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Introduction

The nuclear power stations and nuclear laboratories 
are increasing [1]. Nuclear activities have produced too 
much amount of radioactive waste. These wastes cause to 
significant risks to the environments [2]. They always have 
been recognized as a serious threat for human health. 
Owing to their health implications the public concerns are 
raising on nuclear safety. Disposal of radioactive waste are 
receiving more attention since nuclear application 
increased globally [3]. Radioactive contamination is 
severely dangerous and it is not easy task to handling. For 
protection against radioactive wastes the new methods 
were developed by researchers [4,5]. 

A great quantity of nuclear wastehas been produced 
from nuclear facilities with the fast development of the 
nuclear field [6]. Cobalt-60 is produced artificially and 
described as a major environmental contaminant at 
nuclear region [7]. Radioactive isotope of cobalt has many 
useful applications [8]. 

Radioactive isotope of cobalt (Cobalt-60) employed in 
medicine and industry. The radioactive cobalt is used 
commonly in radiotherapy units as gamma source for 
treatment. In nuclear medicine, it (so low activity) is just 
used as to be flat gamma source to check gamma camera 
quality control [9]. It is also used to investigate materials 
and sterilization. The half-life of cobalt-60 is 5.27 years [8]. 

The disposal of radioisotopes from the environment 
comprises a number of methods such as filtration, reverse 
osmosis, precipitation, vacuum evaporation, extraction 
and adsorption by cation exchange [10]. Adsorption has 
received rising attention because of its advantages in 
radioactive wastewater treatment [6].  

 

Different types of sorbents have been utilized to 
remove nuclear waste. Because of its excellent removal 
capacity, zeolite is the one of the best choice for 
radioactive waste adsorption [3].  

Zeolites are crystalline materials with three 
dimensional frameworks [11]. They have micro porous 
and their frameworks are charged [3]. Alkaline metallic 
cations and porosity made the zeolite hydrophilic and 
excellent adsorptive material [2,4,12]. The advantages of 
zeolites are extensive ion exchange capacity, perfect 
selectivity and low cost are [6]. The sorption capacity of 
zeolite is generally depending to pore size [3]. 

Zeolite is a porous mineral with exchangeable ions. 
The cavities and channels of zeolites can capture cations, 
water, and radionuclides. Due to their high cation-
exchange capacities, they have been considered for 
radioactive waste treatment [13]. Removal of 
radionuclides from aqueous solution is particularly 
important in cleaning for environmental contamination 
[3]. Cations exchange and adsorption are the major 
mechanism for discharging radioisotopes from water 
solution. Since zeolite comprises uniform small pores they 
present excellent adsorption and exchange capacity [6]. 

Adsorption modelling is examined and 
decontamination factor (response) is predicted by 
response surface methodology (RSM). The experimental 
input variables are amount of adsorbent and initial activity 
of solution. 

In this study, molecular sieves (a kind of zeolite) were 
exploited for the discharging of radioactive cobalt from 
aqueous media.  
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Materials and Methods 

Experimental procedure  
We used molecular sieve obtained from Merck 

(105705) in this study. In order to remove water from 
molecular sieve, it was activated with temperature for two 
hours at 873 K. After activation process, molecular sieve 
was added to the radioactive cobalt and suspensions were 
mixed for 4 h. Thereafter the mixtures were filtered with a 
syringe filter (Whatman Syringe Filter 25 mm diameter, 0,2 
µm pore size). The activities of radioactive cobalt were 
measured with Polon Warszawa Analyzer (A-22p HT Power 
supply ZW N-21M HT Control 0/2000V). For all liquid 
radioactive cobalt measurements, a volume of 10 mL 
solution was utilized. The measurements were repeated for 
10 times. The experimental decontamination factor was 
presented as below: 

 
DF = A0 / Af     (1)  
 
where A0 was the initial activity of radioactive cobalt 

feed solution (Bq L-1) and Af was the final radioactivity (Bq L-1).  
More details concerning experiment can be found in 

previous studies [13-15]. 
We utilized RSM for analysis and modeling. It is a useful 

statistical and mathematical technique as described 
previous studies in details [13-17]. The decontamination 
factor (response) can be described which is influenced by 
controllable various input values in RSM model. 

The general form of RSM can be demonstrated as 
below: 

2 2

0 1 1 2 2 11 1 22 2 12 1 2D̂F x x x x x x       (2) 

 

 = [0 1 2 11 22 12]T    (3) 

 

 = (XTX)-1XTDF    (4) 
 

where:  – present regression coefficients; 
 X –input variables; 
 DF – decontamination factor (response). 
Adsorption of radioactive cobalt upon molecular sieves;  
- regression model with actual variables:  
 

2

0 0D̂F 5.63 56.3SD 0.0005A 764SD 0.00256SDA           (5) 

 
valid for the range:  0.05≤ SD ≤0.15 (%w v-1); 7600≤ A0 

≤15200  (Bq L-1) 
The modeling details can be seen in previous studies 

[13-18]. All calculations were done by means of Minitab 19 
software. 

 

Results and Dicussion  
 
The ANOVA was used to examine the accuracy of the 

calculated model. According to the results the model was 
compatible where the probability value was 0.028. F value 
was 8.75, it was pointed out that the experimental 
decontamination factor obtained by changing the factor 
levels were statistically meaningful at the 92% confidence 
limit. R2 value should be close to 1 for a good statistical 
model. The mathematical model is adequate for the 
prediction radioactive cobalt removal by molecular sieves 
sorption since R2 = 0.92> (0.75). Lack of fit F and p values 
are 38.71 and 0.117 (P>0.05), respectively. Lack of fit was 
not significant and this means that the model is good 
[18,19]. 

 

Table 1. Radioactive cobalt experimental design for molecular sieves 

Run 
number 

(N) 

Factors (input values) 

Final 
activity 
Bq L-1 

Response 

Amount of sorbent  
(g 100ml-1) 

Initial activity of 
radioactive cobalt Bq L-1 

Decontamination Factor (DF) 

Experimental Predicted 

Sorbent Dosage 
(%w v-1) 

level a 
x1 

C0 
(mg L-1) 

level a 
x2 

DF DF 

1 0.15 1 15200 1 1492.61 10.2 10.0 
2 0.05 -1 15200 1 4317.62 3.5 4.2 
3 0.15 1 7600 -1 683.32 11.1 9.9 
4 0.05 -1 7600 -1 3026.31 2.5 2.2 
5 0.15 1 11400 0 1433.73 8.0 9.4 
6 0.05 -1 11400 0 3732.90 3.1 2.7 
7 0.1 0 15200 1 2678.49 5.7 5.2 
8 0.1 0 7600 -1 2875.68 2.6 4.2 
9 0.1 0 11400 0 2568.94 4.4 4.1 

10 0.1 0 11400 0 2378.59 4.8 4.1 
a −1 = low. 0 = center. +1 = high.  
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Figure 1. Contour plot of decontamination factor for 
molecular sieves - radioactive cobalt 

Figure 2. 3D-Response surface plot of decontamination 
factor for molecular sieves- radioactive cobalt 

 
Conclusion 

 
We examined the ability of removal of the radioactive 

cobalt by molecular sieves in aqua solution in this study. 
Initial cobalt activity and the influence of molecular sieves 
amount on decontamination factor were investigated by 
means of RSM. RSM can predict decontamination factor 
for different amount of sorbent dosage and initial activity. 
We suggested that molecular sieves might be used as an 
adsorbent for the removal of radioactive cobalt in nuclear 
waste. Also. RSM can prevent many experimental runs. 
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Introduction 

Constraining charge carriers in low-dimensional 
structures and then modifying the electronic and optical 
properties have reached great attention due to 
improvements in technological devices. Semiconductor 
quantum rings (QR) are one of the topological geometries 
that confine charge carriers within different shapes such as 
circular, elliptic or oval. The shape of QR together with the 
geometrical parameters and the applied external fields lead 
the changes in the potential profile of QR and so the optical 
properties. The effect of eccentricity on the electronic 
spectrum of QRs is handled in some studies [1-8]. In 
addition to deviations from circular curves of QRs, the 
exposure to electric field [1-5] and magnetic field [6-8] have 
been impressively used to tailor the electronic properties. 
Chakraborty and co-workers present the possibility of 
tuning the electronic spectrum by adjusting the ring radius, 
ring shape and as well as exposing the QR intense laser 
fields and external magnetic fields [9].  The influence of ring 
geometry on the electronic properties of QR is investigated 
by Vinasco and co-authors [10]. Xie has studied the 
influence of the ring radius of QR on the optical absorptions 
within subbands for two-electron [11]. In another study 
performed by Barticevic et al., the role of ring radius and 
the magnetic field is investigated for a QR [12]. Radu and 
co-workers have examined the responses of electronic 
spectra and absorption properties to the intense laser field 
for a single QR [13]. The simultaneous effect of laser 
radiation and electric field to the electronic and optical 
absorption properties of the GaAs/AlGa0.7As0.3 QR has 
been studied for single QR again by Radu and co-workers 
[14] and for double QR by Baghramyan et al. [15]. The 
influence of lateral electric field on the variations of 
intraband optical absorption changes for a concentric 

double QR is handled by Baghramyan et al. [16] and to the 
possibility of controlling the optoelectronic properties with 
the applied electric field and as well as light polarization are 
reported [16]. The effect of electric field on the optical 
responses in the presence of donor impurity is presented 
by Restrepo and co-workers [17] and also by Duque and co-
workers [18]. The impact of donor impurity together with 
the hydrostatic pressure on the nonlinear optical properties 
of GaAs QR is analyzed in the other study of Retrepo and his 
group [19].  

Apart from circular QRs, the optical properties are 
examined in a triangular QR designed by Nasri and Bettahar 
[20]. In that study, they conclude that both transition 
energies between the first two excited states and ground 
state and optical matrix are significantly influenced by the 
changes in the side length of the inner triangle [20]. Due to 
technological applications of low-dimensional quantum 
systems, theoretical studies are densely performed with 
low-dimensional systems to support or encourage 
experimental studies. Here only some of these studies 
which are carried out on the relative refractive index 
changes in quantum dots will be referred. The changes in 
the relative refractive index are investigated for spherical 
quantum dots in [21-22] and cylindrical quantum dots in 
[23-25]. In the study with the spherical quantum dot 
performed by Karabulut and Baskoutas, the influences of 
impurities, electric field, size, and optical intensity on the 
change in refractive index as well as absorption coefficient 
are analyzed [25]. The influence of size variation and donor 
position on linear, nonlinear and total refractive index 
changes of a spherical quantum dot is handled by Al [26]. 
His results indicate the significant changes on these 
coefficients for donor intersubband transitions [26]. 
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This study was inspired by the studies [13, 14] that 
investigate the effect of electric field and intense laser 
field on the absorption coefficients for a single GaAs ring. 
The novelty of the present study lies in the investigations 
on the first-order relative refractive index changes with 
varying electric field and inner ring radius. The theoretical 
description of the problem is given in Section 2. Obtained 
results and related discussion are presented in Section 3 
and the main conclusion of the study is given in Section 4..  

.  

Materials and Methods 
 
We have investigated the influence of varying ring 

radius and electric field on the intraband transitions, dipole 
moment matrix elements as well as relative refractive index 
changes for a single circular GaAs-GaAlAs QR. For the 
determination of electronic states and related 
wavefunctions of structure, the Schrödinger equation is 
solved within the framework of effective mass and 
envelope wave function approximation. Time-independent 
Schrödinger equation for the confined electron in a QR in 
the presence of an x-oriented external electric field has the 
following form:  

 

𝐸 𝜙(𝑥, 𝑦) = [−
ℏ2

2𝑚∗ ∇2 + 𝑉(𝑥, 𝑦) − 𝑒𝐹𝑥]  𝜙(𝑥, 𝑦), (1) 

 
where ℏ is the Planck’s constant, 𝑚∗ is the effective 

electron mass, 𝑒 is the charge of electron and 𝐹 is the 
applied static electric field along the negative 𝑥 direction. 
Here 𝐸 stands for the Eigen energies of energy levels and 
𝜙(𝑥, 𝑦) denotes the corresponding wave functions of these 
levels. 𝑉(𝑥, 𝑦) is the potential term and for a circular single 
ring and defined as below: 

 

𝑉(𝑥, 𝑦) = {
0 ,    𝑖𝑓 𝑅1 ≤ √𝑥2 + 𝑦2 ≤ 𝑅2 ,

𝑉0 ,   𝑖𝑓  √𝑥2 + 𝑦2 < 𝑅1 ,   𝑜𝑟   √𝑥2 + 𝑦2 > 𝑅2 .
(2) 

where 𝑅1 and 𝑅2 are the inner and outer radii of circular 
ring and 𝑉0 is the maximum value of potential. The solution 
of Eq. (1) with the potential given in Eq. (2) will lead the 
energies of levels, E and the corresponding wave functions 
𝜙(𝑥, 𝑦) and thereby the electronic spectrum of QR will be 
obtained. After the determination of the electronic 
structure of QR, the first order coefficient of relative 
refractive index changes can be calculated with the help of 
the density-matrix approach and the analytical expression 
for it is given as follows [27-29], 

 

Δ𝑛(1)(𝜔)

𝑛𝑟
=

𝜎𝜐|𝑀𝑖𝑗|
2

2𝑛𝑟
2𝜀0

[
Δ𝐸−ℏ𝜔

(Δ𝐸−ℏ𝜔)2+(ℏΓ)2
]  (3) 

 
Here 𝑛𝑟 = √𝜀𝑟  is the relative refractive index of the 

system, 𝜀0 is the permittivity of vacuum, 𝜎𝜐 is the carrier 
density of the system and Γ is the relaxation rate. 𝜔 is the 
angular frequency of incident photon and Δ𝐸 is the energy 
difference between excited states and lowest-lying state. 
𝑀𝑖𝑗 = 〈𝜓𝑖(𝑧)|𝑒𝑧|𝜓𝑗(𝑧)〉 stands for the dipole moment 

matrix element for the transitions between excited states 
and ground state.  

 

Results and Dicussion  
 
This numerical study represents the first order relative 

refractive index changes of a single circular GaAs QR for 
varying inner ring radius and electric field application. In 
the calculations the used parameters are as follows: 𝑚∗ =
0.067𝑚0 (where 𝑚0 is the free electron mass), 𝜎𝑣 = 3 ×
1022 m−3, 𝑛𝑟 = 3.2, 𝜀𝑟 = 12.58, Γ = 0.14 ps−1 and 𝑉0 =
228 meV. First, we present the probability densities and 
energy eigenvalues and then relative refractive index 
changes for different values of inner ring radius and 
electric field. 

 

Figure 1. 2D probability distributions of the first three states of the quantum ring for three 
different electric field values. The results are displayed for 𝑅1 = 10 nm and 𝑅2 = 25 nm 

Figure 1 displays the electron probability densities for the first three 
states of the circular quantum ring for the inner radius 𝑅1 =
10 nm and outer radius 𝑅2 = 25 nm. The densities of j=1, 2, and 
3 electron states are displayed through the rows of Figure 1, 
respectively. Influences of three in-plane electric field values on the 
probability densities are shown through the columns of Figure 1. x-

oriented electric field disturbs the densities of states by changing the 
probabilities of wave functions. Electric field application through the 
−𝑥 direction destroys the axial symmetry of the confining potential. 
Electrons begin to accumulate along the +𝑥 direction and therefore 
the right side of the well get deepen. Thus, the wave functions are 
aimed to localize to the right side of the ring as seen in Figure 1. 
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Figure 2. The variation of eigenvalues of lowest-lying three states with respect to the electric field for 

R1=5 nm (a), R1=10 nm (b), R1=15 nm (c) while outer ring radius is R2=25 nm. The insets display 

the energy differences between the first excited state and ground state (1 → 2; red lines) and 

between the second excited state and ground state (1 → 3;  blue lines). 

In figure 2, we display the energies of the first three 
states as a function of the electric field for three different 
inner ring radius. The first excited state has double 
degeneracy in the absence of an external field. The 
presence of electric field removes that degeneracy by 
breaking the axial symmetry. The responses to the 
increase in the electric field have similar behaviors in 
terms of energy variations and the energy differences 
between first/second excited states and ground state 
while inner ring radius is varying. The energies of states go 
to higher values as a result of widening inner ring in other 
words narrowing well widths. While inner ring radius is 
increasing, although the state energies remarkably soars 
up, the energy differences between excited states and the 
ground state are slightly scales down. The augmentation 
in the electric fields lowers the energies of the first three 
lowest-lying states as a consequence of more 
confinement.  

Breaking the symmetry of QR by applying an in-plane 
electric field requires taking into consideration of 
selection rules between states. The allowed transition for 
the x-polarization occurs between the second excited 
state and ground state (1→3). For the y-polarization, it is 
between the first excited state and ground state (1→2) 
[13, 14].  

Figure 3 represents the variations in the relative 
refractive index coefficients with respect to photon 
energies for three different inner ring radius with the 
augmentation of the electric field. The changes in the light 
polarization direction are indicated in Figure 3 by 
considering the allowed transitions between excited 
states and ground state. As mentioned above, Figure 3(a-
c) represents the changes in relative refractive index 
coefficients for intraband transition energies between 
(1→3) and Figure 3(d-f) represent these changes between 
(1→2) states. The peak position of these coefficients 
moves to lower photon energies not only for the x-
polarization but also for the y-polarization for increasing 
inner ring radius at a fixed electric field. This red-shift can 
be attributed to the reduction in the intraband transition 
energies while the inner ring is expanding, as mentioned 
in the explanations of Figure 2. Due to the degenaracy in 
the energy of first and second excited states in the 
absence of an electric field, both x-polarized and y-
polarized incident light display the same results. The 
application of x-orientated electric field moves the 
relative refractive index peak positions to higher energies 
for both polarization, however the movement is more 
pronounced for x-polarized light concerning the 
differences of state energies, Δ𝐸13 and Δ𝐸12 
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Figure 4. The variations in the relative refractive index coefficients as a function of incident photon energy with three 

different electric field values. The inner ring radius in (a, d) is 𝑅1 = 5 nm, in (b, e) is 𝑅1 = 10 nm and in (c, f) 𝑅1 =

15 nm. The rows represent the results of x-polarization and y-polarization of the incident light, respectively. 

  

 

 
Figure 3. The relative refractive index changes as a function of photon energy with varying inner ring radius for three 

different electric field values: (a) 𝐹 = 0 kV/cm, (b) 𝐹 = 5 kV/cm, (c) 𝐹 = 15 kV/cm. 

The figures (a-c) and (d-f) display the results for x-polarization and y-polarization of the incident light, respectively 
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The changes in the relative refractive index 
coefficients concerning photon energy while the electric 
field is changing are shown in Figure 4 for three different 
inner ring radius. The increase in the inner ring radius 
shifts the relative refractive index peaks to lower energies 
by increasing the magnitudes of peaks for y-polarized 
light. For x-polarized light, the increase in the inner ring 
radius enhances the peak magnitudes when the electric 
field is absent but slightly diminishes with the 
augmentation of the electric field. The remarkable 
reduction in the intensities of relative refractive index 
changes can be clearly seen for the increasing values of 
electric field for a fixed ring radius not only for x-polarized 
light but also y-polarized light. The declines in the peak 
intensities are consequences of the diminishing overlap 
between wave functions and as can be noticed here, the 
subjection of increasing x-oriented electric field has a so 
strong impact on these peaks for the same light 
polarization direction. 

 
Conclusion 

The energies and corresponding density probabilities 
of a single circular quantum ring with varying inner ring 
radius and in-plane static electric field are investigated by 
solving the Schrödinger equation within the effective 
mass and envelope band approximation. The obtained 
electronic spectrum is used to get relative refractive index 
change coefficients for different inner ring radius as well 
as for varying electric fields. The increases in the inner ring 
radius cause the relative refractive index peaks to appear 
at lower incident photon energies. On the other hand the 
augmentation in the electric field acts on these peaks by 
shifting them to blue for both x-polarized and y-polarized 
light. Both inner ring radius and electric field as well as 
light polarization lead to significant changes not also in the 
position of relative refractive index coefficients but also in 
the intensities of these peaks.  
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Introduction 

Generally, a well-known shortcoming of the Klein-
Gordon theory is a negative quantum probability that is 
considered to be physically meaningless[1]. To overcome 
such a challenge, Dirac proposed a first-order relativistic 
wave equation that plays an important role in many 
branches including those in nuclear and high energy 
physics. It is commonly believed that this idea is the most 
effective mathematical method to analyze the relativistic 

quantum mechanical behavior of the spin-
1

2
 particles 

(electron, proton, and their corresponding 
antiparticles)[2]. Therefore, one can easily see that there 
are lots of papers where some solutions of the Dirac 
equation are illustrated in various spacetimes[3-7].  

Investigating the effects of the rainbow functions in 
different research areas is still a very attractive topic in 
recent years. The dynamics of the photon equation are 
discussed in the cosmic string spacetime[8]. Bakke and 
Mota evaluate the Aharonov–Bohm effect in the context 
of rainbow gravity[9]. Junior and his co-authors 
investigate regular black holes in rainbow gravity [10]. Ling 
derives the kinematics of particles moving in rainbow 
spacetime[11]. The idea behind it is the Planck scale (or 
the Planck energy 𝐸𝑝𝑙  ≈ 10

19 GeV)[12]. It plays a vital 

role while determining the boundary between the 
classical and quantum gravity regimes[13-14]. However, 
the existence of such a scale forces us to consider the 
Planck energy as an invariant quantity for all observers in 
momentum space whereas the invariance of light’s speed 
c is valid in Special Relativity (SR). This result points out the 
existence of a Deformed Special Relativity (DSR)[15-16]. 
Smolin and Magueijo presented a modified energy and 
momentum relation as the following formulation[17]: 

 
𝑓2(𝜖)𝐸2 − 𝑔2(𝜖)𝑃2 = 𝑚2   (1) 
 

Here 𝜖 =
𝐸

𝐸𝑝𝑙
 is a scale parameter, where 𝐸𝑝𝑙 

represents the Plank energy, and 𝐸 denotes particle’s 
energy. Furthermore, both 𝑓(𝜖) and 𝑔(𝜖) are called 
rainbow functions obeying the following relation 

 
lim
𝜖→0

𝑓(𝜖) = lim
𝜖→0

𝑔(𝜖) = 1   (2) 

 
Thus, the DSR formalism can be reduced to the SR 

framework with the help of the above condition. In 
literature, there are several proposals[15,17] for the 
rainbow functions: 

 

1st Scenario: 𝑓(𝜖) = √1 − 𝜖2 𝑔(𝜖) = 1   (3) 
 

2st Scenario: 𝑓(𝜖) = 1  𝑔(𝜖) = 1 +
𝜖

2
 (4) 

 
Following Refs[17,18-20], one can write the rainbow 

type line-elements by making use of the transformations 

𝑑𝑡 →
𝑑𝑡

𝑓(𝜖)
 and 𝑑𝑥𝑖 →

𝑑𝑥𝑖

𝑔(𝜖)
. From this point of view, the 

energy-independent tetrads defined in the Minkowski 
spacetime are transformed mathematically into energy-
dependent ones. For this reason, in the rainbow 
formalism of gravity (RFG), the metric tensor of a given 
line-element is rewritten in terms of the energy-
dependent tetrad[17]s: 

 𝑔𝜇𝜈 = 𝑒𝜇
(𝑖)(𝜖)⊗ 𝑒𝜈

(𝑗)(𝜖)    (5) 
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where the Greek and Latin indices show the 
curved(𝜇: 0, 1, 2,3) and flat spacetime(𝑖: 0, 1, 2,3), 
respectively. Therefore, all components of energy-
dependent tetrads are divided into two main groups 
according to time and space components: 

 

𝑒0
(0)(𝜖) =

1

𝑓(𝜖)
�̃�0
(0)

    (6) 

 

𝑒𝑖
(𝑖)(𝜖) =

1

𝑓(𝜖)
�̃�𝑖
(𝑖)

    (7) 

 
where the tilde denotes the Minkowski spacetime. 
One of the most important scenarios, where the 

effects of Quantum Gravity (QG) are tested in an 
anisotropic universe, is associated with the subsequent 
metric[21]: 

 
𝑑𝑠2 = −𝑑𝑡2 + 𝑡2(𝑑𝑥2 + 𝑑𝑦2) + 𝑑𝑧2  (8) 
 
Applying the procedure of RFG to the metric gives 
 

𝑑𝑠2 = −
1

𝑓2
𝑑𝑡2 +

𝑡2

𝑔2
(𝑑𝑥2 + 𝑑𝑦2) +

1

𝑔2
𝑑𝑧2 (9) 

 
As a result, we can easily write the covariant and 

contravariant forms of the metric tensor as given below 
 

𝑔𝜇𝜈 =

(

 
 
 
 

−
1

𝑓2
0 0 0

0
𝑡2

𝑔2
0 0

0 0
𝑡2

𝑔2
0

0 0 0
1

𝑔2)

 
 
 
 

  (10.a) 

 

𝑔𝜇𝜈 =

(

  
 

−𝑓2 0 0 0

0
𝑔2

𝑡2
0 0

0 0
𝑔2

𝑡2
0

0 0 0 𝑔2)

  
 

   (10.b) 

 
According to the general transport theory, spin 

current, one of the most significant physical quantities in 
quantum physics, is accompanied by a spin continuity 
equation which includes additional torque terms like the 

spin operator �̂� =
ħ

2
�̂� which are the Pauli matrices. If we 

compare 𝜌𝑒 = 𝛹
†𝑒𝛹 (charge density) with 𝜌𝑠 = 𝛹

†�̂�𝛹 
(spin density), �̂� is thought of as the spin-charge. In the 
fermion state, the spin current is converted into the Dirac 
current and it consists of the Gordon decomposition and 
spin magnetization. Further, both currents are precisely 
discussed in [22-24]. From the point of the physical 
interpretation, the Gordon current arises from a moving 
point charge while the spin magnetization one is created 
by the spin of the elementary particles.  

The layout of the study is as follows: in the second 
section, we solve the Dirac equation for the anisotropic 
universe. In the third section, we rewrite the asymptotic 
wave function. Then, the Dirac current is calculated with 

the help of the rainbow function and is graphically 
illustrated. The last section is devoted to the conclusion 
part. 

  

The Solution of Dirac Equation 
 
The Dirac equation in curved spacetime is given by [25] 
 
[𝑖𝛾𝜆(𝜕𝜆 + Г𝜆) − 𝑚]𝛹(𝑡, 𝑟) = 0  (11) 

 
where 𝑚 is the particle’s mass, 𝛹(𝑡, 𝑟)is the particle’s 

wave function, and Г𝜆  is the spinor affine connections as 
given below 

 

Г𝜆 = −
1

8
𝑔𝜇𝛼Г𝜇𝜆

𝛼 [𝛾𝜇 , 𝛾𝜈]    (12) 

 
Г𝜇𝜆
𝛼  denotes the Christoffel symbols and are defined by 

the following equation 
 

Г𝜇𝜆
𝛼 =

1

2
𝑔𝛼𝜎(𝜕𝜈𝑔𝜆𝜎 + 𝜕𝜆𝑔𝜈𝜎 − 𝜕𝜎𝑔𝜈𝜆)  (13) 

 
The non-zero components of the Christoffel symbol for 

the given line element are expressed in terms of time and 
the rainbow functions as follows 

 

Г11
0 = Г22

0 =
𝑡𝑓2

𝑔2
  

 

Г01
1 = Г10

1 =
1

𝑡
    (14) 

 

Г02
2 = Г20

2 =
1

𝑡
  

 
Substituting Eq.14 into Eq.12 gives 
 

Г0 =
𝑓

2𝑔
𝛾(0)𝛾(2),   Г1 =

𝑓

2𝑔
𝛾(0)𝛾(1)  (15) 

 
where the brackets () represents the Minkowski 

spacetime. If Eq.15 is inserted into Eq.11, the Dirac 
equation becomes 

 

[𝛾(0) (𝜕0 +
𝑓

𝑡
) +

𝑔

𝑡𝑓
(𝛾(1)𝜕1 + 𝛾

(2)𝜕2) +
𝑔

𝑓
𝛾(3)𝜕3 +

𝑖𝑚

𝑓
]𝛹 = 0 (16) 

 
Subsequently, Eq. 16 is reduced to the following form 

by setting 𝛹 = 𝑡−1𝜓 to eliminate the contribution from the 
spinor connections 

 

[𝛾(0)𝜕0+
𝑔

𝑡𝑓
(𝛾(1)𝜕1 + 𝛾

(2)𝜕2) +
𝑔

𝑓
𝛾(3)𝜕3 +

𝑖𝑚

𝑓
] 𝜓 = 0 (17) 

 

By using 𝛾(3)𝛾(0)𝛾(3)𝛾(0) = 1, Eq. 17 can be easily 
expressed as a sum of two first-order differential operators 
after some mathematical steps 

 
[𝐿1 + 𝐿2]𝛷 = 0     (18) 
 
Where 

𝐿1 = 𝑡 (𝛾
(3)𝜕0 ++

𝑔

𝑓
𝛾(0)𝜕3 +

𝑖𝑚

𝑓
) 
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𝐿2 =
𝑔

𝑓
(𝛾(1)𝜕1 + 𝛾

(2)𝜕2)   (19) 

 

𝛷 = 𝛾(3)𝛾(0)𝜓 
 
We chose the following representation of the Dirac 

matrices[21]: 
 

𝛾(0) = (−𝑖𝜎
1 0

0 𝑖𝜎1
),    𝛾(1) = (

0 𝑖
𝑖 0

) (20.a) 

 

𝛾(2) = (𝜎
2 0
0 −𝜎2

)  , 𝛾(3) = (𝜎
3 0
0 −𝜎3

)       (20.b) 

 
With 
 

𝜎1 = (
0 1
1 0

),  𝜎2 = (
0 −𝑖
𝑖 0

)            (21.a) 

 

𝜎3 = (
1 0
0 −1

)                       (21.b) 

 
By using a separation constant 𝜆, Eq.18 can be written 

as 
 
𝐿1𝛷 = −𝜆𝛷     (22) 
 
𝐿2𝛷 = 𝜆𝛷     (23) 
 
Since the particle moves freely in x, y, and z coordinates, 

the spinor Φ is given by 
 

𝛷 = 𝑒𝑖(𝑘1𝑥+𝑘2𝑦+𝑘3𝑧)𝜒(𝑡)    (24) 
 
where 
 

𝜒(𝑡) = (
𝜒1
𝜒2
)       (25) 

 
If we insert Eq.25 and Eq.24 into Eq.23 and apply some 

mathematical steps, we get the following relation between 
components of the bispinor 

 

𝜒2 =
𝑘1𝜎

2

𝑖𝑘2+
𝑓

𝑔
𝜆
𝜒1     (24) 

 

where 𝜆 = ∓𝑖
𝑔

𝑓
√𝑘1

2 + 𝑘2
2. Then, if the same procedure 

is applied for Eq. 22, we find two coupled differential 
equations as below 

 
𝜕𝛷2

𝜕𝑡
+
𝜆

𝑡
𝛷2 − (

𝑔𝑘3

𝑓
+
𝑚

𝑓
)𝛷1 = 0  (27) 

 
𝜕𝛷1

𝜕𝑡
−
𝜆

𝑡
𝛷1 + (

𝑔𝑘3

𝑓
+
𝑚

𝑓
)𝛷2 = 0  (28) 

 
where the bispinor 𝜒1 is chosen by the following form 
 

𝜒1 = (
𝛷1
𝛷2
)     (29) 

 

If we perform some algebra between these coupled 
equations, we get the following second-order differential 
equation: 

 

[
𝜕2

𝜕𝑡2
+
𝜆−𝜆2

𝑡2
− {(

𝑚

2
)
2

− (
𝑔𝑘3

𝑓
)
2

}]𝛷1 = 0   (30) 

 
Defining a new variable 𝑡 = 𝛼 𝑢 takes Eq.30 to the form 

of the well-known Whittaker Equation and thus, the 
corresponding solutions are written as [26] 

 

𝛷1 = 𝑁1𝑀𝜅,𝜇(
𝑡
𝛼⁄ ) + 𝑁2𝑊𝜅,𝜇(

𝑡
𝛼⁄ )  (31) 

 
which 𝑀𝜅,𝜇  and 𝑊𝜅,𝜇 are called as Whittaker functions, 

𝜅 = 0, 𝜇 = ∓(λ −
1

2
) and 𝛼 =

𝑓

2𝑔𝑘3
(1 − (

𝑚

𝑔𝑘3
)
2

)
−1

. If we 

analyze the asymptotic behavior of Whittaker functions as 
𝑡 → ∞[26], 𝑁1 must be zero since 𝑀𝜅,𝜇 leads to the 

divergence of 𝛷1  in that limit. Therefore, Eq.31 is reduced 
to the following form 

 

𝛷1 = 𝑊0,𝜇(
𝑡
𝛼⁄ )                       (32.a) 

 

𝛷2 =
𝑓

𝑚−𝑔𝑘3
(𝜕𝑡 +

λ

𝑡
)𝑊0,𝜇(

𝑡
𝛼⁄ )            (32.b) 

 
With the help of the differential definition of the 

Whittaker function[26], the explicit form of Eq.32 can be 
written as 

 

𝛷1 = 𝑊0,𝜇(
𝑡
𝛼⁄ )            (33.a) 

 

𝛷2 =
𝑓

𝑚−𝑔𝑘3
[(

1

2𝛼
−
λ

𝑡
)𝑊0,𝜇(

𝑡
𝛼⁄ ) −

1

𝑡
𝑊1,𝜇(

𝑡
𝛼⁄ )](33.b) 

 
Similarly, if we use the asymptotic property of the 

Whittaker function[26] for Eq. 33, we get 
 

𝛷1 = 𝑒
−
𝑡

2𝛼            (34.a) 
 

𝛷2 = 𝛽𝑒
−
𝑡

2𝛼           (34.b) 
 
where  
 

𝛽 = √
𝑘3+

𝑚

𝑔

𝑘3−
𝑚

𝑔

     (35) 

Thus, the total associated Dirac wave function is in the 
following form: 

 

𝛹(𝑡, 𝑟) = 𝑁(

1
𝛽
−𝛾𝛽
𝛾

)
𝑒
(𝑖�⃗⃗⃗�.�⃗⃗⃗�−

𝑡
2𝛼)

𝑡
   (36) 

 

where 𝛾 =
𝑖𝑔𝑘1

𝑖𝑔𝑘2+𝑓 λ
 and 𝑁 is a normalization coefficient 

as follows  
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𝑁 = 𝑖√
𝑔3

𝛼(1+𝛽2)(1+|𝛾|2)
    (37) 

 

Spin Current Density 
 
From the quantum mechanical perspective, the spin 

current density associated with the flow of its probability 
is known as the Dirac current and is given by [27,28] 

 
𝐽𝐷
𝜇
= 𝐽𝐺

𝜇
+ 𝐽𝑀

𝜇
     (38) 

 
With 
 
𝐽𝐺
𝜇
= 𝑖𝑒[�̅�𝜕𝜇𝛹 −𝛹𝜕𝜇�̅�]   (39) 

 
𝐽𝑀
𝜇
= 𝑖𝑒𝜕𝜈[�̅�𝛾

𝜇𝛾𝜈𝛹− �̅�𝛾𝜈𝛾𝜇𝛹]  (40) 
 

where �̅� = 𝛹†𝛾(0), G, and M denote the Gordon and 
spin magnetization current. If we calculate the spin 
current for the line element given in Eq.9, we obtain 

 

𝐽𝐷
𝜇
= 𝑒 (

𝑔

𝑓
)
2 𝑒

−
𝑔
𝑓
𝑘3𝑡

𝑡2
𝑘𝑠𝑢𝑚   (41) 

 
where 𝑘𝑠𝑢𝑚 = 𝑘1 + 𝑘2 + 𝑘3 > 0 and also 𝑘3 must be 

positive because this enables us to avoid divergence of 
spin current in high time. If making a plot of Eq.41 in terms 
of charge value(e = 1 and e = −1) by considering two 
rainbow scenarios, we get the following figüre: 

 

Figure 1. In the both figures, dashed line shows                   
e=1(positron) state while line indicates 
e=−1(electron) one at k3=0.5  and ksum=1. 
Furthermore, red(high scale), green(medium one), 
and blue(low one) color of both dashed and line 
represent ϵ = 0.9, ϵ = 0.6 and ϵ = 0.3 and 
respectively 

 

It can be seen that the current density defined for both 

positron and electron decreases over time. However, the 

second scenario’s slope is much bigger than the first one 
since Eq.40 is linearly dependent on g while it is inversely 

proportional to f. Also, any particle creation is not observed 

in either of the scenarios since they do not have any critical 

turning point whose sign-magnitudes lead to change 

through the time axis in both current densities. 

 

 
 

Conclusion 
 

In this work, we propose a solution to the Dirac 

equation in the anisotropic rainbow universe. By rewriting 

the Dirac wave function considering the asymptotic 

property of the Whitaker function, we calculate the spin 

current density using the asymptotic limit. According to 

our results, no particle creation event occurred in any of the 
rainbow scenarios. To understand their effects on particle 

creation, we, therefore, need to discuss the different 

rainbow scenarios listed in the literature. 
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In this study, we have produced Cu-Sn-S (CTS) and Bi doped CTS powder composite structures by mixing CuS and 
SnS2 powders and adding %3 Bi into CuS-SnS2 (1:1) powder mixture.  These raw powders were mixed and milled 
by a ball milling device and then CTS and Bi doped CTS target pellets have been produced by cold pressing using 
a mold prepared in special dimensions.  The morphology and crystal structure of target pellets have analysed by 
SEM and XRD techniques.  The target pellets contain different crystalline phases such as: Cu2SnS3, Cu2Sn3S7, 
Cu4Sn7S16 and SnS.  It has been experienced that Bi doped CTS target pellet has better morphology compared to 
CTS target pellet.  Using PLD technique, the target pellets have been ablated by laser beam to deposited thin 
film on soda lime glass substrates.  According to AFM analysis, the particle size that forms Bi doped CTS thin film 
is larger than that of CTS thin film.  Bi doped CTS thin film has poor crystal structure, while the pure CTS thin film 
were amorphous.  The band gap of Bi doped CTS thin film is slightly lower than that of CTS thin film.  While the 
produced Ag/CTS/Si/Al hetero-junction has not shown diode feature, Ag/Bi dop CTS/Si/Al hetero-junction has 
exhibited photovoltaic behaviour.  The ideality factor, the barrier height, serial resistivity of Ag/Bi dop CTS/Si/Al 
hetero-junction have been calculated by the conventional  𝐽 − 𝑉, Cheung-Cheung and Norde methods in the 
darkness and under the illumination (AM 1.5 solar radiation in 80 mW/cm2).  The photovoltaic parameters of 
the hetero-junction have been determined and interpreted in detail in this article. 
 

Keywords: Target pellet, Doped, Bi doped CTS, Thin film, Ball milling, PLD. 
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Introduction 
 
In recent years, many studies have been actualised on 

Cu-Sn-S (CTS) system consisting of ternary components 
such Cu2SnS3, Cu4SnS4, Cu3SnS4, Cu2Sn3S7, Cu4Sn7S16 [1-4] 
for thin film solar cells.  Cu2SnS3, which has the most stable 
structure among these ternary components, is a p-type 
semiconductor in high absorption coefficient, 0.9-1.35 eV 
direct band gap and it also consists of non-toxic and low 
cost elements.  It is foreseen that use of CZTS (Cu2ZnSnS4) 
as an absorber layer will be replaced in thin film solar cell.  
In order to realise this, advanced studies have been 
actualised on the optical, crystal and morphological 
properties of Cu2SnS3 material.  At this point, a significant 
increase has been succeed in the efficiency of solar cells 
by doping Ge (6%) and Na (4.6%) atoms into Cu2SnS3 [5]. 
Among the prospective doping elements, Bismuth (Bi) is a 
V group element that offers an acceptor dopant property 
to p-type semiconductor material.  Bi element has been 
used as a dopant for p-type materials such as CIS (CuInS2), 
CIGS (CuInGaS2) and CZTS resulting in an increase in 
particle size of materials, passivation of the donor defects, 
improvement in their crystal structure, and an increase in 
the number of charge carriers [6-8].  Furthermore, these 
parameters have been improved the open circuit voltage 

(Voc), filling factor (FF) and power conversion efficiency (η) 
of produced solar cells [9].  With this point of view, 
Antimony (Sb) element, which shares the same group 
element with Bi atom, has developed the crystal structure 
of Cu2SnS3 [10] showing that Bi doping element can 
increase the efficiency of Cu2SnS3 based solar cell to be 
produced. 

The deposition techniques such as electron beam 
evaporation, sputtering and pulse laser deposition (PLD) 
techniques have been used to produce Cu2SnS3 thin film 
[5].  PLD is a simple system consisting of vacuum chamber 
and laser system.  PLD system is a very power full 
technique serving very prominent advantageous for 
stoichiometric transfer and homogeneous thin film 
growth.  By changing PLD parameters such as laser 
fluency, background gas pressure, laser wavelength and 
substrate temperature, we can adjust the optical, 
crystalline, morphological and electrical properties of the 
growth thin film [11-13]. 

In this study, in order to produce Bi doped CTS 
material, we have added Bi powder into CTS powder 
mixture, mixed it by a ball milling technique and then we 
have formed target pellets of pure CTS and Bi doped CTS 

http://xxx.cumhuriyet.edu.tr/
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0003-3046-6138
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components.  Bi doped CTS target pellet has been ablated 
by a laser beam and its thin film has been deposited on n-
Si wafer and soda lime glass (SLG) substrate using PLD 
technique.  We have performed production and 
characteristic analyses of CTS and Bi doped CTS target 
pellets and their thin films.  Al and Ag contacts have been 
coated on the rear side of Si wafer and Bi doped CTS thin 
film in produced Si/Bi doped CTS hetero-junction, 
respectively.  𝐽 − 𝑉 graphs of Ag/Bi doped CTS/Si/Al 
hetero-junctions were determined at dark and under 
illumination conditions and their electrical and 
photovoltaic properties have also been investigated. 

 

Experimental 
 

Produce of Cts, Bi Doped Cts Target Pellets and 
Ag/Bi Doped Cts (And Non Doped Cts)/Si/Al Hetero-
Junctions  

CTS and Bi doped CTS powder components have been 
formed by CuxS-SnS2 powder mixture and adding %3 Bi 
into CuxS-SnS2 (1:1) powder mixture, respectively (Fig. 1a). 
The raw powders have been mixed and milled for 9 hour 
by a ball milling device shown in Fig 1b.  CTS and Bi doped 
CTS powder mixture have been annealed at 600 °C for 1 
hour in a quartz tube furnace under vacuum.  The target 

pellets (Fig 1e) have been produced by cold pressing the 
resulted powders (Fig 1d) using a special mould (Fig 1c).  
The diameter and thickness of the target pellet are 12 mm 
and 2mm, respectively.  The target pellets have been 
annealed at 700oC for 6 hours under argon ambient gas 
environment. 

Before starting the thin film production process, SLG 
and silicon wafer substrate were cleaned.  After cleaning 
the SLGs with foamy soap, they were soaked in acetone 
and isopropyl alcohol for 15 minutes via ultrasonic bath, 
respectively.  Si wafer was first cleaned with foamy soap 
and then kept in HF: distilled water (1:24) solution mixture 
for 2 minutes to remove the oxide layer.  Then, Si wafer 
was soaked in distilled water for 5 minutes.  SLG and Si 
wafers were dried with nitrogen gas jet just before the 
deposition process started.  n-Si wafer used to form 
hetero-junction, has 10 Ω.cm resistance, 500 µm thickness 
and (100) crystalline orientation.  

In order to produce thin film with PLD technique, the 
target-substrate distance was adjusted to 45mm.  The 
pressure of vacuum chamber was reduced down to 3×10-

6 mbar.  Pure CTS and Bi doped CTS target pellets were 
ablated by laser beam using 1.6 J/cm2 laser fluency and 
1064 nm wavelength for 90 minutes. 

 

 
 

 

 

 

 

 
Figure 1. a) CuxS, SnS2 and Bi powders b) Ball milling devices c) special mould for target pellet d) press machine e) 

CTS target pellet 
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The thin films were deposited on SLG and the front 
face of n-Si wafer at room temperature via the plasma in 
Fig 2a.  Al metal contacts were deposited on rear face of 
n-Si wafer using Physical Vapour Deposition (PVD) and 
then, CTS and Bi doped thin films were placed next to 50 
mg of sulphur powder in a quarts tube and annealed at 
400°C temperature under vacuum. Ag finger front contact 
was deposited on Bi doped CTS (and CTS) thin films by PVD 
technique, forming Ag/Bi doped CTS (and non doped 
CTS)/Si/Al heterojunctions. The thickness of back (Al) and 
front (Ag) contacts was measured to be 150 nm. The 
active area and size of the heterojunction diodes, which 
are 0.2 cm2 and 1 cm2, respectively. 

 

 

 
Figure 2. a) Photograph of CTS plasma and b) Ag/Bi 

doped CTS (and CTS)/Si/Al heterojunctions diagram 
 

 

Material Characterization  
The crystal structure and morphology of CTS and Bi 

doped CTS target pellets have been determined by XRD (X-
Ray Diffraction) and SEM (Scanning Electron Microscopy) 
analyses, while the crystal, optical and morphological 
properties of their thin films structures have been  
determined by XRD, UV-vis spectra and AFM (Atomic 
Force Microscopy), respectively. 𝐽 − 𝑉 characteristics of 
pure and Bi doped CTS/Si hetero-junctions were obtained 
in the darkness and the illumination conditions.  The 
ideality factor (n), barrier height (Ф𝐵) and series 
resistance (𝑅𝑠) have been calculated by conventional 𝐽 −
𝑉, Cheung-Cheung, Norde methods and Voc, Jsc, FF and η 
photovoltaic (PV) parameters have been obtained.  

 

Discussion 
 
XRD Analysis of CTS and Bi Doped CTS Target Pellets  
Fig 3a and 3b show XRD Spectra of CTS and Bi doped 

CTS target pellets.  Both target pellets contain different 

ternary phases of Cu-Sn-S sulphides, such as; Cu2SnS3 

(JCPDS 00-027-0198), Cu3SnS4 (JCPDS 00-036-0218), 
Cu2Sn3S7 (JCPDS 00-039-0970) and Cu4Sn7S16 (JCPDS 01-
089-4713), in addition one binary phase SnS (JCPDS 00-
039-0354) phases [1-3, 5, 14-17].  These phases indicate 
that the target pellets have been found as Sn rich [4, 13, 
16, 18, 19].  At temperatures above 400°C, the formation 
of SnS phase is probable [20] leading to an obvious SnS 
peak at the XRD diagram at both pure and doped CTS 
pellet targets.  Also, it is likely for SnS phase to appear at 
Sn rich precursors [16, 21, 22].  However, the crystal 
structure of CTS target pellet has been weaken by the 
addition of the Bi atom [23-26].  We have also noticed a 
decrease in the density of peaks referring to SnS phase.  
Addition of Bi atom into CTS as a dopant can cause 
undesirable defects in CTS and it may cause deterioration 
of the crystal structure. Furthermore, Bi atoms (117 pm) 
are more likely to occupy Cu (91 pm), Sn (83 pm) and S (51 
pm) vacancies. Since the ionic radius of Bi atoms is higher 
than that of other atoms, it can lead to surface strain, 
which adversely affects the crystal structure. Therefore, 
when Bi atoms are doped into CTS target pellet, the crystal 
structure of CTS target pellet can be weakened. 

 

 

 
Figure 3. XRD spectrums of a) CTS and b) Bi doped CTS 

target pellets 
 

The crystalline size of CTS target pellets have been 
obtained using Scherrer equation (eq.1): 

 
𝐷 = 0.94𝜆/𝛽𝑐𝑜𝑠𝜃 (1) 
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Where D is the size of crystalline, λ is wavelength of X-
Ray, 𝛽 is full-width at half-maximum of diffraction peak 
and 𝜃 is Bragg diffraction angle.  The main crystalline size 
of CTS and Bi doped CTS target pellets, which were 
calculated to be 76.24 nm and 59.08 nm using Scherrer 
equation, respectively. Due to the possibility of surface 
strain, the crystalline size of the Bi-doped CTS target pellet 
is smaller than the crystalline size of the CTS target pellet. 

 

Morphologic Analyses of CTS and Bi Doped CTS 
Target Pellets 

Bi doped CTS target pellet consists of larger particles 
compared to CTS target pellets, according to SEM images 
given in Fig. 4a and 4b.  The reason behind this increase 
can be explained by the possibility of Bi (117 pm) atom 
occupying Sn (83 pm) and S (51 pm) vacancies and can 
cause an enlargement in the particle size.  Furthermore, Bi 
doped CTS target pellet indicates more homogeneous and 
uniform particle distribution compared to CTS target 
pellet through Bi doping.  Thus, an ideal laser ablation can 
be achieved using Bi doped CTS target pellet with its the 
smoother morphological structure. 
 

 

 
Figure 4. SEM images of a) CTS and b) Bi doped CTS 

target pellets 
 

XRD Analysis of CTS and Bi Doped CTS Thin Films 
XRD spectra of CTS and Bi doped CTS thin films are 

shown in Fig. 5.  Bi doped CTS thin film has a very poor 
crystalline structure while CTS thin film is amorphous.  

Similar to the target pellet, a peak with a very low intensity 

was formed at 2= 32° indicating SnS phase [27] in XRD 
pattern of Bi doped CTS thin film.  The cause of the 
amorphous structure of pure CTS thin film can be based to 
the fact that the CTS target pellet is not uniform and 
inhomogeneous compared to Bi doped CTS target pellet, 
and therefore, an ideal laser ablation process cannot be 
achieved.  Annealing of Bi doped CTS thin film at low 
sulfurization temperature can cause a poor crystalline 
structure of thin film.  In addition, Bi doped CTS thin film 
can be exposed to the wetting problem as it grown on Si 
wafer surface at higher sulfurization temperature and it 
can’t completely cover the surface of Si wafer [28, 29].  
Therefore, high annealing temperature is not preferred. 

 

Figure 5. XRD spectrum of a) CTS and b) Bi doped CTS 
target films 

 

Morphologic Analyses of CTS and Bi Doped CTS 
Thin Films 

 

 
Figure 6. AFM images (in 5µm×5µm area) of a) CTS 

and b) Bi doped CTS thin films 
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AFM images of CTS and Bi-doped CTS thin films in 420 nm 
thickness are given in Fig 6a and 6b, respectively. The particle 
size of Bi doped CTS thin film is larger than that of CTS thin film.  
The fact that Bi atom (117 pm) can occupy Cu (68 pm) and S 
(51 pm) vacancies and then increase the particle size of Bi 
doped CTS thin film.  The large particle size of Bi doped CTS thin 
film causes the reduction of the numbers of grain boundaries 
and the passivation of defects and traps within the boundaries. 
This provides some improvement in the crystal structure of Bi 
doped CTS thin film compared to pure CTS thin film [11, 30]. 
 

 

 
Figure 7. a) Absorbance spectrum (the photograph of 

CTS and Bi doped CTS in small squares) and b) Tauc 
plot of CTS and Bi doped CTS thin films 

 
Bi doped CTS thin film absorbs slightly more light than CTS 

thin films, according to absorbance spectra shown in Fig. 7a.  
As shown in AFM image in Fig 6b, Bi atom has increased the 
particle size of Bi doped CTS thin film causing more light 
absorption.  In addition, according to the photographs of CTS 
and Bi doped CTS thin films have been given in the small 
square in Fig. 7a, it appears that Bi doped CTS thin film is 
darker than CTS thin film and it can be foreseen that Bi doped 
CTS thin film can absorb more photons. 

The band gaps of thin films have been calculated by Tauc 
Eq (2) expressed below: 

 

(𝛼ℎ𝑣)2 = 𝐴(ℎ𝑣 − 𝐸𝑔)
1/2

  (2) 

 
where A, ℎ𝑣, Eg are a constant, the photon energy and 

the band gap of thin film, respectively.  The band gaps of CTS 
and Bi doped CTS thin films have been determined as 1.64 eV 
and 1.55 eV from Tauc graph in Fig. 7b, using Eq (1), 
respectively.  The photon absorption of Bi doped CTS thin 
film is slightly higher since its band gap is slightly lower.  The 
band gap of Bi doped CTS thin film is more consistent with 
the value has been reported in the literature [31, 32].  

 

The electrical characteristics of Ag/Bi doped 
CTS/Si/Al hetero-junctions in darkness and under 
illumination 

Since the crystal structure of CTS thin film is 
amorphous, there are excessive defects and traps in this 
thin film structure. Because the charge carriers are 
recombined in these traps and defects, Ag/CTS/Si/Al 
hetero-junction could not show any diode features. 

 

Figure 8. The logarithmic 𝐽 − 𝑉 characteristic of Ag/Bi 
doped CTS/Si/Al heterojunction in the darkness and 
the illumination 

 
  However, Ag/Bi doped CTS/Si/Al hetero-junction has 

exhibited PV behaviour according to the logarithmic 𝐽 − 𝑉 
characteristics shown in Fig 8.  The rectification ratio (𝑅𝑅) 
of a diode, which is expressed by Eq (3): 

 

𝑅𝑅 =
𝐼𝐹(+𝑉)

𝐼𝑅(−𝑉)
 (3) 

 
Where, 𝐼𝐹 is forward current in +1V, 𝐼𝑅 is reverse 

current in -1V. Rectification rate of Bi doped CTS hetero-
junction (𝑅𝑅 = 2.34) under the darkness is higher than 
the rectification ratio (𝑅𝑅 = 0.11) of the hetero-junction 
in the light.  The increase in forward current due to photo-
excited electron-hole pair formation lead to a better 
rectification behaviour of the hetero-junction [33]. 
However, the weak crystalline structure of Bi doped CTS 
thin film and the large number of defects and traps in its 
crystal structure cause more recombination of the charge 
carriers. Therefore, the rectification rates of the hetero-
junction are low in the darkness and under the 
illumination.  

The current of a diode is determined by Eq (4) in 
thermionic emission theory, 

 
𝐼 = 𝐼0[𝑒𝑥𝑝(𝑞𝑉/𝑛𝑘𝑇) − 1]    (4) 
 
V is applied forward bias voltage applied, Io is 

saturation current, n is the ideality factor, q is electric 
charge, T is the absolute temperature and k is Boltzman 
constant.  Ideality factor of a diode is given by Eq (5): 

 

𝑛 =
𝑞

𝑘𝑇

𝑑𝑉

𝑑(𝑙𝑛𝐼)
   (5) 

 
The ideality factor is determined by the drawn straight 

line in forward bias region in the logarithmic 𝐽 − 𝑉 graph 
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seen in Fig 8.  The ideality factors of the hetero-junction in 
darkness and the illumination conditions have been 
calculated to be 𝑛𝑑𝑎𝑟𝑘 = 3.71 and 𝑛𝑖𝑙𝑙𝑢𝑚. = 3.36, 
respectively.  The ideality factors of the hetero-junction in 
both environment conditions have been found to be 
rather high [34].  The reasons behind it might be referred 
to the leakage current and dangling-bonds that can occur 
at the interfaces of the depletion region where the 
recombination of charge carriers is high due to the 
existence of defects, traps and interface states formed 
due to the poor crystalline of Bi doped CTS thin film [11, 
35, 36]. 

The barrier height (Ф𝑏) of a diode is obtained by using 
the following equation: 

 

Ф𝑏 =
𝑘𝑇

𝑞
𝑙𝑛 (

𝐴𝐴∗𝑇2

𝐼𝑜
) (6) 

 
A and A* are the active area of diode and Richardson 

constant (112 A cm-2K-2 to n-Si), respectively.  Io saturation 
current is determined by the straight line drawn intersects 
y-axis of the reverse bias region in the logarithmic 𝐽 − 𝑉 
characteristic in Fig 8.  The barrier heights of Bi doped CTS 
thin film in darkness and illumination conditions have 
been found to be Ф𝑏(𝑑𝑎𝑟𝑘) = 0.60 eV and Ф𝑏(𝑖𝑙𝑙𝑢𝑚.)=0.56 

eV, respectively.  The photo current result in that a 
decrease in both the ideality factor and barrier height of 
Bi doped CTS hetero-junction due to the photo excited 
charge carriers under illumination conditions [35, 37]. 

Serial resistance of a diode has been calculated using 

𝑅𝑠 =
∆𝑉𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑏𝑖𝑎𝑠 𝑣𝑜𝑙𝑡𝑎𝑔𝑒

∆𝐼𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑏𝑖𝑎𝑠 𝑐𝑢𝑟𝑟𝑒𝑛𝑡
  formula for the forward bias 

region of the logarithmic J-V curve [38].  We have obtained 
𝑅𝑠 − 𝑉 curve given in Fig. 9 using this formula and 
determined the saturated value of 𝑅𝑠 serial resistances at 
high voltage.   

 

 

Figure 9. 𝑅𝑠 − 𝑉 curve of Bi doped CTS hetero-junction 
in the darkness and the illumination 

 
𝑅𝑠 values have been determined to be 38.84Ω and 

33.57 Ω in the darkness and the illumination conditions.  
Electrons excited by the photon in the valence band of Bi 
doped CTS have been transmitted to the conduction band 
under the illumination conditions and cause the formation 
of charge carriers, thus the series resistance has been 
reduced [39, 40]. 

 
 
Table 1. The electrical parameters of Ag/Bi doped CTS/Si/Al hetero-junction in the darkness and the illumination 

Bi doped CTS/Si  
hetero-junction 

J-V Method Cheung Cheung Method Norde Method 

dln(J)-V dV/dln(J)-J H(J)-J F(V)-V 
𝒏 𝑹𝒔(Ω) Ф𝒃(eV) 𝒏 𝑹𝒔(Ω) 𝑹𝒔(Ω) Ф𝒃(eV) 𝑹𝒔(Ω) Ф𝒃 (eV) 

Darkness 3.71 38.84 0,60 6.68 17.49 21.91 0.61 49.63 0.65 

Illumination 3.36 33.57 0.56 5.37 20.28 23.49 0.63 43.63 0.70 

 
 
𝑛, 𝑅𝑠  and Ф𝑏 parameters have been calculated by 

Cheung-Cheung method, Norde Method as well as the 
conventional J-V method and the result are presented in 
Table 1.  Cheung-Cheung functions have been expressed 
by Eq 7), Eq (8) and Eq (9): 

 
𝑑𝑉

𝑑(𝑙𝑛𝐼)
= 𝐼𝑅𝑠 + 𝑛 (

𝑘𝑇

𝑞
)  (7) 

𝐻(𝐼) = 𝑉 − (
𝑛𝑘𝑇

𝑞
) 𝑙𝑛 (

𝐼

𝐴𝐴∗𝑇2
) (8) 

𝐻(𝐼) = 𝐼𝑅𝑠 + 𝑛Ф𝑏  (9) 
 
 
 

 
𝑑𝑉 𝑑(ln 𝐽) − 𝐽⁄  and 𝐻(𝐽) − 𝐽 characteristics of Bi 

doped CTS hetero-junction are given in Fig 10a and 10b, 
respectively.  y-axis intercept and the slope 
of 𝑑𝑉 𝑑(ln 𝐽) − 𝐽⁄  graphic obtained by Eq (7) show 𝑛𝑘𝑇/𝑞 
and 𝐼𝑅𝑠 ,respectively.  The ideality factors of the hetero-
junction have been calculated to be 𝑛𝑑𝑎𝑟𝑘 = 6.68 and 
𝑛𝑖𝑙𝑙𝑢𝑚. = 5.37, while the serial resistances have been 
calculated to be 𝑅𝑠(𝑑𝑎𝑟𝑘) = 17.49Ω and 𝑅𝑠(𝑖𝑙𝑙𝑢𝑚.) =

20.28Ω in the darkness and the under illumination 
conditions, respectively.  The ideality factors and serial 
resistitance determined by 𝑑𝑉 𝑑(ln 𝐽) − 𝐽⁄  characteristics 
are higher compared to that calculated by the 
conventional 𝐽 − 𝑉 characteristics. 
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Figure 10. a) 𝑑𝑉 𝑑(ln 𝐽) − 𝐽⁄  and b)  𝐻(𝐽) − 𝐽 curves of Bi doped CTS hetero-junctions in darkness and the 

illumination 

y-axis intercept and the slope of 𝐻(𝐽) − 𝐽 graphic 
obtained by Eq (8) present 𝑛Ф𝑏 and 𝐼𝑅𝑠 in Eq (9).  The 
serial resistance of Bi doped CTS hetero-junction have 
been calculated to be 𝑅𝑠(𝑑𝑎𝑟𝑘) = 21.91Ω and 𝑅𝑠(𝑖𝑙𝑙𝑢𝑚.) =

23.49Ω, while its barrier height have been calculated to 
be Ф𝑏(𝑑𝑎𝑟𝑘) = 0.61 eV and Ф𝑏(𝑖𝑙𝑙𝑢𝑚.) = 0.63 eV in the 

darkness and the illumination conditions, respectively.  𝑅𝑠 
values obtained by 𝐻(𝐽) − 𝐽 characteristic have been 
found to be slightly higher than that obtained by 
𝑑𝑉 𝑑(ln 𝐽) − 𝐽⁄  characteristics.  However, 𝑅𝑠 values 
obtained by 𝐻(𝐽) − 𝐽 characteristics have been found to 
be lower than that of the conventional 𝐽 − 𝑉 
characteristics.  The ideality factors and serial resistance 
calculated by both conventional 𝐽 − 𝑉 and Cheung-
Cheung methods for the darkness have been found to be 
higher than those of the illumination conditions.  
However, the barrier heights determined by conventional 
𝐽 − 𝑉 and Cheung-Cheung methods have been recorded 
to be lower and higher to the darkness and the 
illumination conditions, respectively.  This conflict might 
be referred to the fact that the barrier height has been 
obtained from the reverse bias region of 𝐽 − 𝑉 curve using 
the conventional 𝐽 − 𝑉 method, while it has been 
determined from the forward bias region of 𝐽 − 𝑉 curve 
by Cheung-Cheung method. 

 

 

Figure 11. 𝐹(𝑉) − 𝑉 characteristic of Bi doped CTS 
heterojunction in the darkness and the illumination. 
 
In Fig 11, we have presented 𝐹(𝑉) − 𝑉 characteristics 

of Bi doped CTS hetero-junction in darkness and the 
illumination conditions.  The barrier height and serial 

resistance have been calculated by Norde method [41] 
expressed in Eq (10); 

 

𝐹(𝑉, 𝛾) =
𝑉

𝛾
−

𝑘𝑇

𝑞
𝑙𝑛 (

𝐼(𝑉)

𝐴𝐴∗𝑇2
)   (10) 

 
In Eq (10), 𝛾 is the first constant higher than ideality 

factor which was determined by logarithmic J-V curve.  Ф𝑏 
and 𝑅𝑠 values can be calculated by Eq (11) and Eq (12) in 
Norde method;  

 

Ф𝑏 = 𝐹(𝑉𝑜) +
𝑉𝑜

𝛾
−

𝑘𝑇

𝑞
     (11) 

𝑅𝑠 =
𝛾−𝑛

𝐼𝑚𝑖𝑛

𝑘𝑇

𝑞
      (12) 

𝐹(𝑉𝑜) is the minimum value of 𝐹(𝑉) − 𝑉 curve, 𝑉𝑜  is 
voltage corresponding to 𝐹(𝑉𝑜) value, 𝐼𝑚𝑖𝑛 is current 
corresponding to 𝑉𝑜  value in 𝐽 − 𝑉 curve.  𝑅𝑠 and Ф𝐵 
values of the Bi doped CTS hetero-junction have been 
calculated using Eq (11) and Eq (12) to be 49.63Ω, 0.65 eV 
and 43.63Ω, 0.70 eV in the darkness and under the 
illumination conditions, respectively.  𝑅𝑠 and Ф𝐵 values 
determined by Norde method are higher than that 
obtained by Cheung Cheung method.  The reason for this 
situation is that Cheung Cheung methods are only 
implemented to nonlinear region (in high voltage area) in 
forward bias of 𝐽 − 𝑉 curve while Norde method is 
implemented to all forward bias region of 𝐽 − 𝑉 curve 
[37]. 
 
Table 2. The photovoltaic parameters of Bi doped CTS 

heterojunction under the illumination  
Heterojunction Jsc Voc FF

 
η 

Bi doped CTS 0,158 mA/cm2 100 mV 0,24 0,0049 % 

 
Bi doped CTS/n-Si heterojunction has exhibited 

photovoltaic behaviour as seen in logarithmic 𝐽 − 𝑉 curve 
in Fig 8 and the photovoltaic parameters of the 
heterojunction are presented in Table 2.  Since Bi doped 
CTS thin film has a weak crystalline structure, photo-
excited charge carriers undergo more recombination [12, 
42, 43].  Thus, the charge transfer to the depletion region 
is limited and the charge accumulation is less.  This 
situation causes the short circuit current to be lower [30].  
The photo excited charge carriers can cause leakage 
current at the interface.  In addition, when Bi doped CTS 
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semiconductor with 1.55 eV band gap grown over Si 
semiconductor of 1.1 eV band gap, a low built in potential 
can occur in the depletion region [12].  Furthermore, it is 
also seen in Table 1 that a low barrier height is formed in 
the conventional 𝐽 − 𝑉 characteristic to illumination.  All 
these factors can lead to lower the open circuit voltage.  
Low Jsc, Voc and FF values cause low power conversion 
efficiency. However, the work functions of n-Si 
semiconductor and metal contacts such as Ag, Al which 
are important for the contacts to exhibit ohmic property 
and affect photovoltaic performance of the 
heterojunction diode. To the metal contact to be ohmic 
for the n-type semiconductor, the metal’s work function 
must be smaller than n-type semiconductor’s work 
function (𝜙𝑀 < 𝜙𝑆).  For a contact metal to be ohmic for 
a p-type semiconductor, the work function of the metal 
must be higher than that of the p-type semiconductor 
(𝜙𝑆 < 𝜙𝑀) [12, 44]. Al back contact (4.06 eV) tends to 
exhibit ohmic behaviour for n-Si (4.58 eV) 
semiconductors. Thus, charge flow can be easily achieved 
through the contact and a contribution to charge 
collection can be made [45-47]. As a result, Ag/Bi doped 
CTS/n-Si/Al hetero-junction shows the photovoltaic 
property and the higher efficiency can be achieved in CTS 
thin film solar cells with the improvement studies on CTS 
and Bi doped CTS thin film. 

 

Conclusions 
 

In this study, we have added Bi powder to CuxS and 
SnS2 powder mixture and milled it by ball milling, and then 
we have produced CTS and Bi doped CTS target pellets by 
cold press.  it has been noticed that these target pellets 
are Cu poor and Sn rich containing Cu2SnS3, Cu2SnS3, 
Cu2Sn3S7, Cu4Sn7S16 and SnS crystal phases.  Bi atoms have 
weakened the crystal structure of CTS target pellet.  
However, Bi doped CTS target pellet consists of larger and 
homogeneously distributed particles compared to non-
doped CTS target pellet.  The target pellets have been 
ablated by laser beam and their thin films have been 
formed using PLD technique.  CTS thin film has been 
produced with an amorphous structure while Bi thin film 
has been formed in a poor crystalline structure.  These Bi 
doped thin films were Cu poor and Sn rich with a weak 
peak of SnS phase.  Bi doped CTS thin film consist of larger 
particles compared to CTS thin film and their Eg band gap 
is lower than that of pure CTS thin film.  

Since CTS thin film is in amorphous structure, 
Ag/CTS/n-Si/Al hetero-junction produced could not 
exhibit diode feature.  On the other hand, Ag/Bi doped 
CTS/Si/Al hetero-junction has exhibited diode 
characteristics and PV behaviours.  Electrical parameters 
of Bi doped CTS/Si hetero-junction have been calculated 
by the conventional 𝐽 − 𝑉, Cheung Cheung and Norde 
methods in the darkness and under the illumination 
conditions.  The ideality factors of the hetero-junction 
have been found somehow higher which can be attributed 
to the leakage current, weak crystal structure and the 
recombination of the charge carriers.  Series resistance of 

the hetero-junction under the illumination conditions has 
been found to be lower compared to dark conditions.  This 
situation is based on the transfer of the photo excited 
electron from the valence band to the conduction band 
which increases the number of charge carriers.  The series 
resistance and barrier height calculated by Cheung-
Cheung and Norde methods have been found to be lower 
and higher compared to the conventional 𝐽 − 𝑉 method.  
PV parameters Bi doped CTS heterojunctions have been 
determined to be  Jsc=0.158 mA/cm2, Voc=100 mV, FF=0.24 
and η=0.0049%.   The low power conversion efficiency of 
the hetero-junction device can be attributed to the 
leakage current, too much recombination of the charge 
carriers, the interface states and the low built in potential 
in the hetero-junction. 
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The objective of this study is to reveal the COVID19 characteristics of the countries by using time series 
clustering. Up to now, various studies have been conducted for similar objectives. But, it has been observed that 
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Introduction 

Coronavirus which emerged in China's Hubei province 
in December 2019 and spread to the all over the world in 
a short time has been declared as pandemic by World 
Health Organization (WHO) on the March 11, 2020. As of 
5 March 2021, 115,598,160 confirmed COVID19 cases and 
2,569,011 deaths have been reported in all of the world. 
Therefore, the countries have developed various 
strategies to fight COVID19 such as lockdown, obligation 
of mask, closing down of cafés and restaurants, restricting 
international air traffic etc. But, these kinds of restrictions 
affect the countries quite negatively in terms of economy. 
Determining correct strategies having the least impact on 
the economy depends on a good understanding of the 
COVID19 behavior of countries. In this study, some 
statistical properties of COVID19 are investigated for each 
country separately and the countries having similar 
COVID19 behavior are determined by using time series 
clustering. Thus, it is hoped to detect the countries that 
need to take more serious precautions individually and the 
countries that can develop common strategies.         

So far, several studies have been conducted to 
determine the countries having similar behavior of 
COVID19. Some of these studies can be summarized as 
follows: Imtyaz et al.[1] have clustered thirty countries in 
terms of percentage of their elderly population and, 
COVID19 mortality rate. They have applied k-means 
clustering algorithm to the data set of the thirty countries 
for the time period between 22 January 2020 and 01 June 
2020. At the result of the analyses, they have found that 
mortality rates in countries in Western Europe are high 

while the mortality rates in countries in South Asia and 
Middle East are low. Zarikas et al.[2] have used the 
hierarchical clustering methods to divide the countries 
into the homogenous groups with respect to active cases, 
active cases per population and active cases per 
population and per area for the time period between 22 
January 2020 and 4 April 2020. Mahmoudi et al.[3] have 
clustered the high-risk countries including United States 
America, Spain, Italy, Germany, United Kingdom, France 
and Iran with respect to the number of confirmed cases, 
the number of death cases, cumulative number of 
confirmed cases and cumulative number of deaths using 
fuzzy clustering. The data sets they used involve the time 
period from 22 February 2020 up to 18 April 2020. They 
also have investigated the correlation between the 
population size and spread of COVID19. Alvarez et al. [4] 
have used non-parametric techniques based on 
correlation distance and Minimal Spanning tree in order to 
cluster 191 countries in terms of COVID19 dynamics. 
Hutagalung et al.[5] have focused on the grouping of the 
11 countries located in Southeast Asia in terms of the 
number of confirmed cases and the number of deaths 
observed on the date of April 2020. They have used the k-
means clustering algorithm. Virgantari and Faridhan[6] 
have applied k-means clustering algorithm to the data set 
covering COVID19 cases in 34 provinces of Indonesia. 
Rojas et al.[7] have used the hierarchical clustering 
algorithm based on dynamic time warping distance 
measure to determine behavioral relationships between 
different states of the US with respect to COVID19. 
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https://orcid.org/0000-0003-3677-7121


Yalçın, et al. / Cumhuriyet Sci. J., 43(1) (2022) 146-164 

147 

Azarafza et al.[8] have investigated the spatiotemporal 
distribution and spread pattern of COVID19 in Iran. For 
this objective, they have utilized k-means clustering 
algorithm. Crnogorac et al.[9] have carried out a study 
based on clustering the cumulative relative number of the 
European countries and territories. They have used three 
clustering algorithms, including K-Means, agglomerative 
and BIRCH. Sadeghi et al. [10] used hierarchical clustering 
algorithm to rank and score 180 countries in terms of 
COVID19 cases and fatality in 2020. Putra ve Kadyanan[11] 
have clustered 9 provinces in Bali by using K-Means 
clustering algorithm. They have used four clustering 
variables, consisting of number of cases, dead rate, the 
number of recovered and the number of isolated people.   
Utomo[12] has applied k-means and k-medoids clustering 
algorithms to data set, consisting of confirmed and death 
cases for grouping 34 provinces in Indınesia. Abdullah et 
al.[13] also clustered provinces in Indonesia of the risk of 
the COVID19. They used the K-Means clustering algorithm 
and three clustering variable, including confirmed, death 
and recovered cases.   

The most of these studies are based on the classical 
clustering approach. But, the clustering approaches based 
on classical logic have some disadvantages: i) Classical 
clustering approaches force that each object to be 
clustered in such a way as to belong to only one cluster. In 
case an object is approximately equidistant from more 
than one cluster, the object is assigned to the cluster that 
is the closest one. Thus, the fact that the object has also 
the characteristics of other clusters with certain degree is 
ignored. ii) In classical clustering, there is no difference 
between the objects within the same cluster. Whereas 
some objects carry the characteristics of the cluster more, 
some less. Besides, in most of the studies summarized 
above, short periods at the beginning of the pandemic and 
limited number of countries have been considered. In the 
current study, FKM clustering algorithm is applied to 
cumulative number of confirmed cases (CCOP) and deaths 
(DOP) per one million persons of 111 countries. The time 
period studied covers the period between 1 April 2020 and 

22 January 2021. The contributions of this study can be 
sorted as follows: 

•This study uses FKM clustering algorithm based on 
fuzzy logic. The fuzzy clustering approaches allow 
assigning a country to more than one cluster with different 
membership degrees. Thus, it is possible to identify the 
countries having the characteristics of more than one 
cluster and the differences between the countries within 
the same cluster. 

•FKM clustering algorithm selects the cluster centers 
among from the countries. This ability of FKM allows 
determining a representative country for each cluster 
separately in order to form an opinion about the COVID19 
behavior of the other countries which are assigned to the 
same cluster with high membership degrees.  

•FKM clustering algorithm is robust to outliers. It’s this 
ability considerably decreases the negative effect on the 
clustering of the countries having abnormal COVID19 
pattern.      

•Five cluster validity indexes have been considered 
simultaneously to reveal the number of different COVID19 
behavior.   
This study is organized as follows. Section 2 gives brief 
information about the data set and methods used. Section 
3 includes the experimental results and in the last section, 
the study is concluded.   
  

Materials and Methods  

Data Set  
The raw data sets used in this study are downloaded 

from the web site of 
https://www.kaggle.com/sudalairajkumar/novel-corona-
virus-2019-dataset. Data sets consist of the cumulative 
number of confirmed cases and cumulative number of 
deaths. 111 countries and the time period between the 
4th of April 2020 and the 19th of January 2021 are 
considered. Before the clustering process, the raw data 
are standardized as follows:   

 

 

𝐶𝐶𝑂𝑃𝑖𝑗 =
𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑛𝑓𝑖𝑟𝑚𝑒𝑑 𝐶𝑎𝑠𝑒𝑠𝑖𝑗

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑆𝑖𝑧𝑒𝑖
∗ 1000000 i = 1,2, … , N j = 1,2, … , n    (1) 

 

𝐷𝑂𝑃𝑖𝑗 =
𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑎𝑡ℎ𝑠𝑖𝑗

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑆𝑖𝑧𝑒𝑖
∗ 1000000 i = 1,2, … , N j = 1,2, … , n     (2)

 
Where n (294) is the length of time series, N (111) is 

the number of countries. 
 

Time Series Clustering 
Clustering analysis is a data mining technique used for 

dividing the objects into homogenous groups according to 
their characteristic properties. According to this method, 
while objects with the same properties are in the same 
group, objects with a large difference from each other are 
placed in different groups. While increasing the difference 
between groups to the maximum is aimed by the method, 
the difference between groups is minimum.  

Clustering methods are generally divided into two 
groups as hierarchical and partitioning methods. 
Hierarchical clustering techniques are the process of 
combining clusters gradually. In order to perform 
hierarchical cluster analysis, researchers have to decide 
how to define similarity or distance and how to merge or 
separate clusters[14][15].  

Partitioning clustering algorithms take c input 
parameters and divide N objects into c clusters. These 
techniques perform operations that find single-level 
clusters instead of working on a nested clustering 
structure like a dendrogram[16]. All techniques are based 
on the cluster center representing the cluster. To improve 
cluster quality, the algorithm is run multiple times with 
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different starting points and the best configuration from 
total runs is used as output clustering. Partitioning 
clustering algorithms are widely used due to their easy 
applicability and efficient results. Partitioning methods 
are divided into classical clustering and fuzzy clustering 
[17]. In classical clustering, each object of the data set is 
assigned to one and only one cluster. In fuzzy clustering, it 
allows objects to belong to two or more clusters. 
According to the fuzzy logic principle, each object belongs 
to each of the clusters with a membership value varying 
between [0,1].  

Time series clustering (TSC) is a special type of 
clustering in which the objects to be clustered correspond 
to the time series. Time series can be defined as a set 
consisting of the observations measured at the successive 
time points. TSC methods can be collected under three 
main headings I) distance-based, ii) feature-based and iii) 
model-based[18]. Distance-based TSC methods directly 
works with time series themselves without any 
transforming or preprocessing on them. Therefore, this 
kind of TSC methods provide the best clustering 
performance since they do not lead to information lost.  

In feature-based TSC methods, time series are 
converted into feature space with lower dimension which 
represents its behavior. Clustering algorithm is applied to 
the features extracted. Lastly, in the model-based TSC 
methods, a model is predicted for each time series by 
using statistical or other modeling techniques.  To 
determine similar time series, model parameters are used 
as a clustering variable.  

Distance-based time series clustering is preferred in 
this study due to its advantage mentioned above. In these 
methods, data set is organized as follows: 

 

𝒀 = [

𝑦11 𝑦12
… 𝑦1𝑛

𝑦21 𝑦22
… 𝑦2𝑛

⋮
𝑦𝑁1

⋮
𝑦𝑁2

⋮ ⋮
… 𝑌𝑁𝑛

]   (3) 

 
 
Where N is the number of time series, n is the length 

of time series. In matrix Y, each row corresponds to a time 
series. In this study, each row is the time series of a 
country consisting of CCOP or DOP values.  

 

Fuzzy Clustering and Fuzzy K-Medoids Algorithm 
Fuzzy clustering algorithms have the ability of 

assigning an time series to more than one clusters via 
membership degrees. In fuzzy clustering, the membership 
degrees must satisfy following conditions: 

 
v0 ≤ 𝑢𝑖𝑗 ≤ 1        i=1,2,…,N,   j=1,2,…c (a) 

0 < ∑ 𝑢𝑖𝑗 < 𝑁𝑁
𝑖=1       j=1,2,..,c(   (b) (4) 

∑ 𝑢𝑖𝑗
𝑐
𝑗=1 = 1      i=1,2,..,N   (c) 

  
Where 𝑢𝑖𝑗  is the membership degree of ith time series 

to jth cluster, c is the number of clusters and N is the 
number of time series. 4(a) indicates that membership 
degrees are between 0 and 1, 4(b) states that the sum of 
membership degrees of the time series in jth cluster must 
be between 0 and N.  Lastly, 4(c) states that sum of 
membership degrees of ith time series to all clusters must 
be equal to one.  

Fuzzy clustering methods are based on minimizing the 
following objective function:  

  

𝐽𝐹= ∑ ∑ 𝑢𝑖𝑗
𝑚   𝑑2(𝑦𝑖 , 𝑣𝑗)𝑁

𝑖=1
𝑐
𝑗=1    (5)   

 
m: fuzziness index, 𝑣𝑗 : jth cluster center, 𝑑2(𝑦𝑖 , 𝑣𝑗) : 

distance between jth cluster and ith time series.  
When the given objective function is tried to be 

minimized, in other words, when the derivatives are taken 
for 𝑢𝑖𝑗

𝑚 and set to 0, the following update equation is 

obtained. 
 

𝑢𝑖𝑗 = [∑ (
𝑑2(𝑦𝑖,𝑣𝑗)

𝑑2(𝑦𝑖, 𝑣𝑠)

𝑐
𝑠=1 )

1

𝑚−1]
−1

𝑗 = 1,2, … , 𝑐, 𝑖 = 1,2, … , 𝑁 (6) 

 
Fuzzy clustering algorithms differ according to form of 

the cluster centers and distance measure used. Fuzzy C-
Means (FCM)[19],  Gustafson-Kessel (GK)[20], Fuzzy C-
Regression Model (FCRM) [21] and Fuzzy K-Medoids 
(FKM)[22] are most popular fuzzy clustering algorithms.  
The form of cluster centers and the distance measure 
used are given in Table 1. 

 
Table 1. Properties of Widely Used Fuzzy Clustering Algorithms 

Clustering algorithm Distance Measure Cluster Centers 

FCM 
𝑑2(𝑦𝑖 , 𝑣𝑗)=√∑ (𝑦𝑖𝑘 − 𝑣𝑗𝑘)2𝑛

𝑘=1  𝑣𝑗 =
𝛴𝑖=1

𝑁 𝑢𝑖𝑗
𝑚𝑦𝑖

𝛴𝑖=1
𝑁 𝑢𝑖𝑗

𝑚   

FCRM 
𝑑2(𝑦𝑖 , 𝑣𝑗)=√(𝑦𝑖𝑛 − 𝑣𝑖𝑗)2 

𝑣𝑖𝑗 = 𝛽0𝑗 + 𝛽1𝑗𝑦𝑖1 + ⋯ + 𝛽𝑗(𝑛−1)𝑦𝑖(𝑛−1) 

FKM 
𝑑2(𝑦𝑖 , 𝑣𝑗)=√∑ (𝑦𝑖𝑘 − 𝑣𝑗𝑘)2𝑛

𝑘=1  𝑞 = 𝑎𝑟𝑔𝑚𝑖𝑛
1≤𝑘≤𝑁

∑ 𝑢𝑖𝑗
𝑚

𝑁

𝑗=1

𝑑2(𝑦𝑘 , 𝑦𝑗)        𝑣𝑗 = 𝑦𝑞 

GK 
𝑑2(𝑦𝑖 , 𝑣𝑗) = √(𝑦𝑖 − 𝑣𝑗)

𝑇
𝛴𝑗

−1(𝑦𝑖 − 𝑣𝑗) 𝑣𝑗 =
𝛴𝑖=1

𝑁 𝑢𝑖𝑗
𝑚𝑦𝑖

𝛴𝑖=1
𝑛 𝑢𝑖𝑗

𝑚  
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According to Table 1, FCM, FCRM and FKM use the 
Euclidian distance measure while GK use the Mahalanobis 

distance measure. In Mahalanobis distance, 𝛴𝑗  is the 

variance-covariance matrix of jth cluster. The cluster 
centers in FCM and GK correspond to the arithmetic 
means weighted by membership degrees. Thus, FCM and 
GK algorithms are negatively affected from the outliers 
because these points pull cluster centers towards to 
themselves. In FCRM, the cluster center is a hyperplane. 
This algorithm is generally used in the modeling the data 
set generating by more than one stochastic process. 

Lastly in FKM, the cluster centers are called as medoid. 
In fact, the medoids correspond to time series in the data 
set that minimizes its distance from all time series in the 
datasets depending on the cluster membership[23]. The 
most important property of the FKM algorithm is to more 
robust to the outliers when comparing with FCM, GK and 
FCRM. Besides, the correspondence of cluster centers to 
time series in the data set in FKM allows to select a 
representative time series for the time series within the 
same cluster. In this study, FKM algorithm is used to 
cluster CCOP or DOP values due to these properties of it.  
The pseudo code of the FKM is given in Table 2. 

 
Table 2. Pseudo code of FKM[22] 

Fix the number of clusters c; Randomly select to initial values of the medoids, 

 𝑽 = {𝒗𝟏, 𝒗𝟐, … , 𝒗𝒄} 𝒇𝒓𝒐𝒎 𝒀 (𝒅𝒆𝒇𝒊𝒏𝒆𝒅 𝒊𝒏 𝑬𝒒. 𝟑) 
Iter =1; 

Repeat  
      for i=1:N 
           for j=1:c 

              calculate 𝒖𝒊𝒋 by using Eq. (6) 

          end; 
      end;   

       𝑽𝒊𝒕𝒆𝒓 = 𝑽 
      for j=1:c 

               𝒒 = 𝐚𝐫𝐠𝐦𝐢𝐧
𝟏≤𝒌≤𝑵

∑ 𝒖𝒊𝒋
𝒎𝑵

𝒋=𝟏 𝒅𝟐(𝒚𝒌, 𝒚𝒋) 

                 𝒗𝒋 = 𝒚𝒒    

     end; 
     iter = iter+1; 

     𝑽𝒊𝒕𝒆𝒓 = 𝑽 

Until 𝑽𝒊𝒕𝒆𝒓 = 𝑽𝒊𝒕𝒆𝒓−𝟏 

 

The most important problem in partitioning clustering 

methods is to determine the number of clusters. Many 

algorithms have been proposed to determine the number of 

clusters. Next subsection gives the cluster validity indexes 
used in this study. 

 

Cluster Validity Indexes 

Cluster validity are techniques used to find the optimal 

number of clusters without any prior knowledge.  
 

Fuzzy silhouette index (FS) 
The Silhoutte index technique was first proposed by Peter 

J. Rousseeuw in 1987[24]. It provides a graphical 

representation of how well each time series is in its own 

set. In this technique, a silhouette score is calculated for 

each number of clusters, and silhouette scores above the 

average determine the number of clusters. The silhouette 

score is the score that calculates how well the data is 

clustered and is calculated to evaluate the quality of 

clustering algorithms. This score is calculated separately 
for each time series of the different clusters. For this, the 

silhouette score (S) is calculated as follows: 

 

𝑆 =
𝑏𝑖 − 𝑎𝑖

max (𝑎𝑖 − 𝑏𝑖)
 (7) 

Where a is average of the distances between the time series 

and other cluster elements (intra-cluster distance) and b is 

average distances of the distances between the time series 

and the data of the other closest cluster (average closest 

cluster distance). 

Silhouette score ranges from -1 to 1. If the score is 1, it is 

said that the cluster is a dense cluster and is better separated 
from other clusters. If the score is close to 0, we can say 

that it is very close to neighboring clusters. When negative 

values are seen, it can be said that there is a wrong 

clustering. The overall average of the entire data set is 

found, and the largest overall mean silhouette shows the 

best cluster. The number of clusters with the maximum 

silhouette width is determined as the optimum number of 

clusters. 

The fuzzy version of the silhouette index is calculated as 

follows: 

 

𝐼𝐹𝑆 (𝑋; 𝑉, 𝑈 =

∑ (𝑢𝑖𝑗 − 𝑢𝑖𝑗′)
𝛼

(
𝑏𝑖 − 𝑎𝑖

max (𝑏𝑖 , 𝑎𝑖)
)𝑛

𝑖=1

∑ (𝑢𝑖𝑗 − 𝑢𝑖𝑗′)
𝛼𝑛

𝑖=1

 (8) 

 

b, a: weighting coefficients of fuzzy 

The fuzzy silhouette index is designed in such a way that 
the optimal number of clusters (c) takes the maximum 

value. 

Xie-beni index (XB) 
The Xie-Beni (XB)[25] index is a popular measure of 

fuzzy set validity. It is an index that truly measures 
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compactness and separation. This proposed index 

generally focuses on two features. These are the closeness 

of object to each other and the difference of clusters from 

each other. The numerator part in the formula shows the 

density and the denominator part shows the strength of the 

separation. The value that makes the index minimum is 

selected. 

 

𝐼𝑋𝐵(𝑌; 𝑉, 𝑈) =
∑ ∑ 𝑢𝑖𝑗

𝑚||𝑦𝑖 − 𝑣𝑗||2𝑁
𝑖=1

𝑐
𝑗=1

𝑁 (
𝑚𝑖𝑛

1 ≤ 𝑗, 𝑘 ≤ 𝑐, 𝑗 ≠ 𝑘
{||𝑣𝑗 − 𝑣𝑘||2})

 (9) 

 

Partition coefficient (PC) 
Bezdek[28] proposed the partition coefficient, which 

measures the amount of overlap between clusters. A 

performance measure based on minimizing the fuzzy 

intercept is defined. 

 

𝐼𝑃𝐶(𝑈) =
1

𝑁
 (∑ ∑ 𝑢𝑖𝑗

𝑚𝑁
𝑖=1

𝑐
𝑗=1 )   (10) 

 

The range of values for PC is (1/c, 1). The PC index has 

two disadvantages: it tends to decrease as the number of 
clusters increases and is sensitive to fuzzier; it prevents the 

data set from correctly determining the underlying cluster 

number[27]. Accordingly, the best performance is the 

value at which the function takes the maximum value. 

 

Partition entropy (PE) 
 

𝐼𝑃𝐸(𝑈) =
1

𝑁
 (∑ ∑ 𝑢𝑖𝑗

𝑚𝑁
𝑖=1  𝑙𝑜𝑔𝑏(𝑢𝑖𝑗

𝑐
𝑗=1 ))  (11) 

 
The PE[28] index is a scalar measure of the amount of 

fuzziness in a given U. The best performance in the index 

is found when it takes the minimum value. 

 

Modified partition coefficient (MPC)[29] 
 

𝐼𝑀𝑃𝐶(𝑈) = (𝑐 ∗ 𝐼𝑃𝐶(𝑈) − 1) (𝑐 − 1)⁄   (12) 

 

The number of clusters which MPC value is maximum 

corresponds to optimal number of clusters. 
 

Experimental Results  
 
Clustering process is performed at two steps. In the 

first step, optimal number of clusters is determined by 
using five cluster indexes defined in Section 2.4. In the 
second step, clustering is performed with the optimal 
number of clusters and the lengths of clusters (CL) are 
calculated to determine the risk levels of clusters. The 
following equation is used for CL:  

 

𝐶𝐿𝑗 = √∑ 𝑣𝑖𝑗
2𝑛

𝑖=1  𝑗 = 1,2, . . , 𝑐   (13) 

 
Where n is the length of the cluster center (is equal to 

the length of the time series). The CL values are sorted in 
descending order. The cluster having maximum CL values 
is labelled as high risk and the cluster having minimum CL 
value is labelled as low risk.  

The Clustering Results for CCOP 
In order to determine the optimal number of clusters, 

FKM clustering algorithm is executed for all numbers of 
clusters between 3 and 10. Table 3 gives the values of 
cluster validity indexes.  

According to Table 3, the optimal number of clusters is 
found as 3. When clustering process is repeated for the 
optimal number of clusters and CL values are calculated, 
low risk countries are obtained as seen in Table 4 

The results given in Table 4 can be summarized as 
follows: 

 Low risk cluster consists of 52 countries.  

 The cluster center corresponds to Uzbekistan. This 
states that information about COVID19 
characteristics of the other countries can be 
obtained by only monitoring Uzbekistan.  

 Greece, Mexico, Kazakhstan, Saudi Arabia, 
Singapore, and Tunisia also belong to the cluster of 
middle risk countries with approximately 0.3 
membership degrees.  

 The membership degrees of the other countries to 
low risk countries are generally bigger than 0.8.  

 
Descriptive statistics for low risk countries are given in 

Figure 1 
 
According to Figure 1,  

 The countries which have the highest mean and median in 
terms of the CCOP in the low risk cluster are Kazakhstan, 
Saudi Arabia and Singapore. Tanzania, Taiwan and 
Andorra have the smallest mean and median CCOP values. 
Besides, the maximum value (maximum of maximum 
CCOP values of the countries) of CCOP value is observed in 
Tunisia while minimum value is observed in Sudan.  

 Variation coefficients given in Figure 1(b) indicate the 
variability of CCOP values observed in the date of 1 April 
2020 - 19 January 2021. Accordingly, the countries having 
the highest variability are Greece and Tunisia. The smallest 
variabilities are observed in CCOP values of China, Brunei, 
New Zealand, Taiwan and Tanzania.  

 In Figure 1(c), lines in the middle of boxes show the median 
values of the countries. Based on this, it can be said that 
the CCOP values in the countries of Angola, Bhutan, Cuba, 
Ethiopia, Finland, Greece, India, South Korea, Malaysia, 
Namibia, Nepal, Norway, Tunisia and Uruguay have 
increased considerably since 26 August 2020 (the mid of 
the time period considered) since the median values are at 
the bottom of the boxes.      

 The CCOP values in the countries of Afghanistan, Algeria, 
Australia, Benin, Cameron, Egypt, Gabon, Gambia, Ghana, 
Guinea, Kazakhstan, Mexico, Pakistan, Saudi Arabia, 
Senegal and Singapore have started to increase at the 
beginning of the time period considered.      
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Table 3. Cluster Validity Indexes for CCOP 

Index/NC 3 4 5 6 7 8 9 10 

FS 0.75 0.75 0.73 0.72 0.71 0.65 0.65 0.67 

XB 0.17 0.83 0.59 5.95 3.74 4.83 4.47 3.99 

PC 0.73 0.65 0.61 0.59 0.54 0.53 0.52 0.51 

PE 0.46 0.66 0.83 0.90 0.96 1.06 1.13 1.19 

MPC 0.60 0.56 0.52 0.49 0.49 0.49 0.46 0.46 

 
Table 4. Low Risk Countries in terms of CCOP 

CL 25001.3 Low Risk 

No Countries U1 U2 U3 No Countries U1 U2 U3 

1 Afghanistan 0.99 0.00 0.00 27 Kazakhstan 0.53 0.39 0.06 

2 Algeria 0.99 0.00 0.00 28 Kenya 0.99 0.00 0.00 

3 Andorra 0.98 0.01 0.00 29 South Korea 0.99 0.00 0.00 

4 Angola 0.98 0.01 0.00 30 Liberia 0.98 0.01 0.00 

5 Australia 0.99 0.00 0.00 31 Madagascar 0.99 0.00 0.00 

6 Barbados 0.99 0.00 0.00 32 Malaysia 0.99 0.00 0.00 

7 Benin 0.98 0.01 0.00 33 Mexico 0.58 0.36 0.05 

8 Bhutan 0.98 0.00 0.00 34 Namibia 0.78 0.18 0.03 

9 Botswana 0.94 0.04 0.00 35 Nepal 0.77 0.19 0.03 

10 Brunei 0.98 0.01 0.00 36 New Zealand 0.98 0.01 0.00 

11 Burma 0.99 0.00 0.00 37 Niger 0.98 0.01 0.00 

12 Cameroon 0.99 0.00 0.00 38 Nigeria 0.98 0.01 0.00 

13 China 0.98 0.01 0.00 39 Norway 0.82 0.15 0.02 

14 Cuba 0.9 0.00 0.00 40 Pakistan 0.99 0.00 0.00 

15 Egypt 0.99 0.00 0.00 41 Saudi Arabia 0.46 0.44 0.09 

16 Ethiopia 0.99 0.00 0.00 42 Senegal 0.99 0.00 0.00 

17 Finland 0.95 0.04 0.00 43 Singapore 0.45 0.42 0.11 

18 Gabon 0.94 0.05 0.01 44 Somalia 0.98 0.01 0.00 

19 Gambia 0.99 0.00 0.00 45 Sudan 0.98 0.01 0.00 

20 Ghana 0.99 0.00 0.00 46 Taiwan 0.98 0.01 0.00 

21 Greece 0.58 0.36 0.04 47 Tanzania 0.98 0.01 0.00 

22 Guatemala 0.80 0.16 0.03 48 Tunisia 0.63 0.31 0.04 

23 Guinea 0.99 0.00 0.00 49 Uruguay 0.96 0.02 0.00 

24 India 0.84 0.13 0.02 50 Uzbekistan 1 0 0 

25 Indonesia 0.99 0.00 0.00 51 Venezuela 0.99 0.00 0.00 

26 Japan 0.99 0.00 0.00 52 Zambia 0.99 0.00 0.00 
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(a) Mean, Median, Minimum and Maximum Values For Low Risk Countries 

 
(b) Variation Coefficients for Low Risk Countries 

 
(c) Box-Plot for Low Risk Countries 

Figure 1. Descriptive Statistics for Low Risk Countries 
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According to CL value, middle risk countries are obtained as 
in Table 5. 

As can be seen in Table 5,  

 This cluster includes 33 countries.  

 The cluster center of middle risk countries is Ukraine. 
The behavior of Ukraine in terms of CCOP can be used 
to gain insight about the CCOP behavior of the 
countries which belong to this cluster with especially 
high membership degrees.    

  Many countries such as Bolivia, Canada, Ecuador, 
Kyrgyzstan etc. have the characteristics of low risk 
countries at the same time since the membership 
degrees of these countries to low risk clusters are 
bigger than 0.2.  

 Bosnia and Herzegovina (BH) and Serbia also belong to 
cluster of high risk with membership values of 0.304 
and 0.441 respectively.  

 The other countries belong with high membership 
degrees to middle risk cluster.  

 Fig 2. illustrates the descriptive statistics of the 
middle risk countries  

 When examined Figure 2, it can be seen that  

 The country having the highest CCOP value in mean is 
Serbia. 

 According to median values, the country having the 
highest CCOP value is South Africa. 

 The highest CCOP value is observed in Serbia while the 
smallest CCOP value is in Paraguay. 

 The countries having the highest variation coefficients 
are Latvia, Jordan, Slovakia and Hungary. This states 
that CCOP values of these countries show the most 
variation over time. The minimum variations are 
observed in Iceland, Ecuador and Bolivia.   

 In Albania, Bahamas, BH, Bulgaria, Canada, Cyprus, 
Estonia, Germany, Hungary, Iceland, Ireland, Italy, 
Jordan, Latvia, Lebanon, Paraguay, Poland, Romania, 
Slovakia, Ukraine and UAE, CCOP values have 
increased much since 26 August 2020.   

 In Bolivia, Kyrgyzstan and South Africa, high CCOP 
values have been observed at the beginning of the 
time period considered.  
In the other countries assigned to this cluster, CCOP 

values have showed a more homogenous distribution. 
High risk countries for CCOP are given in Table 6

 
Table 5. Middle Risk Countries in terms of CCOP 

CL 195048.6 Middle Risk 

N
o 

Countries U1 U2 U3 N
o 

Countries U1 U2 U3 

1 Albania 0.08 0.88 0.03 18 Ireland 0.11 0.78 0.10 

2 Azerbaijan 0.10 0.85 0.03 19 Italy 0.06 0.63 0.29 

3 Bahamas 0.11 0.78 0.10 20 Jordan 0.04 0.90 0.05 

4 Belarus 0.14 0.76 0.09 21 Kyrgyzstan 0.41 0.51 0.07 

5 Bolivia 0.30 0.58 0.11 22 Latvia 0.22 0.71 0.05 

6 BH 0.06 0.63 0.30 23 Lebanon 0.02 0.95 0.02 

7 Bulgaria 0.02 0.95 0.02 24 Paraguay 0.28 0.65 0.05 

8 Canada 0.34 0.59 0.05 25 Poland 0.06 0.76 0.16 

9 Cyprus 0.28 0.65 0.05 26 Romania 0.05 0.78 0.16 

10 Ecuador 0.41 0.50 0.07 27 Russia 0.08 0.85 0.06 

11 Estonia 0.20 0.74 0.05 28 Serbia 0.10 0.45 0.44 

12 Germany 0.10 0.86 0.03 29 Slovakia 0.05 0.84 0.09 

13 Honduras 0.40 0.52 0.07 30 South Africa 0.19 0.68 0.12 

14 Hungary 0.05 0.85 0.09 31 Turkey 0.11 0.82 0.05 

15 Iceland 0.24 0.65 0.10 32 Ukraine 0 1 0 

16 Iran 0.33 0.60 0.06 33 UAE (United 
Arab Emirates) 

0.08 0.88 0.03 

17 Iraq 0.23 0.68 0.08  
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(a) Mean, Median, Minimum and Maximum Values For Middle Risk Countries 

 
(b) Variation Coefficients for Middle Risk Countries 

 
(c) Box-Plot for Middle Risk Countries 

Figure 2. Descriptive Statistics for Middle Risk Countries 

Table 6. High Risk Countries in terms of CCOP 
CL 195048.6 High Risk 

No Countries U1 U2 U3 No Countries U1 U2 U3 
1 Argentina 0.030 0.118 0.853 14 Kuwait 0.072 0.171 0.757 
2 Armenia 0.052 0.130 0.819 15 Luxembourg 0.115 0.236 0.649 
3 Austria 0.073 0.427 0.501 16 Maldives 0.107 0.370 0.523 
4 Bahrain 0.155 0.255 0.589 17 Moldova 0.016 0.066 0.918 
5 Bangladesh 0.087 0.236 0.677 18 Netherlands 0.047 0.208 0.745 
6 Belgium 0.068 0.165 0.766 19 Oman 0.125 0.333 0.542 
7 Brazil 0.055 0.157 0.789 20 Peru 0.085 0.213 0.702 
8 Colombia 0.061 0.287 0.652 21 Portugal 0.061 0.334 0.605 
9 Croatia 0.089 0.345 0.567 22 Qatar 0.190 0.281 0.529 
10 Czechia 0.105 0.240 0.655 23 Slovenia 0.098 0.288 0.614 
11 France 0.038 0.185 0.777 24 Spain 0.000 0.000 1.000 
12 Georgia 0.113 0.328 0.559 25 Switzerland 0.055 0.185 0.759 
13 Israel 0.052 0.128 0.820 26 US 0.075 0.172 0.753 
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(a) Mean, Median, Minimum and Maximum Values For High Risk Countries 

 
(b) Variation Coefficients for High Risk Countries 

 
(c) Box-Plot for High Risk Countries 

Figure 3. Descriptive Statistics for High Risk Countries 

According to Table 6,  

 High risk cluster contains 26 countries.  

 The cluster center of high risk cluster is Spain. The 
CCOP characteristics of Argentina, Armenia, Belgium, 
Brazil, France, Moldova, Israel, Kuwait, Netherlands, 
Peru, Switzerland and US show high similarity with 
those of Spain since the membership degrees of these 
countries are bigger than 0.7.     

 Argentina, Armenia, Austria, Brazil, Colombia, Georgia 
and US are assigned to high risk cluster with high 
membership values. Therefore, it can be said that 
these countries are the most risk countries in terms of 
CCOP.  

 Bahrain, Bangladesh, Maldives, Oman, Peru, Croatia, 
Czechia, Portugal, Qatar, and Slovenia also belong to 
the Middle Risk cluster with membership values which 
are bigger than approximately 0.2 

 Descriptive statistics for high risk cluster are given 
in Figure 3. 

 Figure 3 can be summarized as follows: 

 According to mean and median values of CCOPs in the 
time period monitored, the highest CCOP values are 
observed in Qatar and Bahrain.  

 The countries seen in the maximum CCOP values are 
Czechia, Luxembourg and US. 

 The countries whose CCOP values show the most 
variation are Georgia, Slovenia and Croatia while the 
smallest variations are obtained from Qatar, Kuwait 
and Oman.  

 According to Fig 3(c), CCOP values observed in the 
countries of Argentina, Armenia, Austria, Belgium, 
Croatia, Czechia, France, Georgia, Israel, Luxembourg, 
Moldova, Netherlands, Portugal, Slovenia, Spain and 
Switzerland have increased much after the second half 
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of the time period considered. In the Bangladesh, 
Brazil, Oman, Peru and Qatar, the increase in the CCOP 
values has started in the first half of the time period. 
In the other countries, increase in the CCOP values is 
more regular.      

 

The Results for Cumulative Number of Deaths 
Cluster validity indexes for DOP are given in Table 7. 

According to Table 7, it is decided that the optimal number 
of clusters is equal to 5 when all cluster validity indexes 
are evaluated simultaneously.  Low risk countries in terms 
of DOP are given in the Table 8. 

When looking at the Table 8, it can be seen that 

 Low risk cluster in terms of DOP consists of 56 
countries.  

 The cluster center of low risk cluster is Sudan. 

 Azerbaijan, Belarus, Estonia, Kazakhstan and Lebanon 
are also element of clusters of middle risk1 and middle 
risk 2 with different membership degrees. All countries 
except these countries show the highest similarity 
with Sudan in terms of DOP values.   
Figure 4 shows the descriptive statistics for low risk 

cluster. 
 

Table 7. Cluster Validity Indexes for DOP 
Index/NC 3 4  5 6 7 8 9 10 

FS 0.76 0.77  0.77 0.73 0.72 0.70 0.70 0.67 

XB 29.26 2.31  0.75 0.62 6.96 1.04 5.63 5.61 

PC 0.39 0.70  0.68 0.61 0.58 0.57 0.54 0.56 

PE 0.42 0.61  0.71 0.86 0.95 0.99 1.07 1.13 

MPC 0.65 0.57  0.59 0.55 0.51 0.54 0.48 0.48 

 
Table 8. Low Risk Countries in terms of DOP 

CL 356.82 Low Risk 

No Countries U1 U2 U3 U4 U5 No Countries U1 U2 U3 U4 U5 

1 Afghanistan 0.98 0.01 0.01 0.00 0.00 29 Japan 0.99 0.00 0.00 0.00 0.00 

2 Algeria 0.97 0.01 0.01 0.00 0.00 30 Kazakhstan 0.53 0.19 0.22 0.04 0.02 

3 Andorra 0.98 0.01 0.01 0.00 0.00 31 Kenya 0.99 0.00 0.00 0.00 0.00 

4 Angola 0.99 0.01 0.01 0.00 0.00 32 South Korea 0.99 0.00 0.00 0.00 0.00 

5 Australia 0.99 0.00 0.00 0.00 0.00 33 Lebanon 0.47 0.28 0.19 0.04 0.02 

6 Azerbaijan 0.36 0.35 0.22 0.04 0.03 34 Liberia 0.99 0.00 0.00 0.00 0.00 

7 Barbados 0.99 0.00 0.00 0.00 0.00 35 Madagascar 0.99 0.01 0.01 0.00 0.00 

8 Belarus 0.61 0.16 0.17 0.03 0.02 36 Malaysia 0.99 0.00 0.00 0.00 0.00 

9 Benin 0.98 0.01 0.01 0.00 0.00 37 Maldives 0.87 0.05 0.06 0.01 0.01 

10 Bhutan 0.97 0.01 0.01 0.00 0.00 38 Namibia 0.94 0.03 0.03 0.01 0.00 

11 Botswana 0.99 0.00 0.00 0.00 0.00 39 Nepal 0.98 0.01 0.01 0.00 0.00 

12 Brunei 0.99 0.01 0.01 0.00 0.00 40 N. Zealand 0.98 0.01 0.01 0.00 0.00 

13 Burma 0.99 0.00 0.00 0.00 0.00 41 Niger 0.98 0.01 0.01 0.00 0.00 

14 Cameroon 0.99 0.00 0.00 0.00 0.00 42 Nigeria 0.98 0.01 0.01 0.00 0.00 

15 China 0.98 0.01 0.01 0.00 0.00 43 Norway 0.90 0.04 0.04 0.01 0.01 

16 Cuba 0.99 0.00 0.00 0.00 0.00 44 Pakistan 0.99 0.00 0.00 0.00 0.00 

17 Cyprus 0.94 0.03 0.02 0.01 0.00 45 Qatar 0.83 0.07 0.08 0.02 0.01 

18 Egypt 0.91 0.04 0.04 0.01 0.01 46 Senegal 0.99 0.00 0.00 0.00 0.00 

19 Estonia 0.66 0.16 0.13 0.03 0.02 47 Singapore 0.98 0.01 0.01 0.00 0.00 

20 Ethiopia 0.99 0.00 0.00 0.00 0.00 48 Somalia 0.99 0.01 0.01 0.00 0.00 

21 Finland 0.82 0.07 0.08 0.02 0.01 49 Sudan 1.00 0.00 0.00 0.00 0.00 

22 Gabon 0.99 0.00 0.00 0.00 0.00 50 Taiwan 0.98 0.01 0.01 0.00 0.00 

23 Gambia 0.97 0.01 0.01 0.00 0.00 51 Tanzania 0.98 0.01 0.01 0.00 0.00 

24 Ghana 0.99 0.00 0.00 0.00 0.00 52 Uruguay 0.95 0.02 0.02 0.01 0.00 

25 Guinea 0.98 0.01 0.01 0.00 0.00 53 Ukraine 0.99 0.00 0.00 0.00 0.00 

26 Iceland 0.95 0.02 0.02 0.01 0.00 54 Uzbekistan 0.99 0.00 0.00 0.00 0.00 

27 India 0.81 0.08 0.08 0.02 0.01 55 Venezuela 0.99 0.00 0.00 0.00 0.00 

28 Indonesia 0.95 0.02 0.02 0.01 0.00 56 Zambia 0.99 0.00 0.00 0.00 0.00 
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(a) Mean, Median, Minimum and Maximum Values For Low Risk Countries 

 
(b) Variation Coefficients for Low Risk Countries 

 
(c) Box-Plot for Low Risk Countries 

Figure 4. Descriptive Statistics for Low Risk Countries 

 

According to Figure 4. 

 Although Croatia has the highest DOP value 
(mean=200.86, median=43.12) according to mean 
values, the country having the highest DOP value 
(mean =73.12, median =97.43) according to median 
values is Kazakhstan.  

 According to variation coefficients, the highest 
variations are observed in the countries of Bhutan 
and Croatia. The reason for this high variation in 
Bhutan is that no DOP value is reported at the 
beginning of the time period. The countries whose 
DOP values show the least variability are China and 
Taiwan.  

 In the countries of Angola, Croatia, Lebanon, Nepal, 
Uruguay and Venezuela, DO values have increased 

since 26 August 2020. The DOP values of 
Afghanistan, Egypt, Gambia, Kazakhstan, Maldives, 
Qatar, Senegal and Zambia started to increase 
before August 2020  

Middle risk1 countries are given in Table 9. As shown in 
Table 9, 

 The cluster of middle risk1 consists of 16 countries 
and its cluster center is UAE. The countries that are 
the closest to UAE in terms of DOP are Albania, 
Greece, Jordan, Serbia and Tunisia. The other 
countries also have the characteristics of the other 
clusters with different membership degrees. 

Descriptive statistics for the cluster of middle risk1 are 
given in Figure 5 
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Table 9. Middle Risk 1 Countries in terms of DOP 
CL 3464.92 Middle Risk 1 

No Countries U1 U2 U3 U4 U5 No Countries U1 U2 U3 U4 U5 

1 Albania 0.02 0.85 0.11 0.02 0.01 9 Paraguay 0.09 0.60 0.26 0.04 0.02 

2 Austria 0.06 0.49 0.18 0.17 0.10 10 Poland 0.07 0.41 0.17 0.21 0.14 

3 Croatia 0.08 0.29 0.16 0.25 0.23 11 Russia 0.04 0.61 0.31 0.03 0.02 

4 Georgia 0.08 0.58 0.16 0.11 0.07 12 Serbia 0.04 0.79 0.13 0.03 0.02 

5 Germany 0.09 0.55 0.27 0.06 0.03 13 Slovakia 0.17 0.57 0.17 0.06 0.04 

6 Greece 0.08 0.73 0.12 0.04 0.02 14 Tunisia 0.06 0.79 0.10 0.03 0.02 

7 Jordan 0.10 0.70 0.14 0.04 0.02 15 Turkey 0.26 0.36 0.31 0.05 0.03 

8 Latvia 0.28 0.45 0.19 0.05 0.03 16 UAE 0.00 1.00 0.00 0.00 0.00 

 

 
(a) Mean, Median, Minimum and Maximum Values For Middle Risk Countries 

 
(b) Variation Coefficients for Middle Risk Countries 

 
(c) Box-Plot for Middle Risk Countries 

Figure 5. Descriptive Statistics for Middle Risk Countries 
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Based on Figure 5, it can be said that 

 The highest DOP values are observed from 
the countries of Poland and Austria. 

 According to mean values, the countries 
having the highest mean of DOP values are 
also Austria and Poland 

 While the countries that variation 
coefficients are the highest are Slovakia and 
Georgia, the smallest are Turkey and 
Germany.   

 DOPs in the all countries except for Russia 
and Serbia have increased in the second 
time period (after 26 August 2020). 

 Russia has the most regular behavior in 
terms of DOP. In the Serbia, the increase of 
DOPs has generally occurred in the first time 
period.   

The countries in the cluster of middle risk2 are given 
Table 10. According to Table 10,  

 Middle risk2 cluster includes 13 countries.  

 The cluster center of middle risk2 cluster is 
Honduras. The countries belonging to this cluster 
with high membership degrees are Guatemala, 
Iraq and Oman. Thus, it can be said that 
information about DOP values of these countries 
can be obtained by monitoring Honduras.    

 All countries also belong to the cluster of middle 
risk1 with different membership degrees except 
the countries of Guatemala, Iraq and Oman.  

 In Figure6, the countries of middle risk 2 
cluster are shown. When looking at the 
Figure 6, it can be seen that 

 According to mean and median values, while the 
highest DOP values are observed in the countries 
of Bangladesh and Canada, Saudi Arabia is the 
country which has the smallest DOP values.  

 Maximum DOP value in the time period 
monitored is observed in the country of South 
Africa.  

 The country having maximum variation 
coefficient is Bahamas. Canada exhibits more 
stable behavior in terms of DOP values. 
Therefore, minimum variation coefficient is 
obtained for Canada.  

 In the countries of Bahamas and Israel, the 
increase of DOPs is higher in the second time 
period. Bahrain, Canada, Honduras, Iraq, Kuwait, 
Oman and Saudi Arabia have more stable 
behavior in terms of increase of DOP values. In 
the other countries, high DOP values have been 
observed in the first time period.     

Table 11 shows the countries which belong to cluster 
of high risk1 

As shown in Table 11,  

 The cluster of high risk1 contains 8 countries and 
the cluster center of this cluster is Iran. 

 Hungary, Luxembourg, Netherlands, Romania and 
Switzerland also have the characteristics of the 
cluster of high risk 2.  

 Ireland also belongs to the clusters of middle risk 
2 and high risk  with approximately 0.2 
membership degrees.  

 Portugal exhibits a more unstable behavior in 
terms of being assigned to the clusters.   

Figure 7 demonstrates the descriptive statistics of this 
cluster 

  
Table 10. Middle Risk2 Countries in terms of DOP 

CL 3563.41585 Middle Risk 2 

No Countries U1 U2 U3 U4 U5 No Countries U1 U2 U3 U4 U5 

1 Bahamas 0.05 0.32 0.44 0.14 0.06 8 Israel 0.03 0.39 0.51 0.04 0.02 

2 Bahrain 0.15 0.25 0.54 0.04 0.02 9 Kuwait 0.16 0.25 0.51 0.05 0.03 

3 Bangladesh 0.04 0.15 0.43 0.28 0.09 10 Kyrgyzstan 0.16 0.21 0.54 0.05 0.03 

4 Canada 0.07 0.21 0.43 0.20 0.09 11 Oman 0.03 0.14 0.79 0.02 0.01 

5 Guatemala 0.06 0.17 0.73 0.03 0.02 12 Saudi Arabia 0.30 0.24 0.38 0.05 0.03 

6 Honduras 0.00 0.00 1.00 0.00 0.00 13 South Africa 0.04 0.22 0.43 0.22 0.08 

7 Iraq 0.00 0.01 0.98 0.00 0.00        

 
.  
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(a) Mean, Median, Minimum and Maximum Values For Middle Risk2 Countries 

 
(b) Variation Coefficients for Middle Risk2 Countries 

 
(c) Box-Plot for Middle Risk2 Countries 

Figure 6. Descriptive Statistics for Middle Risk2 Countries 

 

 
Table 11. High Risk1 Countries in terms of DOP 

CL 6307.885832 High Risk 1 

No Countries 
U1 U2 U3 U4 U5 No Countries U1 U2 U3 U4 U5 

1 Hungary 0.07 0.24 0.14 0.28 0.27 5 Netherlands 0.05 0.11 0.13 0.41 0.30 

2 Iran 0.00 0.00 0.00 1.00 0.00 6 Portugal 0.04 0.22 0.16 0.41 0.17 

3 Ireland 0.08 0.15 0.23 0.35 0.20 7 Romania 0.02 0.08 0.07 0.50 0.33 

4 Luxembourg 0.04 0.13 0.11 0.46 0.26 8 Switzerland 0.04 0.11 0.09 0.39 0.37 
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(a) Mean, Median, Minimum and Maximum Values For High Risk1 Countries 

 
Variation Coefficients for High Risk1 Countries 

 
(c) Box-Plot for Middle Risk2 Countries 

Figure 7. Descriptive Statistics for High Risk1 Countries 

 
 
Table 12. High Risk2 Countries in terms of DOP 

CL 7623.690332 High Risk 2 

No Countries U1 U2 U3 U4 U5 No Countries U1 U2 U3 U4 U5 

1 Argentina 0.03 0.08 0.08 0.26 0.55 10 Ecuador 0.04 0.08 0.10 0.29 0.49 

2 Armenia 0.01 0.03 0.03 0.15 0.79 11 France 0.06 0.11 0.12 0.31 0.41 

3 Belgium 0.12 0.16 0.17 0.25 0.30 12 Italy 0.08 0.14 0.14 0.28 0.36 

4 Bolivia 0.04 0.09 0.11 0.29 0.48 13 Mexico 0.04 0.08 0.09 0.26 0.53 

5 BH 0.05 0.12 0.10 0.26 0.48 14 Moldova 0.00 0.00 0.00 0.00 1.00 

6 Brazil 0.05 0.09 0.11 0.28 0.47 15 Peru 0.09 0.14 0.16 0.26 0.35 

7 Bulgaria 0.07 0.20 0.13 0.28 0.32 16 Slovenia 0.08 0.18 0.14 0.26 0.34 

8 Colombia 0.02 0.05 0.05 0.22 0.66 17 Spain 0.09 0.14 0.15 0.28 0.34 

9 Czechia 0.06 0.17 0.13 0.28 0.36 18 US 0.06 0.10 0.11 0.28 0.45 
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As can be seen from Figure 7,  

 When mean and median values of the countries 
are examined, it is seen that Netherlands has the 
highest DOP values; Hungary has the smallest 
DOP values.   

 The country whose DOP values change the most 
is Hungary. When the reason for this is 
investigated, it is observed that the DOP values 
of Hungary have increased dramatically since 2 
October 2020.  

 In the all countries except Iran, DOP values have 
increased in the second time period.  

 Lastly, high risk2 countries are given in Table 12 

 As shown in Table 12, 

 The cluster of high risk2 consists of 18 countries 
and the cluster center is Moldova. Armenia and 
Colombia have high membership degrees. Thus, 
information about the DOP values of Armenia 
and Colombia can be obtained by monitoring the 
behavior of Moldova. 

 All the countries except Armenia and Colombia 
belong to the cluster of high risk2 with small 
membership degrees. These countries also are 
members of the cluster of high risk 1.  

Fig 8. shows the descriptive statistics for this cluster.  
 

 
(a) Mean, Median, Minimum and Maximum Values For High Risk2 Countries 

 
(b) Variation Coefficients for High Risk2 Countries 

 
(c) Box-Plot for Middle Risk2 Countries 

Figure 8. Descriptive Statistics for High Risk2 Countries 
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As seen in Figure 8,  

 According to mean and median values, the 
highest DOP values are reported from Belgium.  

 Czechia and Bulgaria have the smallest DOP 
values in mean.  

 The highest DOP value is observed in the 
Belgium.  

 The highest variation coefficients are obtained 
from the countries of Bulgaria, Czechia and 
Slovenia. The smallest variations are observed in 
Belgium, France, Italy and Spain.   

 According to Figure 8(c), Armenia, Bolivia, 
Colombia, Mexico and US have exhibited a more 
regular behavior in terms of DOP in the time 
period considered. 

 In Argentina, Belgium, BH, Bulgaria, Czechia, 
Ecuador, France, Italy, Moldova, Slovenia and 
Spain, the increases in DOP values have been 
observed in the second time period.      

 

 Conclusions 
 
In this study, it is aimed to determine the countries 

exhibiting similar and different behavior in terms of 
spread of COVID19. For this objective, the data set 
consisting of CCOP and DOP values of 111 countries are 
used. Firstly, the optimal number of clusters is found by 
using five cluster validity indexes for each variable (CCOP 
and DOP). The number of clusters is determined as 3 and 
5 for CCOP and DOP respectively. FKM clustering 
algorithm is executed with the optimal number of clusters 
and CL value is calculated for each cluster separately. CL 
values are used to reveal the risk levels of the countries 
with respect to COVID19. The results obtained for CCOP 
values are as follows: 

 The cluster of low risk includes 52 countries. The 
cluster center of this cluster is Uzbekistan.  All the 
countries except Greece, Mexico, Kazakhstan, Saudi 
Arabia, Singapore, and Tunisia have been assigned to 
this cluster with high membership degrees. From here, 
it can be said that the information about the spread of 
COVID19 spread in 45 countries can be obtained by 
following the spread of COVID19 in Uzbekistan.   

 The cluster of middle risk contains 33 countries. The 
cluster center of this cluster is Ukraine. The COVID19 
behavior of the countries of Albania, Azerbaijan, 
Bahamas, Belarus, Bulgaria, Estonia, Germany, 
Hungary, Ireland, Jordan, Latvia, Lebanon, Poland, 
Romania, Russia, Slovakia, Turkey and UAE show high 
similarity with that of Ukraine.  

 High risk cluster consists of 26 countries and its cluster 
center is Spain. Argentina, Armenia, Belgium, Brazil, 
France, Israel, Kuwait, Moldova, Netherlands, Peru, 
Switzerland and US are assigned to this cluster with 
membership degrees which are bigger than 0.7 and 
thus, it can be said that these countries have similar 
COVID19 behavior with Spain. 

According to DOP values, following results are obtained: 

 Low risk cluster consists of 56 countries and the cluster 
center of this cluster is Sudan. All the countries except 
Azerbaijan, Belarus, Estonia, Kazakhstan and Lebanon 
belong to this cluster with high membership degrees. 
In other words, 51 countries have similar DOP 
behavior with Sudan. 

 The cluster of middle risk 1 includes 16 countries. The 
cluster center is found as UAE. Albania, Greece, 
Jordan, Serbia and Tunisia have high similarity with 
UAE in terms of DOP behavior.    

 Middle risk2 cluster contains 13 countries and the 
cluster center is Honduras. All the countries except 
Guatemala, Iraq and Oman also belong to the other 
clusters with different membership degrees.  

 High risk1 cluster contains 8 countries. The cluster 
center is Iran. All the countries in this cluster are also 
assigned to the other clusters. Thus, it can be said that 
the countries in this cluster exhibit unstable behavior 
in terms of DOP. 
 

 Lastly, the cluster of high risk2 consists of 18 countries 
and the cluster center is Moldova. All the countries 
except Armenia and Colombia are the element of the 
other clusters with different membership degrees.  
When the clusters of CCOP and DOP are compared, the 
following results are obtained: 

 Although the countries of Greece, Guatemala, Saudi 
Arabia and Tunisia are element of low risk cluster in 
terms of CCOP, they belong to middle risk cluster in 
terms of DOP values.  

 Mexico belongs to low risk cluster according to CCOP 
values while it is the element of high risk cluster 
according to DOP values.  

 Azerbaijan, Belarus, Cyprus, Estonia, Iceland, Lebanon 
and Ukraine are assigned to low risk cluster with 
respect to DOP. But, these countries are the element 
of middle risk cluster with respect to CCOP.    

 Lastly, while Maldives and Qatar belong to low risk 
cluster with respect to DOP, they are assigned to high 
risk cluster with respect to CCOP.   
In the future work, we planned that countries are 

clustered by considering three COVID19 behavior, 
including the number of active cases, the number of 
deaths and the number of recovered cases, 
simultaneously 
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