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Genotoxic effect of two commonly used textile dyes Reactive Blue 19 
and Reactive Black 5 using Allium cepa L. as an indicator 
Şifa TÜRKOĞLU 1, *  
1Sivas Cumhuriyet University, Faculty of Science, Department of Biology, Sivas/TURKEY 

Abstract  

In this study, the cytotoxic and genotoxic effects of Reactive Blue 19 and Reactive Black 5 
were investigated using the Allium test and comet assay. These chemicals are fabric dyes used 
in textile industries in various parts of Turkey. Bulbs with roots of Allium cepa L. were treated 
with different concentrations (25, 50 and 100 ppm) of these textile dyes for 24 h. and 48 h. 
The root tips were processed for cytological studies by the aseto-orcein squash procedure. 
Distilled water and methyl methane sulfonate (MMS, 10 ppm) were used as an negative and 
positive control, respectively. Exposure of Reactive Blue 19 and Reactive Black 5 significantly 
decreased mitotic index values. Additionally, all treatments changed the frequency of mitotic 
phases when compared with the control groups. These dyes increased chromosome aberrations 
in test material. Among these abnormalities were anaphase bridges, c-mitosis, laggards, 
micronuclei and stickiness. A significant increase in DNA damage was also observed at all 
concentrations of both Reactive Blue 19 and Reactive Black 5 examined by comet assay.   

Article info 
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1. Introduction 

Since ancient times in history, coloring agents have 
had a place in human life.  While the coloring agents 
that are as old as human history were formerly obtained 
from natural products, they were later replaced by 
synthetic colorants and the industrial revolution, the 
development of organic chemistry, and the textile and 
pharmaceutical industries.  

Today there has been a growing interest in synthetic 
products because natural coloring agents are costly, 
their acquisition is rather challenging, and their color 
scale is narrow. Rapid developments in the textile 
industry have brought with them an uncontrollable 
growth, due to which the places that have suffered at 
most have doubtlessly been the seas, lakes, rivers, and 
drinking-water basins contaminated by the wastes of 
textile factories. The living organisms that live in these 
resources have been affected by this contamination 
with a great deal, and the substances being the causes 
of such contamination reach even humans through the 
food chain. The fact that some of these substances 
spreading uncontrollably around the environment may 
be mutagenic or carcinogenic has been a matter of 
discussion for years. These substances left in nature by 
humans by abandoning them to their fate lead to 
several diseases, including cardiac diseases, early 
aging, cataract, hereditary and developmental birth 
defects. Besides such diseases, the hypothesis that they 

are the main cause of cancer is gaining strength by 
finding new supporters each passing day. The fact that 
the coloring agents used in the textile industry are 
emitted into the external environment through the 
factory wastes causes unhealthy conditions to occur. In 
particular, the wastewater into which the industrial 
water containing coloring agents are disposed of 
destroying the natural environment in terms of color, 
smell, and landscape, and thus, the natural flora and 
fauna existing within the environment are annihilated 
[1].  

Al-Sabti [2], in a study he conducted by using a 
micronucleus test, reported that under the laboratory 
conditions, chlorotriazine Reactive Azo Red 120 
textile dye, which is also found in the textile 
wastewater, posed a genotoxic effect by increasing the 
amount of micronucleus in the Carassius auratus 
gibelio erythrocytes. In another study conducted on 
Clarias lazera, the textile industrial wastewater was 
determined to increase the micronucleus formation [3]. 

Sumathi et al. [4], in a study they conducted by 
applying a comet test, reported that DNA damage 
occurred in the erythrocytes and liver cells of the fish 
belonging to Cyprinus carpio species exposed to the 
wastewater of textile dyes. It was also reported that the 
textile industrial wastewater given in different 
concentrations and at different periods had increased 
the amount of the micronucleus in the erythrocyte and 

http://dx.doi.org/10.17776/csj.863973
https://orcid.org/0000-0002-2725-9827
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branchial cells of O. niloticus and enhanced the other 
nucleus anomalies [5]. 
In their study, Moawad et al. [6] researched the effects 
of different dyes applied on clover, lettuce, wheat, and 
tomato plants grown widely on the Nile Delta on seed 
germination, root elongation, and genotoxicity. As a 
result of the research, the germination rate in the seeds 
at increased dye concentrations decreased. Separately, 
a high level of dye concentrations was determined to 
have inhibited the shoot/offshoot formation. The 
elongation of the rootlet was also suppressed at high 
concentrations. It was observed that among the plants 
that were used, wheat had shown much more resistance 
to the toxic effect of the dye when compared to other 
plants.  
In toxicology, the changes that have occurred in the 
genetic mutations, the number, and the structure of the 
chromosomes have been of great interest, and a wide 
variety of in vivo and in vitro test systems have been 
developed to determine any of these mutations. The 
genotoxicity tests used frequently are the Allium test, 
Ames test, micronucleus test, sister chromatid 
exchange (SCE) test, and the single-cell gel 
electrophoresis test (comet assay).  
It is easier and more sensitive to perform genotoxicity 
with a plant bioassay because it is an efficient and cost-
effective test system. High plants may be exposed to 
environmental pollutants directly in laboratories [7] or 
in situ [8-9]. Allium cepa L. (A. cepa) is used 
frequently to evaluate the potential of genotoxicity in 
pesticides, food additives, or other chemicals [10-13]. 
A good correlation has been determined between the 
Allium test results and the mammalian test systems 
[14]. The popularity of the Allium assay comes from 
its ability to evaluate chromosomal aberrations in 
cytogenetic tests in an efficient way [15].  
On the other hand, comet assay is frequently used in 
finding the strand breaks in DNA of single cells 
because the comet assay is simple to use, sensitive, 
quick, cost-effective, and easy. In addition, it is a user-
friendly application and requires a small number of 
cells compared with the other testing systems [16-17]. 
With the genotoxicity studies conducted in laboratories 
in the short term, a new system has been developed, 
and this is called the “the Micronucleus Formation 
Assay (MN)” and is used in detecting cytogenetic 
changes quickly and analyzes the dividing root 
meristems in A. cepa [18]. In the cell division, laggard 
chromosomes or acentric fragments are excluded from 
the nucleus, and therefore micronuclei are formed. 
These micronuclei are easy to detect in the subsequent 
interface.  

In this study, to determine the possible genotoxic 
effects of the coloring agents, Reactive Blue 19 and 
Reactive Black 5 used in the textile industry, 25, 50, 
and 100 ppm – doses of these substances were applied 
into A. cepa root tip cells for the period of 24 and 48 
hours, and their effects on the mitotic index, 
chromosome, and DNA structure were investigated 
through the Allium and comet tests.  
2. Material-Method 
2.1.Chemicals 
The testing materials were bought from the Sigma-
Aldrich Company (Turkey). Reactive Blue 19: Cas no: 
2580-78-1, Molecular formula: C22H16N2Na2O11S3, 
Formula Weight: 626.54. Reactive Black 5: Cas no: 
17095-24-8, Molecular formula: C26H21N5Na4O19S6, 
Formula Weight: 991.82. Allium cepa (2n=16) onion 
bulbs, 25-30 mm in diameter, non-treated, were bought 
from a supermarket in the city of Sivas. All the 
chemicals used in the comet assay were purchased 
from Sigma-Aldrich. 
2.2. Allium test  
The onions (A. cepa, 2n= 16) were determined 
according to whether they received the chemicals. 
They were transferred to test tubes containing pure 
water for 24 h. The root growth inhibition was 
determinated via this method (% inhibition = changing 
in growth/total growth X 100). After one day, the EC50 
values of Reactive Blue 19 and Reactive Black 5 were 
determined at room temperature with different 
concentrations. After a treatment period of 4 days, ten 
roots were obtained from each onion and took from 
measuring on them. EC50 concentration was 
determined as one of the concentrations decreasing the 
root growth by about 50 % compared with the control 
group. 25 ppm (1/2x EC50), 50 ppm (EC50), and 100 
ppm (2x EC50) concentrations of Reactive Blue 19 and 
Reactive Black 5 were determined and performed for 
the Allium test. Distilled water was used as the 
negative control. As the positive control group, Methyl 
methanesulfonate (MMS, 10 ppm) was used. 
1/2x EC50, EC50, and 2x EC50 of concentrations were 
added into test tubes for 24 and 48 h when six onion 
bulbs germinate for 24 h. Tip of roots was collected 
from controls and treatment groups at the high level of 
maximum mitotic activity on sunny days and used 
Carnoy’s fixative in ethanol: glacial acetic acid (3:1) 
for 24 h. 1 N HCL was used for hydrolyses at 60 oC for 
7 mins. After aceto-orcein staining for cytogenetic 
analysis and destaining with 45% acetic acid, total and 
damaged cells were detected on six different slides 
with a 40x light microscope. Five slides per treatment 
were randomly coded and scored blindly. MI and CAs 
were calculated by using the following equations: 
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MI= (total number of dividing cells/total cell numbers) x 100 

CA= (total number of abnormal cells/100 ana-telophase cells) x 100 

2.3. Comet assay 

The root meristem cells of A. cepa were exposed to 
concentrations similar to those used for cytogenetic 
analysis. The method used for comet assay was carried 
out as described by Tice et al. [19]. In brief, the root 
tips of A. cepa exposed to Reactive Blue 19 and 
Reactive Black 5 (25, 50, and 100 ppm) were placed in 
a watch glass which is kept in an ice base and gently 
sliced using a sharp razor blade to isolate the nuclei in 
Tris buffer pH 7.5. The microscope slides are pre-
treated by 40 ml of 0.3% normal melting point (NMP, 
Cas no: 9012-36-6) agarose prepared in phosphate-
buffered saline (PBS) evenly spread were air-dried. 
The suspension of nuclei (15 ml) mixed with 150 ml of 
low melting point (LMP, Cas no: 39346-81-1) agarose 
in PBS kept at 37 °C was pipetted over the slides. 
Slides were covered and left in a metal tray kept on ice. 
Nuclei were left for 1 h, and slides were rinsed in TAE 
buffer (40 mM Tris-acetate buffer, 1 mM EDTA, pH 
8) to remove the salt. All operations were conducted 
under dimmed with yellow light. The slides were 
placed in a horizontal gel electrophoresis tank 
containing freshly prepared cold electrophoresis buffer 
(1 mM Na2EDTA and 300 mM NaOH, pH 4,13). The 
nuclei were incubated for 10 min to facilitate DNA 
unwinding before the electrophoresis at 0.72Vcm_1 
(26 V, 300 mA) for 25 min at 4 °C. Electrophoresed 
slides were stained with 80 ml ethidium bromide (20 
mgml_1) for 5 min, dipped in ice-cold water to remove 
the excess ethidium bromide, and covered with a 
coverslip. For each slide, 25 randomly chosen nuclei 

were analyzed using a fluorescence microscope with 
an excitation filter of BP 546/10 nm and a barrier filter 
of 590 nm. Three slides were evaluated for treatment, 
and each treatment was repeated at least twice. Each 
image was classified according to the intensity of the 
fluorescence in the comet tail and given a value of 0, 1, 
2, 3, or 4 so that the total scores of the slide could be 
between 0 and 400 arbitrary units (AU microgel-1110) 
[20]. 
The Total Arbitrary Unit (AUT), which was used to 
express the extent of the DNA damage, may be 
calculated by using the equation below: 
 AUT = N0 × 0 + N1 × 1 + N2 × 2 + N3 × 3 + N4 × 4 
where Ni is the number of nuclei scored in each 
treatment.  
2.4. Statistical analysis 
The data of mitotic index, chromosomal aberrations 
and comet scores, expressed as percentages, and the 
levels of significance in the different treatment groups 
were analyzed. Least significance difference (LSD) 
test were performed by using one-way analysis of 
variance (ANOVA) on SPSS 23.0 version (at p˂0.05 
levels). Windows-Microsoft Excel 2003 software was 
employed for data analysis and graphics. 
3. Results 
This study aims to determine the possible cytotoxic and 
genotoxic effects of the Reactive Blue 19 and Reactive 
Black 5; for this purpose, the Allium test and the comet 
assay were used.

Table 1. The effects of Reactive Blue 19 on mitotic index and mitotic phases in the root cells of A. cepa 

Time 

 

Doses 

 

Total Cells Number 

 

Mitotic index 

Mean±S.D.* 

Prophase 

 

Metaphase 

 

Anaphase 

 

Telophase 

 

 Control 5095 79.83±0,18 a 74.42 2,97 1,5 0,94 

 MMS 5074 45.26±0,37 b 39.77 2,47 1,73 1,29 

24 h 25 5157 38.88±0,40 c 34.59 1,74 1,76 0,79 

 50 5468 35.24±0,17 d 30.87 1,50 1,9 0,97 

 100 5230 29.41±0,38 e 26.44 1,45 0,62 0,9 

 Control 5037 63.94±0,25 a 59,57 1,75 1,37 1,25 

 MMS 5033 36.15±0,33 b 32,82 1,5 0,9 0,93 

48 h 25 5071 27.55±0,39 c 25,47 0,84 0,69 0,55 

 50 5201 24.93±0,27 d 22,83 0,92 0,57 0,61 

 100 5168 13.82±0,45 e 12,51 0,45 0,32 0,54 

*:  Means with same letter do not differ statistically at the level of 0.05 

https://www.sciencedirect.com/science/article/pii/S0048357512000880#b0115
https://www.sciencedirect.com/topics/agricultural-and-biological-sciences/agarose
https://www.sciencedirect.com/science/article/pii/S0048357512000880#b0120
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The effects of the Reactive Blue 19 on the MI and the 
mitotic phase in the root cells of the A. cepa, which 
received treatment for 24 hours and 48 hours, and the 
results show that the MI decreased in significant 
amounts in every Reactive Blue 19 concentration 
(Table 1). 
The same is true for each time of exposure. For 24 
hours, MI values of the Allium root tips, which were 
incubated in water (i.e., the negative control group), 
and which were also incubated in the 10 ppm Methyl 
Methane Sulfonate (i.e., the MMS, the positive control 
group), have been determined as being 79.83±0.18 and 
45.26±0.37, respectively. When the results were 
evaluated, it became clear that, as expected, the MMS 
treatment led to a decrease in the MI values in the root 
meristems compared with the control group. The 24-
hour application of 25 ppm gave the highest MI values: 
38.88±0.40. The percentage of the MI at the 24-hour 

application, on the other hand, gave a lower result at 
100 ppm: 29.41±0.38. At the 48-hours application, the 
important inhibition mitotic index was observed for all 
the dosages of the Reactive Blue 19, which was treated 
root meristem cells of A. cepa.  
Table 2 gives the effects of various Reactive Black 5 
concentrations on cytogenetic parameters (MI and 
mitotic phases). There appeared important differences 
between the bulbs which received MI of the control 
group and the Reactive Black 5 treated bulbs in every 
exposure period. The test concentrations inhibited the 
MI in a concentration-dependent manner. The control 
group gave the highest values at 24 hours and 48 hours 
(84.72±2.01 and 78.01±1.68, respectively). The 100 
ppm Reactive Black 5 gave the lowest values at 24 
hours and 48 hours (34.69±1.29 and 20.36±1.20, 
respectively).  

 

Table 2. The effects of Reactive Black 5 on mitotic index and mitotic phases in the root cells of A. cepa 

 

Time Doses 

Total Cells 

Number 

Mitotic index 

(Mean±S.D.)* Prophase Metaphase Anaphase Telophase 

 Control 5344 84,72±2,01 a 66,48 8,17 3,96 6,11 

 MMS 5320 35,99±1,58 bd 32,23 1,75 0,57 1,44 

24 h 25 5257 42,31±1,01 c 38,57 1,23 1,92 0,59 

 50 5229 36,81±0,77 b 34,24 0,48 0,82 1,27 

 100 5312 34,69±1,29 d 32,12 0,63 1,28 0,66 

 Control 5307 78,01±1,68 a 64 7,41 3,29 3,31 

 MMS 5238 54,61±2,01 b 48,47 2,21 1,18 0,75 

48 h 25 5248 40,63±2,27 c 37,31 1,25 1,38 0,69 

 50 5351 33,19±1,98 d 30,19 0,58 1,41 1,01 

 100 5355 20,36±1,20 e 17,4 1,05 1,23 0,68 

*: Means with same letter do not differ statistically at the level of 0.05. 
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Table 3. Genotoxicity testing of Reactive Blue 19 at 24 h and 48 h exposure in A. cepa. 

*:  Means with same letter do not differ statistically at the level of 0.05 

 

 

Table 4. Genotoxicity testing of Reactive Black 5 at 24 h and 48 h exposure in A. cepa. 

*:  Means with same letter do not differ statistically at the level of 0.05 

 

The types and frequencies of the chromosome 
aberrations in A. cepa meristem cells exposed to the 
Reactive Blue 19 and the Reactive Black 5 for 24 
hours and 48 hours are given in Tables 3 and 4. 

The dyes were reactive and showed an increase in a 
concentration-dependent manner in chromosome 

aberrations frequency. Sticky and the anaphase bridge 
were the frequently observed chromosome 
aberrations. C-mitosis and micronucleus were also 
among the chromosome abnormalities. According to 
the results of our study, the number of the cells with 
anomaly was increased at an important level after 24-

Time Doses Counted 
cell 
numbers 

Anaphase 
bridge 

Stickiness C-
mitosis 

Laggard Micronuclei Total 
abnormallities 

(Mean±S.E.)* 

 Control 500 0,00 0,00 0,00 0,00 0,00 0,00±0,00 a 

 MMS 500 3,51 1,54 1,83 0,10 1,03 8,01±1,46 b 

24 h 25 500 5,24 1,39 7,38 0,00 0,82 14,83±1,03 c 

 50 500 4,90 1,86 7,65 0,00 1,79 16,20±1,22 d 

 100 500 6,39 2,93 8,17 0,00 1,53 19,02±1,38 e 

 Control 500 0,00 0,00 0,00 0,00 0,00 0,00±0,00 a 

 MMS 500 3,75 1,59 2,19 0,00 1,74 9,27±1,31 b 

48 h 25 500 5,47 2,26 10,14 0,00 2,10 19,97±2,21 c 

 50 500 7,63 2,91 13,92 0,00 2,57 27,03±1,18 d 

 100 500 7,00 1,43 18,13 0,00 3,18 29,74±1,25 e 

Time Doses Counted 
cell 

numbers 

Anaphase 
bridge 

Stickiness C-
mitosis 

Laggard Micronuclei Total 
abnormalities 

(Mean±S.D.)* 

 Control 500 0,00 0,00 0,00 0,00 0,00 0,00±0,00 a 

 MMS 500 5,23 3,48 4,39 1,5 1,29 15,89±0,71 b 

24 h 25 500 6,41 4,59 9,14 3,18 2,87 26,19±1,55 c 

 50 500 5,00 5,13 18,2 2,47 2,46 33,26±1,29 d 

 100 500 8,11 7,71 20,04 1,38 4,04 41,28±1,20 e 

         

 Control 500 0,00 0,00 0,00 0,00 0,00 0,00±0,00 a 

 MMS 500 4,43 2,21 3,51 1,14 1,51 12.80±1,68 b 

48 h 25 500 2,96 12,02 10,54 2,18 3,23 30.93±2,72 c 

 50 500 8,74 12,72 18,41 3,97 3,56 47,40±1,04 d 

 100 500 14,93 14,11 16,19 3,06 4,48 52,77±2,23 e 
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hour and 48-hour applications with all dyes that were 
tested compared with the control group. Table 4 gives 
a summary of the comet assay results.
Table 5. Detection of DNA damage in nuclei of A. cepa root meristems exposure to Reactive Blue 19 and Reactive Black 
5 using the Comet assay 

 

 

 

 

 

 

 

 

 

 

 

 

 
*: Means with same letter do not differ statistically at the level of 0.05. 

 

       
 A   B   C   D 
Figure 1. Assessment of genotoxicity DNA damage estimated by comet assay in root nuclei of A. cepa. 
A: control, B: 25 ppm, C: 50 ppm, D: 100 ppm 
 

According to the results, the damages caused by the 
DNA are high at an important level in every 
concentration of the Reactive Blue 19 and the Reactive 
Black 5 when these values are compared with those of 
the control group (p˂0.05). The length of the comet's 
tail increased with the reactive dye concentrations, 
which also showed an increase after the prolonged 
exposure. The damage caused by the DNA in the 
Reactive Black 5 was determined as being higher than 
that of the Reactive Blue 19. 

4. Discussion   

Investigating the effects of the chemical materials used 
and spread around the environment unconsciously on 
the test organisms can be evaluated as an indicator of 

possible toxic effects in humans and other living 
species.  

The monitoring and screening of the genotoxic effects 
of the potentially toxic chemicals have a good 
indicator: High plants. The A. cepa is a high plant used 
commonly in evaluating the effects of the chemicals on 
genetic materials [21-22].  

According to the findings of this study, the benefits of 
the A. cepa root meristem cells in textile dyes are 
obvious. The significant parameter in selecting the 
testing concentrations for the genotoxicity assays is the 
value of EC50. In the tests conducted to reveal the 
inhibition of the Allium root growth, the important 
inhibition, dependent on the dosage, refers to the 
potential cytotoxicity of the chemical used for the 

Time Doses DNA 

(Arbitrary 

Damages 

Units±S.D.)* 

  Reactive Blue 19 Reactive Black 5 

 Control 35.40 ±3.92 a 39.18 ±1.57 a 

24 h MMS 64.03 ±3.64 b 62.66 ±2.80 b 

 25 42.58 ±2.17 c 56.32 ±3.12 c 

 50 49.66 ±1.60 d 74.15 ±1.36 d 

 100 65.43 ±2.39 b 82.42 ±0.83 e 

 Control 35.40 ±3.92 a 39.18 ±1.57 a 

 MMS 64.03 ±3.64 b 62.66 ±2.80 b 

 25 47.63 ±1.65 c 69.74 ±0.27 c 

48 h 50 59.98 ±1.19 d 83.98 ±2.61 d 

 100 63.84 ±0.77 b 96.13 ±1.84 e 
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experiment. A reduction in the number of the dividing 
cells accompanies this inhibition of the root growth at 
all times [23], the cell elongation inhibition in the 
extension regions [24], and also the inhibition of the 
synthesis of the protein [25].  

The mitotic index is a parameter allowing the 
prediction of the cellular division frequencies. These 
frequencies are beneficial in identifying the existence 
of cytotoxic chemicals [26]. The inhibition of DNA 
synthesis may reduce mitotic activity  [27] or cause the 
S-phase synthesis of proteins [28]. According to the 
cell division ratio in the tips of the roots, the Reactive 
Blue 19 and Reactive Black 5 caused a reduction at an 
important level in the mitotic index when these values 
are compared with the control group and the MMS 
(Table 1 and 2). The decreased MI values were 
determined to be lower than the MMS after all the 
exposure values of the Reactive Blue 19 and the 
Reactive Black 5 (the only exception was determined 
at the 24-hour value). The MI inhibition (the important 
reduction on the prophase percentage at every 
concentration and treatment times used in the Reactive 
Blue 19, the Reactive Black 5, and the MMS) showed 
that the normal sequence of the cell division was 
interfered with by the treatment. Decreased cell 
division indices make us consider an inhibitory effect 
in the interphase level. The decrease in the DNA is 
observed together with this reduction and can happen 
because of the inhibition of DNA synthesis or the 
blocking in the cell cycle, G2 phase; this prevents the 
cell from entry to the mitosis [29]. 

Furthermore, the mitosis ratio has been determined as 
being related closely to the resulting level of ATP [30]. 
The mitotic indices in the treatments being lower and 
the decrease in the other stages make us consider that 
the treatments interfered with the respiratory pathway, 
leading to the lower levels of the ATP. In the current 
study, it was demonstrated that the Reactive Blue 19 
and the Reactive Black 5 had a cytotoxic effect, and the 
reason for this was the decreasing level of the MI. In a 
substantially high number of studies conducted on the 
A. cepa test in the literature, the MI had similar 
influences [31-32]. 

Besides, there is the need for different test methods 
(e.g., flow cytometry) to determine how these chemical 
coloring agents impact the mitotic index and at what 
stage they affect the cell cycle. 

Table 3 and Table 4 demonstrate the A. cepa 
chromosome aberration test, which was conducted to 
examine the genotoxic potential of the Reactive Blue 
19, and the Reactive Black 5. The A. cepa root 
meristematic cells test was used in this testing. The 
following five forms of aberrations were determined in 

the root-tip cells: anaphase bridge, sticky, c-mitosis, 
laggards, and micronucleus (the root cells received 
treatment with Reactive Blue 19, and the Reactive 
Black 5).  

It has been demonstrated and proven that the A. cepa 
chromosomal aberration assay is a cost-effective, 
sensitive and effective test. It is used in testing the 
potential mutagens in the mitotic and meiotic cells 
[33]. The chromosomal aberrations are classified under 
two sub-groups as the clastogenic aberrations 
(chromosomal break and chromatin bridge); and the 
physiological aberrations (c-mitosis, sticky, laggard). 
The anaphase bridges show structural chromosomal 
mutation and can occur during the translocation of 
chromatid exchange which is unequal because of the 
following reasons: presence of disentric chromosomes, 
replication enzymes that are not much active, breakage 
and fusion of chromosomes and chromatids [34]. After 
the treatments with Reactive Blue 19, and the Reactive 
Black 5, the property of sticky of the chromosomes was 
determined. The sticky is an effect which is toxic at a 
higher level and its effects are irreversible and usually 
causes cell deaths. The sticky chromosomes are 
indicative of the fact that the textile dye affects the 
chromatin organization. These effects occur due to the 
balance which is broken between the quantity of the 
histones or the other proteins, which are responsible for 
proper structure control of the nuclear chromatin [35]. 
These results are in accordance with the results of 
many other studies conducted so far and which 
investigated the effects of various chemicals on 
different material types [36-37]. The most widespread 
chromosome aberration has been determined as being 
the c-mitosis. It was observed with the common c-
mitosis cells that the textile dyes break the mitotic 
spindle and arrest the cell division in the early prophase 
and results in random scattering of the chromosomes 
which are condensed. The behavior of these dyes 
remind us of the colchicine. It is known that colchicine 
binds to the intermeric interface between α-β tubulin 
dimmers and inhibits microtubule polymerization that 
causes c-mitosis by blocking cells in prometaphase. 
According to the results of our study, it has been 
confirmed that the Reactive Blue 19, and the Reactive 
Black 5 cause the inhibition of the spindle formation 
which is similar to the effects of the colchicine. The 
clastogenic and aneugenic activities are estimated by 
the existence of the micronuclei, which can be formed 
from the acentric fragments, which is a consequence of 
a clastogenic action or the loss of an entire 
chromosome because of an aneugenic activity [38]. 
The spontaneous origination of the micronucleus is 
possible. On the other hand, the induction of them is 
used for determining the genetic damages which stem 
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from exposure to a mutagenic agent. Because of the 
abovementioned facts, and in the light of the induction 
of the micronuclei it can be concluded that the Reactive 
Blue 19, and the Reactive Black 5 may either be 
spindle inhibitors or clastogens. The dyes might enter 
the nucleus of the cell and then bind to the purine, 
pyrimidine bases, or to the proteins (i.e. spindle). These 
interactions might denature the spindles. It is also 
possible that they might lead to a delay in the 
chromosome-spindle complex formation, and this 
might lead to the formation of the MN.  

According to the chromosomal analysis results 
obtained from this study, the reactive dyes used are 
believed to cause serious chromosomal abnormalities 
in A. cepa root meristems., which leads to decreases in 
the mitotic index.  

The comet assay was performed to analyze the 
genotoxicity of the Reactive Blue 19 and the Reactive 
Black 5 in a single cell in A. cepa root tip. Table 6 gives 
a brief summary of the results which are obtained from 
the comet assay. According to the comet assay results, 
the DNA damage was higher at an important level in 
various concentrations of the Reactive Blue 19 and the 
Reactive Black 5 when they are compared with the 
negative control group. According to the chromosomal 
aberrations and mitotic index results, there is a good 
correlation with the comet assay. It is possible to 
explain the DNA damage with the increase in the 
activities of the free radicals and the reactive oxygen 
species in the treatments with reactive textile dyes. 
This situation leads to DNA strand break and DNA 
replication, repair, recombination, and transcription, 
which are irreversible [39].  

In the comet analysis, when the increases in the injury 
rate observed in the DNA are evaluated, it can be stated 
that the textile dyes used in the study cause fractures in 
the DNA, due to which they may be considered as 
substances with clastogenic effect. Any organism can 
be affected by toxic chemicals in different ways. The 
damage rates may differ according to the amount and 
the type of the toxic material and its length of time to 
affect the organism. Tripathy and Patel [40] researched 
the effect of the coloring agent, reactive turquoise blue, 
on A. cepa root tip cells, and they stated at the end of 
the study that this substance had shown a genotoxic 
characteristic. 

Studies with different biological tests have revealed 
that synthetic colorants may have genotoxic properties. 
In a study with Vibrio fischeri, a bioluminescent 
bacterium, the toxic property of Reactive Black 5 was 
revealed [41] (Gottlieb et al., 2003). In a study 
conducted by Şenel et al. [42], synthetic colorants 
Reactive Black 5, Reactive Blue 19, Reactive Red 74, 

Reactive Red 141, Reactive Yellow 84 were 
investigated. As a result of the research, it was 
determined that Reactive Yellow 84, Reactive Black 5 
had a mutagenic effect at a concentration of 400 μg/mL 
in the presence of S9 fraction and Reactive Black 5 at 
a concentration of 400 μg/mL in the absence of S9 
fraction. Salas-Veizaga et al. [43] investigated the 
genotoxic effects of Reactive Black 5 and found that 
this substance did not cause any change in the mitotic 
index in Vicia faba; in other words, it did not cause a 
cytogenetic effect; on the contrary, it increased the 
formation of micronuclei and thus had a genotoxic 
effect. Leme et al., in a study they conducted in 2015, 
investigated the effects of textile dyes Reactive Blue 
19 and Reactive Red 120 on aquatic organisms and 
humans using different test methods [44]. At the end of 
the study, it was determined that the damage caused by 
both colorants in DNA was not at a level that would 
threaten human health. In another study conducted by 
Leme et al. [45] with Reactive Green 19 disperse red 1 
and Reactive Blue 2 dyes on human dermal cells, it was 
determined that eactive green 19, one of the textile 
dyes used, showed a genotoxic effect, while the other 
two dyes did not. Researchers stated that textile dyes 
might show different organ-specific genotoxic effects, 
and the genotoxic effect may change due to the cell 
culture media used. 

5. Conclusion  
Considering all the data obtained as the result of the 
study, it is seen that both Reactive Blue 19 and 
Reactive Black 5 textile coloring agents reduce the 
mitotic index compared to the control, increase the rate 
of damage in the chromosomes and lead to fractures in 
the DNA. The significant decreases in the mitotic 
index suggest that the dyes used have a cytotoxic 
effect. The chromosomal anomalies indicate that the 
dyes are genotoxic, which is also supported by the 
comet test. Separately, it is accepted that chromosomal 
anomalies or DNA injuries are also strongly associated 
with mutagenic and carcinogenic events.  

In light of the results, it can be concluded that the 
Allium test may give more comprehensive data if it is 
performed in interaction with the comet assay. In our 
study, it has been determined that the Reactive Blue 19 
and the Reactive Black 5 have a genotoxic effect, and 
this effect occurs due to chromosomal aberrations and 
DNA damage. Furthermore, it has also been 
determined that the textile dyes induce the inhibition of 
A. cepa root, the growth, and the mitodepressive effect 
on the division of the cells (the cytotoxic effect). On 
the other hand, detailed cytogenetic studies should deal 
with the clastogenicity and genotoxicity of the textile 
dyes and conduct more comprehensive genotoxicity 
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assessments in animal models.  Such studies may 
reveal significant results for the welfare of human 
beings. In order to protect the future generation of 
humankind, eco-friendly dyes should be used and 
encouraged. 
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Abstract  

Multiple sequence alignment (MSA) is a fundamental process in the studies for determination 
of evolutionary, structural and functional relationships of biological sequences or organisms. 
There are various heuristic approaches comparing more than two sequences to generate MSA.  
However, each tool used for MSA is not suitable for every dataset. Considering the importance 
of MSA in wide range of relationship studies, we were interested in comparing the 
performance of different MSA tools for various datasets. In this study, we applied three 
different MSA tools, T-Coffee, MUSCLE and M-Coffee, on several datasets, BAliBase, 
SABmark, DIRMBASE, ProteinBali and DNABali. It was aimed to evaluate the differences 
in the performance of these tools based on the stated benchmarks regarding the % consistency, 
sum of pairs (SP) and column scores (CS) by using Suite MSA. We also calculated the average 
values of these scores for each tool to examine the results in comparative perspective. 
Eventually, we conclude that all three tools performed their best with the datasets from 
ProteinBali (average % consistency: 29.6, 32.3, 29.7; SP: 0.74, 0.73, 0.74; CS with gaps: 0.27, 
0.27, 0.26 for T-Coffee, MUSCLE, M-Coffee, respectively), whereas the lowest performance 
was obtained in datasets from DIRMBASE (average % consistency: 1.8, 1.1, 4.3; SP: 0.05, 
0.04, 0.04 CS with gaps: 0.01, 0, 0.008 for T-Coffee, MUSCLE, M-Coffee, respectively) 
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1. Introduction 

Multiple sequence alignment (MSA) is a fundamental 
process in the studies for determination of evolutionary, 
structural and functional relationships [1-3]. It is 
generally used to predict the function and structure of 
proteins from biological sequences [4, 5]. While next 
generation sequencing methods have been developing, 
MSA plays a key role in function and structure 
comparison in this technology [6]. In addition, different 
MSA strategies can be developed and designed for 
specific targets. For instance, ODOTool, developed by 
Ugurel et al. (2020) [7] for bacterial single nucleotide 
polymorphism determination, is recently used for the 
analysis of mutations in genomes of SARS-CoV2 that 
causes COVID-19 pandemic.  Also, various MSA 
algorithms have been developed and served as tools 
such as T-Coffee [8], MUSCLE [9] ,  M-Coffee [10], 
CLUSTALW [11], Clustal Omega [12], Align-M [13], 
DIALIGN [14], Kalign [15], MAFFT [16, 17], 
ProbCons [18], PROMALS3D [19], 3DCoffee [20], 

HAlign [21], Expresso [22], PRANK [23, 24] and 
MUMMALS [25] etc.   

T-Coffee (Tree-based Consistency Objective Function 
For alignment Evaluation) is one of the MSA methods 
that benefits from the progressive-alignment strategy 
[8, 10]. In this strategy, firstly a phylogenetic tree is 
constructed between sequences and then an alignment 
is established according to their order in the tree [26]. 
For the majority of cases, this approach is successful 
but its weak point is greediness. If errors occur in initial 
alignments, they cannot be corrected later, while the 
remaining sequences are added in [8, 10]. This is the 
first motivation for T-Coffee, which aims to minimize 
the greedy character of this algorithm and, hence, 
provides better use of informationin the initial stages. 
Furthermore, global alignments which align entire 
sequences with each other do not assure to obtain 
optimal solutions. Besides, local alignments which 
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align a part of sequence have great performance when 
net block of ungapped alignments found in each 
sequence. The combination of best features of these two 
alignments could form a powerful method to align 
multiple sequences and this is the second motivation to 
design a new method, T-Coffee [8]. 

Additionally, some tools follow iterative approach, in 
which progressive alignment in a group of sequences 
is repeated for certain times until reaching the best 
optimal alignment as seen in MUSCLE (MUltiple 
Sequence Comparison by Log-Expectation) [26]. 
MUSCLE is an MSA tool which was developed by 
Robert C. Edgar in the beginning of 2000s.  The 
algorithm of MUSCLE aims to decrease the time and 
computational costs with high throughput and 
accuracy, as most of the previous tools were unable to 
provide all of them at once. Four different benchmark 
datasets are used as a reference to test the algorithm by 
Robert C. Edgar. Those datasets are BALiBASE, 
SABmark, SMART and PREFAB. It was shown that 
500 sequences with an average length of 350 amino 
acids are aligned only in seven minutes which is a 
significant improvement compared to the best MSA 
tools present in those times [9, 10]. 

The raise in the genomic, structural and functional 
knowledge and in the computing power resulted in a 
new approach named as meta-method, in which the 
requirement to arbitrarily pick a single method to 
perform MSA is eliminated. This method is called as 
M-Coffee, standing for Meta-Consistency Objective 
Function for Alignment Evaluation. It is a consistency-
based meta-method, where results from diverse 
individual MSA tools are combined by T-Coffee to 
have a final single MSA [1, 3, 27, 28]. This is a major 
improvement in MSA approach, considering that there 
are no certain criteria to select the most proper method 
for every single study among the various approaches 
with their own advantages and disadvantages [1, 3, 27].  
By using M-Coffee, it is possible to include the results 
from wide range of MSA tools and receive a final 
alignment incorporating all these tools [1, 3, 10].  

The evaluation of a certain MSA tool regarding certain 
criteria, such as computational cost or accuracy, 
requires the comparison of the reference datasets 
obtained from multiple sequence alignment 
benchmarks. DIRMBASE is one of the various 
available systems providing benchmark datasets. It is 
set up by randomly putting highly conserved motives 
created by random model of sequence evolution 
(ROSE) into the long DNA sequences that are unlikely 
to align [29]. Benchmark Alignment dataBASE 
(BAliBase) was the initially developed large scale 
benchmark tool applied in the assessment of MSA 

quality. The reference alignments obtained from the 
BAliBase are constructed by considering three 
dimensional superposition of the alignments [30]. The 
Sequence Alignment Benchmark (SABmark) is 
another benchmark which supplies the alignments of 
proteins that are not close to each other regarding their 
homology [31]. The datasets in SABmark are divided 
into two sets which are Twilight Zone, with the 
alignments of low to low similarity, and Superfamilies, 
with the alignments of low to intermediate similarity 
[32].  

Although MSA is used in wide range of 
bioinformatics, verification of an MSA reconstruction 
quality is impeded due to the deficiency of good 
reference MSAs [33, 34], and also MSA programs do 
not offer application to compare MSAs. Drawing 
inspiration from these, Suite MSA, which is a java-
based execution, provides verification and rapid 
comparison of many MSAs by using alignment 
statistics. This comparison helps researchers to 
visually localize the regions where inconsistency 
occurs between an alternative MSA and a reference 
MSA. Beside these, Suite MSA contains graphical user 
interface (GUI) and phylogeny editor to make 
simulation of biological sequence evolution with 
determination of variable simulation parameters to 
generate reference MSAs. Also, the reference MSA 
can be acquired from a benchmark MSA database or 
can be manually created [33]. 

In this study, we applied and compared three different 
MSA tools, namely T-Coffee, MUSCLE and M-
Coffee using different datasets. Suite MSA was run to 
evaluate the performances of the tools based on the 
reference datasets obtained from BAliBase, SABmark, 
DIRMBASE and the constructed ProteinBali and 
DNABali benchmarks. 

2. Materials and Methods 

The reference datasets were obtained from BAliBase 
(Version 3.0 R9), SABmark (Version 1.63), 
DIRMBASE (Version 1.0), and the constructed 
ProteinBali and DNABali benchmarks, that are all 
compatible with the three MSA tools (T-Coffee 
(Version 10.00.r1613), MUSCLE (Version 3.8.31) and 
M-Coffee (Version 10.00.r1613 mode mcoffee)), were 
used in this study. DIRMBASE dataset contains 
locally related DNA sequences including ROSE motifs 
and motifs of length 60 [29]. SABmark dataset 
provides MSA of protein sequences that have low 
similarity [31, 32]. BAlibase dataset designed 
specifically for MSA and offers high quality manually 
refined reference alignments by considering three 
dimensional superpositions. It provides simulation of 
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real problems that could be encountered during MSA 
and divided into reference datasets with different 
characteristics [30]. The reference data used in the 
current research were randomly selected from these 
datasets to be used in MSA tools. Box10, 22, 32 were 
selected from BAlibase; d1a6m__-d1ash, d1ash__-
d1dlwa, d1dlwa_-d1ew6a, d1ew6a_-d1gtea1, d1gtea1-
d1gvha1 were selected from SABmark; dna-400-30-4-
0, r1-dna-400-30-4-1, r1-dna-400-30-4-2 and r1-dna-
400-30-4-3 were selected from DIRMBASE. 
ProteinBali was randomly constructed for protein 
sequences from a different subset of BAliBase 
benchmark and includes box001, 022, 034, 036, 046, 
050, 054, 076, 0133, 0153. Finally, DNABali 
(Reference Protein-Coding DNA Alignments 
Databases: balibase_mdsa_all.tar.gz, 
http://dna.cs.byu.edu/mdsas/download.shtml) was 
randomly constructed for DNA sequences from 
BAliBase benchmark and includes RV61_sushi_ref6, 
RV64_kringle_1_ref6, RV65_zf_1_ref6, 
RV66_sushi_2_ref6 and RV70_photo_ref7.  

The reference sequence from BAliBase was converted 
from “.msf” format into “.fasta” format using Jalview 
(http://www.jalview.org/Download), an MSA editor. 
Jalview enables researchers to carry out desired editing 
in MSA, to analyze the MSA and even to construct 
proper annotations [35]. Subsequently, the dashes in all 
reference datasets were deleted in order to obtain them 
in unaligned form that is required to upload them in 
MSA tools.  

2.1. Processing through T-Coffee 

Reference data in unaligned form from all datasets 
were uploaded to T-Coffee Multiple Sequence 
Alignment Server (http://tcoffee.crg.cat/). The output 
format was selected as fasta-aln and other parameters 
remained as default. 

2.2. Processing through MUSCLE 

The datasets in the unaligned form were uploaded to 
MUSCLE web server 
(http://toolkit.tuebingen.mpg.de/musc le). As an 
option “output sequences in input order” was marked 
and other parameters remained as default values which 
are “3” as maximum number of iteration and .fasta 
format as an output format. 

2.3. Processing through M-Coffee 

Since M-Coffee which is available from the web server 
(http://tcoffee.crg.cat/apps/tcoffee/do:mcoffee) was 
developed based on T-Coffee, their running procedure 
resembles to each other. In addition to all parameters 
selected for T-Coffee, as described above, a set of 
MSA tools was constructed by selecting Mpcma_msa, 
Mmafft_msa, Mclustalw_msa, Mdialigntx_msa, 

Mpoa_msa, Mmuscle_msa, Mprobcons_msa and 
Mt_coffee_msa. Because M-Coffee is a consistency-
based meta-method in which results from diverse 
individual MSA tools are combined by T-Coffee to 
have a final single MSA. 

At the end, results of each tool were obtained from 
result folders by choosing fasta-aln. Next, this text file 
was converted to .fasta format by Jalview to become 
compatible with Suite MSA program. Then, Suite 
MSA was run to compare alignments with reference 
alignment. All these steps were repeated for each 
dataset. 

2.4. Running suite MSA 

Suite MSA has a wide range of applications. In this 
study, MSA Comparator was used for the comparison 
of the obtained alignment with the reference alignment. 
However, there was need to check whether the names, 
order and content of the aligned sequences except for 
the placement of the gaps in both reference and result 
files were exactly same. If not, they should be adjusted 
to have the identical names and sequences. 

 

Figure 1. The workflow to evaluate the performance of 
MSA tools based on different benchmarks. 



 

529 
 

 
Korak et al. / Cumhuriyet Sci. J., 42(3) (2021) 526-535 

 

After ensuring these aspects, initially reference file and 
then result file were uploaded into the program. In the 
open window, there were several buttons for functions 
which would provide information about the compared 
files when selected. One of them was “Show sum of 
pairs” which informs about the % consistency, sum of 
pairs score (SP), column score (CS) without gaps and 
with gaps. These values were used to plot the graphs 
and bar charts providing the statistical analysis of the 
tools. All the steps above are summarized in Figure 1. 

3.   Results and Discussion 

In our study, we used % consistency, SP score and CS 
score to evaluate the quality and reliability of three 
MSA tools. % consistency represents percentage of 

columns in the obtained MSA which are 100% 
identical to the columns of reference MSA. SP score is 
calculated as a whole score of the alignment and a 
determinant parameter to understand how successful 
the tool in aligning. The SP score receives score 1 
when the identical alignment is obtained from the 
comparison and score 0 refers to incorrect alignment. 
The greater SP score shows the greater number of 
correctly aligned sequences. However, in CS 
calculation for similarity, each column is scored 
independently from each other and then the total score 
is divided into number of columns analyzed. 
Therefore, SP score is used as the major indicator of 
quality, while other values are also analysed to support 
the result [30, 36].      

 
Table 1.  The acquired values for % consistency, sum of pairs score and column score 

    T-Coffee M-Coffee MUSCLE 
    Cons. SOP CS Cons. SOP CS Cons. SOP CS 
  box10 8.581 0.53 0.069 9.008 0.546 0.072 8.031 0.496 0.064 

BAliBase box22 10015 0.486 0.051 12957 0.503 0.086 11623 0.464 0.044 

  box32 19225 0.472 0.221 20675 0.473 0.217 20966 0.468 0.216 

  4-0 1603 0.032 0.009 2306 0.049 0.023 0.183 0.036 0 

DIRMBASE 44200 2403 0.04 0.009 7143 0.064 0.011 30317 0.069 0 

  44231 1426 0.096 0.011 2936 0.024 0 2308 0.024 0 

  44259 1908 0.037 0.012 5137 0.032 0 0.182 0.035 0 

  1_2 31481 0.371 0.338 35669 0.419 0.369 30189 0.355 0.317 
  2_3 16456 0.075 0.067 33113 0.43 0.357 31013 0.28 0.248 
SABmark 3_4 8125 0.034 0.032 45261 0.046 0.035 20863 0.19 0.114 
  4_5 18132 0 0 17582 0 0 20968 0 0 

  5_6 18947 0 0 18717 0 0 25907 0 0 

  RV61 42805 0.031 0 37821 0.034 0 43492 0.038 0 

  RV64 0.566 0.112 0 2718 0.242 0 2773 0.2 0 

DNABali RV65 9681 0.183 0 9538 0.356 0 41456 0.126 0 

  RV66 2463 0.134 0 6971 0.423 0 20852 0.187 0 

  RV70 5981 0.568 0.072 44420 0.647 0.133 9776 0.641 0.107 

  Box001 59366 0.837 0.635 59.24 0.835 0.622 59.97 0.822 0.623 
  Box022 16834 0.556 0.015 3887 0.567 0.03 5321 0.546 0.023 
  Box034 14575 0.798 0.145 16383 0.789 0.159 17863 0.779 0.145 
  Box036 62.08 0.925 0.679 62261 0.926 0.667 60938 0.929 0.628 

ProteinBali Box046 2713 0.523 0 3948 0.534 0 4628 0.503 0 

  Box050 44348 0.815 0.428 32378 0.783 0.308 47.72 0.801 0.472 

  Box054 17477 0.606 0.209 20613 0.614 0.22 23922 0.594 0.244 

  Box076 1964 0.743 0 0.508 0.736 0 0.116 0.745 0 

  Box0133 69459 0.866 0.308 71662 0.876 0.368 70248 0.864 0.32 

  Box0153 44369 0.75 0.26 26039 0.753 0.278 32796 0.749 0.297 
Cons.: consistency (%), SOP: sum of pairs score, CS: column score. 
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As a consequence of performing Suite MSA on the 
alignments obtained from each tool for each datasets, a 
large quantity of data was generated. This data was 
organized in the Table 1 showing the values of % 
consistency, SP score and CS for each individual 
dataset. Then, these values were plotted as two 
different sets of graphs. The first graph set in Figure 2 
and Figure 3 enables to compare the performance of 

each tool on individual datasets in terms of % 
consistency, SP and CS values. The second graph set 
shown in Figure 4 shows general comparison of these 
three MSA tools by taking average % consistency, CS 
and SP scores into consideration. These average values 
obtained for each tool on different datasets from the 
given benchmark were plotted as bar charts. 

  

 
Figure 2. This figure indicates the results for the evaluation of the given tools based on the benchmark systems that provide 
nucleotide datasets. It consists of the graphs representing the results of the tools indicated by each column. The rows of the 
figure illustrates the acquired values for % consistency, sum of pairs score and column score. Each graph located in the cells 
of the figure shows the trend of the scores and accuracy over datasets. (For DNABali, RV61, RV64, RV65, RV66 and RV70 
refer to RV61_sushi_ref6, RV64_kringle_1_ref6, RV65_zf_1_ref6, RV66_sushi_2_ref6 and RV70_photo_ref7, 
respectively. For DIRMBASE, 4-0, 4-1, 4-2, 4-3 refer to r1-dna-400-30-4-0, r1-dna-400-30-4-1, r1-dna-400-30-4-2 and r1-
dna-400-30-4-3, respectively) 

The scores acquired from DNABali (Figure 2) revealed 
that all of three tools perform similarly regarding their 
% consistency in each dataset, except for RV65 in 
which MUSCLE gave the highest percentage value. In 
contrast, RV65 had the lowest score for the SP with 
MUSCLE. M-Coffee gave the highest scores for SP in 
almost each dataset. Eventually, CS was obtained as 0 
for datasets out of the RV70 dataset at which M-Coffee 
had the highest value.  

 Performance scores of the MSA tools compared in this 
study based on DIRMBASE datasets revealed the 
highest % consistency for M-Coffee for the whole 
dataset; while T-Coffee was more consistent than 
MUSCLE for datasets 4-0, 4-1 and 4-3. On the other 
hand, M-Coffee has a CS score equal to 0 in datasets 
of 4-2 and 4-3 while T-Coffee has relatively greater 
values. However, MUSCLE gave 0 for column scores 
in all datasets. Also, except for 4-2 and with superior 
value for T-Coffee, there is no distinctive difference in 
the SP scores of those three tools in all datasets of this 

benchmark. Based on these, if higher consistency is 
desired, M-Coffee seems to be more convenient tool 
for the given datasets of DIRMBASE. However, CS 
and SP scores are either variable in each dataset for the 
tools or very close to each other’s. 

For ProteinBali represented in Figure 3.panel, overall 
% consistency, CS and SP scores are very similar for 
each datasets for each tool. However, MUSCLE has 
slightly higher consistency and CS for box050 and 
box054 datasets. SP scores do not show significant 
differences among the tools based on the tested dataset. 

In Figure 3. panel representing graphs of BAliBase 
dataset, M-Coffee has given the overall highest scores 
for all statistical tests. % consistency and SP scores are 
very close to each other for all tools although M-Coffee 
is slightly higher than others. Similarly, column scores 
are also very close to each other but M-Coffee is 
significantly greater than others only for box22 in the 
given dataset.
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Figure 3. This figure indicates the results for the evaluation of the given tools based on the benchmark systems that provide 
amino acid datasets. It consists of the graphs representing the results of the tools indicated by each column. The rows of the 
figüre illustrates the acquired values for % consistency, sum of pairs score and column score. Each graph located in the cells 
of the figure shows the trend of the scores and accuracy over datasets. (For SABmark, 1, 2, 3, 4, 5, 6 refer to d1a6m__, 
d1ash__, d1dlwa_, d1ew6a_, d1gtea1 and d1gvha1, respectively) 
 
For 1-2 dataset of SABmark in Figure 3.panel, M-
Coffee has the highest % consistency and others 
resulted in relatively similar values to each other. For 
2-3 dataset, M-Coffee and MUSCLE had similar 
percentages and significantly higher than T-Coffee. 
For the remaining datasets, MUSCLE gave greater 
consistency than other tools having similar 
consistencies. When the CS is compared, all tools 
possess approximately same values for 1-2 datasets but 
T-Coffee has lower CS for 2-3 datasets than others. 
Next, 3-4 dataset shows very close CS in T-Coffee and 
M-Coffee but CS is slightly higher in MUSCLE. 
Additionally, CS is 0 for the other datasets in each tool. 
SP score is very close in T-Coffee and MUSCLE for 1-
2 datasets but it is slightly higher in M-Coffee. For 2-3 
dataset, there are noticeable differences among scores; 
M-Coffee has the greatest and T-Coffee has the lowest 
sum of pairs score. Next, for 3-4 datasets the highest 
SP score belongs to MUSCLE than other tools in 

which scores are close to each other. The remaining 
datasets give 0 for SP score in each tool. 

The information obtained from the bar charts illustrate 
that all tools have given the highest scores and % 
consistency with ProteinBali (Figure 4). The second 
highest scores are generated in SABmark and 
BAliBase datasets and their values are similar for % 
consistency and CS but BAliBase has greater results 
for the SP scores. Eventually, the lowest scores belong 
to DIRMBASE datasets. The % consistency values are 
in between 1% and 35% which is not high enough to 
mention about an acceptable consistency. SP scores 
varied between 0.04 and 0.75 and CS was between 0 
and 0.27. SP scores (Figure 4) and CS indicate higher 
quality of tools for the given alignments if they are 
close to 1 and lower quality if they are close to 0. Our 
results clearly show that both SP and CS are very close 
to 0 for all tools and datasets except for scores for 
ProteinBali (Figure 4).
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Figure 4. Bar chart graphs belonging to average % consistency, sum of pairs and column score values of the given tool for 
the given benchmark. 

MSA is a process required in a wide range of 
bioinformatic studies (Bawono et al., 2017).  There are 
numerous distinctive approaches for MSA, each of 
which possesses their own limitations and advantages. 
Despite the lack of certain criteria, aligners attempt to 
use the ones which provide high accuracy, take shorter 
computational time and do not cause problems with the 
computational memory. Therefore, the selection of the 
proper tool is not straightforward and requires 
consideration of several aspects based on the study and 
circumstance [10].  

As expected, some of the tools perform better than the 
others on some datasets. Although there were various 
sequences in DNABali, some of them could be 
processed by all three tools due to some limitations. In 
addition to number of sequence limitation, which is at 
most 150 sequences for T-Coffee and M-Coffee, there 
is also number of character limitation in M-Coffee 
which cannot accept more than 2500 characters. 
Although MUSCLE was predicted to be more 
advantegous in terms of its ability to accept input with 
any length, it resulted in some outputs which were not 
applicable to Suite MSA. The reason of the error is 
because the residues within the sequence of RV62, 
RV63 and RV67 obtained from MUSCLE are not 
identical to their reference alignments. This seems to 
be caused by that several of the residues in the DNA 
sequences found in these datasets have been changed 
by MUSCLE into ambiguity codes. To use 
MSAcomparator, residues in each sequence have to be 
the same so the comparison scores cannot be obtained 
for these datasets of DNABali. Consequently, only 5 of 
the given datasets were processed by all three tools. 
The acquired scores from DNABali (Figure 2) revealed 
that MUSCLE seems to be advantageous for only one 
of the datasets to obtain higher % consistency and in 
the other datasets, the percentages are similar in three 
tools. However, M-Coffee seems to be preferable 
regarding with the other scores. For the scores of 
DIRMBASE datasets (Figure 2), if a higher 
consistency is desired, M-Coffee seems to be more 

convenient tool for given datasets of DIRMBASE. 
However, CS and SP scores vary greatly among the 
tested MSA tools for some sub-datasets and similar for 
the others Therefore, a general conclusion in terms of 
more preferable tool cannot be done based on these 
parameters. 

From the ProteinBali scores (Figure 3), it can be 
deduced that since none of the tools has a score 
dominancy to others, they are almost equally 
convenient for this datasets. For the BAliBase dataset 
(Figure 3), even though M-Coffee had higher scores 
for the tested datasets, the values do not significantly 
outperform MUSCLE and T-Coffee. Scores of 
SABmark reveals that for the greater consistency, 
MUSCLE can be suitable for each given datasets of 
this benchmark. However, the general convenient tool 
cannot be determined for the other scores because 
obtained scores are variable in each given dataset. 
Additionally, CS and SP score is 0 for the all tools in 
4-5 and 5-6 datasets even though % consistency 
different from 0 is obtained. These might be improved 
by alterations in the settings of the tools. Otherwise, 
these tools may not be preferred for the analysis of 
these datasets.  

As seen from the above, the given datasets of 
benchmarks show differences in terms of % 
consistency, CS and SP score. Thus, it is difficult to 
deduce the proper tool for benchmarks. To approach 
more general and to distinct tool performances clearly, 
bar charts that represent average scores of each 
benchmark were plotted (Figure 4). It provides less 
detail about which tool performs higher scores on 
which benchmark. At a first glance, it is possible to see 
the tool and corresponding benchmark with greater 
scores. The information obtained from these bar charts 
illustrate that all tools have given the highest scores 
and % consistency with ProteinBali. Also, both SP and 
CS are very close to 0 for all tools and datasets except 
for scores for ProteinBali (Figure 4). Additionally, 
BAliBase resulted in greater scores compared to 
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remaining tools. Relatively higher scores for BAliBase 
dataset can be related to relatively higher % 
consistency values and high % consistency values 
might be resulted from higher sequence similarity 
levels. Low scores for others mean that MUSCLE, M-
Coffee and T-Coffee tools are not very reliable for the 
given datasets. This was unexpected; however, it can 
be due to small size of our datasets. Because, the 
evaluation of such tools are carried out with much 
larger datasets containing hundreds or thousands of 
sequences. It is also difficult to associate the results to 
the average length of the sequences as the 
measurements of the sequence similarity are not 
available. Additionally, more information should be 
taken into consideration for comprehensive analysis 
such as scoring matrices or gap penalties, minimum 
level of sequence similarities. Number of iterations, for 
MUSCLE, could be another factor that may be 
affecting the quality of the alignment as it can be 
manually controlled, also can be determined 
automatically. 

Finally, % consistency, CS and SP are low for each tool 
in different benchmarks. The underlying reasons could 
be related to quality of the given data. Next, the aligned 
sequence lengths can affect the obtained scores 
because tools work better in proper length intervals and 
the given sequence lengths may be out of this interval. 
Furthermore, level of homology with the reference 
sequence is important in the performance of the tools. 
For example, some tools give greater scores as the 
percentage of homolog sequences increase. Beside 
these, the suitability of given dataset to the tools should 
be considered when the low scores are encountered. 
However, this is not the case for T-Coffee, M-Coffee 
and MUSCLE which can be used for protein, DNA and 
RNA datasets. Nevertheless, when the datasets used in 
this study are considered, it can be obviously seen that 
all three tools are much more appropriate for the amino 
acid datasets (Figure 4). This situation may change 
with different benchmarks or datasets. Additionally, 
the differences in the algorithms may also affect the 
scores. However, this is less probable according to our 
results (Figure 2 and 3), since there is no clear 
difference when T-Coffee and M-Coffee that has 
progressive algorithm is compared with MUSCLE 
having an iterative strategy in its algorithm. 

M-Coffee is a meta-method combining results from 
various tools and then apply T-Coffee on the results for 
these tools to reach the ultimate MSA. As expected, M-
Coffee took longer time compared to MUSCLE and T-
Coffee because of this distinct processing scheme. M-
Coffee was expected to be more reliable and to give 
better results than particularly T-Coffee due to its 
strategy. However, there are some datasets of which 

values are greater with T-Coffee or MUSCLE than 
with M-Coffee. This can be resulted from again the 
similarity level of the sequences, as one of the 
limitations of this computationally intensive method is 
that it is not preferable when the distant sequences are 
attempted to align [1]. Consequently, these unexpected 
lower values for M-Coffee may be related to the 
percentages of sequence similarity. 

This study has shown that the choice of the proper tool 
for MSA is not straightforward and several aspects 
such as the homology level or length of sequences 
should be taken into consideration. Although we 
carried out our study for only small size of data, our 
results are sufficient to support the idea that while the 
MSA tool is suitable for a dataset from a certain 
benchmark, it may be inappropriate for another dataset 
from the same benchmark system. This illustrates that 
there are still plenty of limitations to be eliminated in 
MSA tools. With the increasing information about the 
structure and function and also improvements in the 
computing power, it may lead to the development of 
the new strategies not only revealing more accurate 
alignments but also confirming and fixing the results 
acquired from previous studies.  

All in all, available powerful MSA methods with the 
distinctive strategies like M-Coffee, T-Coffee and 
MUSCLE are fundamental steps through the further 
studies like three-dimensional structure determination. 
However, as seen in our results, the evaluation of them 
is dependent on the references from benchmark 
systems and is complicated process, since the tools are 
not suitable and reliable for all the datasets. 
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Abstract  

Ethanol is one of the bioenergy sources with low environmental and high efficiency impact. 
The aim of this study was to screen for the bacterial isolate capable of degrading starch, 
investigate the enzymatic hydrolysis and fermentation of corn bran through submerged 
fermentation using co-culture technique for bioethanol production. The isolate was identified 
using 16S rRNA sequence technique as Pseudomonas aeruginosa AU4738. Corn bran was 
used as substrates with and without garlic powder (Allium sativum L.) as activator and 
subsequently optimized for production of bioethanol. Reducing sugar from the hydrolysate 
and ethanol concentration of the distillate were analyzed using spectrophotometry and gas 
chromatography mass spectrometry techniques respectively. There was an increase in glucose 
concentration (23.8% and 17.8%) in the culture medium with and without activator at 48 h 
respectively but steadily decreased from 72 h to 168 h. Maximum ethanol concentration 
obtained in substrate culture with activator was 35% higher compared with that without 
activator at 120 h fermentation time. Thus a cheap, renewable and readily available 
agricultural waste has been effectively utilized as substrate for bioethanol production and 
incorporation of activator also had significant effect on the viability of fermenting organisms 
thus subjugating the intolerance of alcohol concentration. 
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1. Introduction 

Sources of biofuel have become more salient as 
economical substitute to declining and much 
exorbitant fossil fuels [1]. Bioethanol is the only liquid 
fuels that do not contribute to the greenhouse gas effect 
[2]. Due to fluctuating prices and dwindling oil 
reserves at global market, fermentation processes have 
attracted great demand in comparison to conventional 
production of bioethanol [3]. Thus high cost has 
resulted to energy catastrophe in african countries that 
are oil contingent. It has been delineated that in many 
part of the world biofuel remains censorious energy 
development target if petroleum prices be a cut above 
US $ 60 

per barrel [4]. Brazil is the world prime biofuel 
producer and Nigeria has joined the confederation of 
biofuel users from sugarcane and cassava sources [5]. 
Cassava, yam, and sweet potato are main starches that 
serve as staple foods for people throughout the world’s 
humid and hot regions [6]. However, potatoes are high 
starchy value crops which do not require complex 

pretreatment. Waste byproducts from sweet potato 
cultivation could be utilized for bioethanol production 
[7, 8]. The use of these staple starchy crops poses threat 
to food surveillance in the face of growing ethanol fuel 
demand. Imaginably, the divergence of food resource 
to bio-fuel production may to a large extent cause food 
crises worldwide [9]. As a result it becomes exigent 
that spotlight be turned to the use of non-food starchy 
piece for bioethanol production.  

Saccharomyces cerevisiae (baker’s yeast) is one of the 
most significant microbes in the fermentation of sugar 
to bioethanol due to its high tolerance to ethanol 
concentration, high fermentation rate, high ethanol 
yield, high selectivity, good tolerance to substrate 
concentrations, low accumulation of by-products, and 
lower pH value [10, 11]. Several researchers, Abouzied 
and Reddy, [12], Oyeleke et al., [13] Duhan et al., [1] 
George et al.,  [14] combined Saccharomyces 
cerevisiae with other group of saccharifying fungi such 
as Aspergillus sp., Kluyveromyces sp., Zymomonas 

http://dx.doi.org/10.17776/csj.835765
https://orcid.org/0000-0003-1177-8363
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mobilis, Gloeophyllum sepiarium, Trichoderma sp. 
and Pleurotus ostreatus to improve bioethanol 
production. This research was aimed at assessing the 
appropriateness of using the corn bran through two-
step processes: saccharification and fermentation using 
co-culture method for bioethanol production by 
Pseudomonas aeruginosa AU4738 and 
Saccharomyces cerevisiae. Evaluation of the substrate 
pre-treatment processes for transformation of starch 
into fermentable sugar and successive use of the spice 
from garlic as activator was conducted to alleviate 
product inhibition potency of microorganism in the 
production of ethanol. 

2. Materials and Methods 

2.1. Materials 

The bacterial isolate was obtained from Culture 
Collection Centre, Department of Biological Sciences, 
McPherson University, Seriki Sotayo, Nigeria and was 
characterized using 16S rDNA sequencing technique 
while the baker’s yeast was purchased from Apongbo 
Market, Lagos Island Local Government, Lagos. Corn 
bran, soya beans and garlic were purchased from 
Awolowo Market, Sagamu, Remo North Local 
Government, Ogun State, Nigeria. Nutrient agar (NA) 
(Accumix, Diagnostic, Ltd., India), Yeast Extract Agar 
(YEA) (LOBA Chemie Pvt. Ltd. India). Iodine, 3,5-
Dinitosalicyclic acid (DNS) (Baker Inc., USA), 
sodium potassium tartrate (Klincent Laboratories, 
Mumbai, India) and Tetraoxosulphate (VI) acid were 
of analar grade. 

2.2 Methods 

Screening of starch hydrolyzing bacteria 

Pure culture of the bacterial isolate was inoculated into 
nutrient agar containing 1 g soluble starch and stay for 
5 min and visualized for hydrolytic activity. Clear 
zones which appeared around growing bacteria 
indicate hydrolysis of starch [15]. 

Determination of hydrolysis rate of the isolate 

Ability of the bacterial isolates to degrade starch was 
described by the starch degrading index (SDI). The 
isolate was re-plated on starch agar and their halo 
diameter (Z) and colony diameter (C) was determined 
after 24 h incubation at 35 ºC. The formula Z – C / C × 
100 was employed to calculate the percentage 
hydrolysis efficiency according to the method of 
Sreedevi and Reddy [16]. 

Molecular identification of gene sequences of the 
bacterial isolate 

The total genomic DNA extraction, Polymerase Chain 
Reaction (PCR) and DNA sequencing according to the 

standard protocols were carried out. The isolate which 
demonstrated starch degrading ability was subjected to 
extraction of total genomic DNA according to the 
procedures of Zymo Research Bacterial DNA 
MiniPrepTM instruction manual and kit.  

In determining the phylogenetic grouping of sample 
genomic DNA, this was amplified using standard PCR. 
The genomic DNA extract was amplified using PCR 
reaction and completed within 36 cycles under 
conditions of initial denaturation (94 ºC for 5 min); 
denaturation (94 ºC for 30 s); annealing (56 ºC for 30 
s); extension  (72 ºC for 45 s); final extension step (72 
ºC for 7 min); and indefinitely final holding at 10 ºC. 
Thus, this protocol helped to amplify the 16S rRNA 
gene of interest. 

A 5 µl sample of PCR product reaction mixture was 
analyzed by 1.5% agarose gel electrophoresis in 1 x 
Tris Acetic EDTA buffer. It was run at 80 V and 107 
mA for 45 min. A staining medium ethidium bromide 
was applied on the gel and visualization of bands under 
UV illumination was evidence. The 16S rRNA 
sequences were determined by fluorescently labeled 
16s RNA products analysis generated by PCR cocktail 
mix on a DNA sequencer AB 373a Stretch (short gun). 
Primers (27F:AGAGTTTGATCMTGGCTCAG and 
1525R: AAGGAGGTGWTCCARCCGCA) were used 
in all sequencing reactions. The 16S rRNA sequences 
obtained were aligned with the non-reductant 
nucleotide database at Genbank using the BLAST 
program (http://www.ncbi.nlm.nch.gov). A 
phylogenetic tree was constructed by the neighbour-
joining method using MEGA 7 package [17]. 

Preparation and pretreatment of substrates 

Corn bran and soya bean were blended into powdery 
form using the electric grinder (Marlex, Electroline) 
and stored in an air tight container prior to use. Garlic 
was peeled, dried at 40 ºC, blended and stored in an air 
tight container for subsequent use [18].  

Preparation of inocula 

The bacterial inoculum was prepared in 50 ml broth 
containing nutrient broth (0.65 g), corn bran (1 g) and 
soya bean (0.5 g). The medium was adjusted to pH 6.5 
solutions autoclaved and cooled at room temperature. 
It was inoculated with 100 µl Pseudomonas 
aeruginosa AU4738 (2.3 x 104 cfu) and incubated for 
24 h at 35 ºC.  

Saccharomyces cerevisiae inoculum was prepared in 
100 ml yeast extract broth (0.75 g), adjusted to pH 6.5 
autoclaved, cooled at room temperature and inoculated 
with baker’s yeast (1 g). It was then incubated at 120 
rpm for 24 h (30 °C) [19]. 

http://www.ncbi.nlm.nch.gov/
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Preparation of production medium and substrate 
treatments 

Pretreatment slurry of substrate was prepared by 
adding 20 g corn bran powder and 2 g soya bean 
powder to 250 ml distilled water (w/v) with and 
without 1 g garlic as activator respectively [20]. 
Production media were prepared in duplicate and 
adjusted to pH 6.5 and thereafter autoclaved at 121 ˚C 
for 30 min. Co-culture technique involved 
simultaneous addition of both starch hydrolytic and 
fermentation microorganisms. Optimized protocol 
with very little modification was adopted [20]. The 
adjustment includes fermentation conditions such as 
ethanol production parameters (pH 6.5; temperature 37 
°C; incubation period 72 h). They were inoculated with 
P. aeruginosa AU4738 (5 ml) and Baker’s yeast (12.5 
mL) at the same time and incubated at 37 ºC for 144 h. 
All the treatments were manually mixed at 24 h 
interval to promote uniform utilization of substrate. pH 
was checked and also recorded each day. 

Generation of glucose standard curve  

Standard glucose stock solution was prepared by 
dissolving 0.25 g glucose in 100 mL distilled water. 
Working standard solution was also prepared by 
adding up 10 ml stock solution to the 100 mL. 

Glucose standard solution ranging from 0.1 – 1.0 
µmol/mL was transferred into clean, dry test tubes, 1 
mL DNS reagent was added to each tube and cotton 
plugged. A blank was prepared with 1 mL DNS added, 
the test tubes were boiled in water bath for 5 min 
cooled at room temperature and 9 mL distilled water 
was added. Absorbance at 540 nm using a 
spectrophotometer (GS-UV11, General Scientific) was 
read against the blank.  

 

Determination of reducing sugar from the 
fermented broth 

Fermented broth (10 mL) was centrifuge at 3000 rpm 
for 15 min to obtain supernatant for each sample with 
duplicates. One (1) mL supernatant was dispensed into 
a test tube, followed by another 1 ml prepared DNS 
reagent. The resulting mixture was boiled at 100 °C for 
5 min, cooled and 10 mL distilled water was added and 
absorbance reading was taken at 540 nm. Thus, 
concentration values were interpolated from the 
glucose standard curve [18]. 

Distillation process 

Distillation was carried out using distillation apparatus 
after fermentation process. Top fermented broth (15 
mL) was transferred into round-bottom flask with an 
enclosed distillation apparatus of a running tap water 

flask in a heating mantle and fixed to the other end of 
distillation column for the collection of distillate at 78 
°C (standard temperature for ethanol production). 

Determination of Ethanol concentration   

The ethanol concentration was determined by 
spectrophotometric method [22]. Distillate (0.5 mL) 
was measured into a conical flask containing 15 mL 
distilled water, and 12.5 mL K2CrO7 solution was 
added. The resulting mixture (20 mL) was transferred 
into a test tube and incubated at 60 ˚C for 20 min in a 
water bath and then cooled at room temperature. Five 
(5) mL was taken and diluted with 5 mL distilled water 
and absorbance was determined at 600 nm using 
spectrophotometer.  The ethanol concentration was 
calculated from absolute ethanol standard curve, while 
the ethanol yield was determined using Yoswathana 
and Phuriphipat [23] procedure as shown below: 

Ethanol Yield =
Ethanol measure in Sample

Amount of initial sugar content x 0.5 

Gas chromatography mass spectrometry (gcms) 
analysis of bioethanol  

Gas Chromatography Mass Spectrometer (Shimadzu 
QP 2010 Ultra, Japan) equipped with Mass 
Spectrometer Detection 5975C (VLMSD) and injector 
(Auto) 7683B series) was used for the analysis. 
Absolute ethanol GC grade was used as internal 
standard in Gas Chromatography measurements.  An 
aliquot (1 µl) reaction medium was measured and 
diluted in absolute ethanol (GC grade). The column 
temperature was kept at 40 °C, held for 1 min, raised 
to 290 °C at the rate of 3 °C /min, and then maintained 
at this temperature for 1.65 min. The final run time was 
54.2 min. The detector and injector temperatures were 
set at 240 and 230 °C respectively. GC measurements 
were taken in triplicate.  

3.   Results and Discussion 

Screening of microorganisms capable of 
hydrolyzing starch and hydrolysis efficiency 

Screening of bacterial isolates for ability to hydrolyze 
starch depends on clear zone exhibition around their 
colonies. Zone of inhibition obtained from the 
screened bacterium showed appreciable differences in 
ability to hydrolyze starch (Figure 1). Hennessy et al. 
[24] described series of methods for the isolation, 
screening, and selection of glycoalkaloids (GA)-
degrading bacteria. The screening of bacterial crude 
extracts for the ability to hydrolyze GAs was 
performed using a combination of thin layer 
chromatography (TLC), high performance liquid 
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chromatography (HPLC), and liquid chromatography 
mass spectrometry (LC-MS). These revealed the 
principal monomer of sugar constituents available for 
microorganisms’ consumption for hydrolysis.  

However, the bacterium in question was selected based 
on exhibition of halo zone diameter (19 mm) with 
calculated hydrolysis efficiency of 63.3%. Occurrence 
of isolate producing such large diameter of zone of 
inhibition was an indication that this substrate could 
serves as potential amylase producing bacterial 
medium [16, 20]. The starch hydrolysis was otherwise 
described by Gudeta (25) as starch degrading index 
(SDI).  

Though the procedures carried out by the 
extracellularly secreted commercial α-amylase from 
bacteria could be very expensive for large scale 
production. The zone of inhibition exhibited by the 
bacterial isolate was an indication that it is more 
efficient on starch hydrolysis for monomeric sugars 
production. Furthermore, starch molecules are too 
large to enter bacterial cells, hence their transportation 
after hydrolysis into the cell and are thereafter used for 
metabolism reactions. These exoenzymes vis α -
amylase and oligo-1,6-glucosidase are able to 

hydrolyze starch (amylase test) into dextrin, maltose, 
or glucose subunits using the starch agar as differential 
nutritive medium [26].  

 
Figure 1.  Pseudomonas aeruginosa showing Zone of 
Clearance on Starch Agar plate 

 

Identification of the PCR amplified 16S rRNA  

The isolate with NCBI Accession number 
HQ1481651.1 was identified as Pseudomonas 
aeruginosa AU4738. The maximum percentage 
identity was 93 % as shown in Figure 2. 

 
Figure 2. Phylogenetic Tree based on relationship of Pseudomonas aeruginosa strain AU4738 

Optimization of the Glucose and Bio-Ethanol from 
the Corn bran substrate 

There was an increase in activity of the starch 
degrading enzyme for glucose production by 23.8 and 
17.8% at 48 h in culture with and without activator 
respectively and a steady decrease at 72 h to 168 h 
(Figure 3). This revealed fast starch-degrading enzyme 
produced by P. aeruginosa AU4738. According to 

Zakpa et al., [27] the reducing sugar concentration 
retention may be directly proportional to the initial 
starch concentration available in corn bran. Incomplete 
hydrolysis of starch at a given saccharification time 
possibly resulted in reduction of reducing sugar that 
could have been converted even after addition of 
baker’s yeast. This was in conformity with the results 
of Bekele et al. [28] when they produced bioethanol 
from potato waste peels.  

 SW

 HQ148165.1 Pseudomonas aeruginosa strain LMN SMBS 16S ribosomal RNA gene partial sequence

 HQ457017.1 Pseudomonas aeruginosa strain RSB3 16S ribosomal RNA gene partial sequence

 MF144446.1 Pseudomonas aeruginosa strain FQR12 16S ribosomal RNA gene partial sequence

 KX650652.1 Pseudomonas aeruginosa strain AR 120 16S ribosomal RNA gene partial sequence

 HQ232955.1 Pseudomonas sp. VITDM1 16S ribosomal RNA gene partial sequence

 AY486369.1 Pseudomonas aeruginosa strain AU4738 16S ribosomal RNA gene partial sequence

 FJ940905.1 Pseudomonas sp. BS-161R 16S ribosomal RNA gene partial sequence

 JF723552.1 Pseudomonas aeruginosa strain CK 13C 16S ribosomal RNA gene partial sequence

 JQ327806.1 Pseudomonas aeruginosa strain PHB3 16S ribosomal RNA gene partial sequence

 EU862087.2 Pseudomonas aeruginosa strain H51 16S ribosomal RNA gene partial sequence

 KT318739.1 Pseudomonas sp. GP1 16S ribosomal RNA gene partial sequence

 KY419152.1 Pseudomonas aeruginosa strain K7Pb 16S ribosomal RNA gene partial sequence

 MH208890.1 Bacterium strain mendo fec 5.10.17 04 16S ribosomal RNA gene partial sequence

 KY206752.1 Klebsiella pneumoniae strain B14 16S ribosomal RNA gene partial sequence

 HQ660081.1 Pseudomonas aeruginosa strain PKS001 16S ribosomal RNA gene partial sequence

 MF398395.1 Pseudomonas aeruginosa strain ET05 16S ribosomal RNA gene partial sequence100
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Figure 3. Effect of Culture Techniques on Glucose Production during the Fermentation of Corn Bran with or without 
Activator 

In studying the effect of garlic powder on bioethanol 
synthesis, activated corn bran has maximum ethanol 
concentration of 18.25% v/v which was 35% higher 
than its counterpart without activator that recorded 
11.86 % v/v at 120 h fermentation time (Figure 4). 
Subsequent fermentation process time drastically 
reduced the concentration. The procedure could be 

assumed as an alternative cost-efficiency in the trailing 
of fuel ethanol production protocol. Moreover, the 
incorporation of activator in the medium had 
significant effect on the bioethanol yield. 
Consequently the intolerance alcohol concentration 
posed to the viability of fermenting microorganisms 
was subdued. 

 
Figure 4. Effect of Culture Technique on Ethanol Production during the Fermentation of Corn bran with or without Activator  

Garlic extract has been reportedly used to prevent 
acetaldehyde synthesis from ethanol by inhibiting the 
alcohol dehydrogenase [29]. Teixeira et al. [30] noted 
that the discrimination of alcohol concentration greater 
than 10% (v/v) will pose difficulty on the adequacy of 
fermenting microbes if it has potential to produce 
ethanol concentrations ≥ 17% (v/v). There was a report 
on reduction in the levels of acetaldehyde and acetate, 

after the introduction of garlic to investigation animals 
with significant increase in ethanol concentration [31]. 
In a work conducted by Abouzied and Reddy, [12] 
when Aspergillus niger and Saccharomyces cerevisae 
were co-cultured for bioethanol production, the barrier 
of the intolerance of the yeast to alcohol concentration 
was supposedly a concern. The activator circumvented 
this obstacle which also might be due to its phenolic 

0

1

2

3

4

5

6

24 48 72 96 120 144 168

G
lu

co
se

 C
on

ce
nt

ra
tio

n 
(m

gm
l-1

)

Fermentation time (h)
Co-culture without garlic Co-culture with garlic

-5

0

5

10

15

20

25

24 48 72 96 120 144

Et
ha

no
l C

on
ce

nt
ra

tio
n 

( %
 v

/v
)

Fermentation time (h)
Co-culture without garlic Co-culture with garlic



 

541 
 

 
Osho / Cumhuriyet Sci. J., 42(3) (2021) 536-544 

 

constituent. Garlic has been contemplated as one of the 
richest vegetable origin for total phenolic compounds 
[32]. As a result, most researchers now look plant 
origin for phytochemicals that could specifically target 
and prevent enzyme synthesize of these fermentation 
inhibitors distinctively acetate. 

Pseudomonas aerugenosa AU4738 and baker’s yeast 
concomitantly employed in this study enhanced the 
bioethanol synthesis. This was also in agreement with 
Igbokwe et al., [33] that reported a keen increase in the 
percentage ethanol yield from 120 to 216 h incubation. 
Moreover, from glucose and lignocellulosic biomass 
hydrolysate substrates according to Joshi et al. [34], 
ethanol was efficiently and effectively produced by a 
coalescence of S. cerevisiae CDBT2 and W. 
anomalous CDBT7 yeast strains and indicated almost 
complete utilization of reducing sugars. Contrariwise, 
there was no improvement in ethanol production 
obtained after inoculation with S. stipitis in the 
sequential co-culture of S. cerevisiae and S. stipitis but 
lower ethanol was recovered with simultaneous co-
culture in the consumption of xylose and glucose 
substrates. Moreover, S. cerevisiae fermentation of 
Kraft pulp hydrolysate in fermenter resulted in a 
slightly lower ethanol productivity and yield [35].  

It has been told of that final ethanol concentration 
acquired differ either in the type of substrate 
concentration, pre-treatment given to substrate, mode 
of operation, substrate detoxification procedure, 
temperature, or fermentation strain [36]. Consequently 
ethanol from amylolytic fungus hydrolysates was 

lower than ethanol from acid hydrolysate of various 
substrates [37].  

Identification test for Bio-Ethanol  

A conventional method for determination of reducing 
sugars and total alcohols in raw fermentation broths 
has been developed and widely employed. The 
fermented broth culture is often pretreated to remove 
polysaccharides, proteins, glycerol and organic acids. 
The colorimetric change from total alcohols and 
reducing sugars were measured by potassium 
permanganate oxidation and determined by DNS test 
and subtracted. The remaining portion of colorimetric 
change was then used to calculate the total alcohol 
concentration in the sample. However, ethanol 
concentration can also be determined using ethanol 
oxidase or ethanol dehydrogenase, but the results are 
easily disturbed by the presence of various enzymes in 
the fermentation broth [38]. In this study, the GC 
analysis revealed 5.73% w/v and 3.6% w/v total 
component of ethanol from corn bran with and without 
activator using co-culture respectively as presented in 
Figures 5 and 6 respectively. However, the ethanol 
concentration determination by spectrophotometric 
method was estimated by percentage whereas the GC 
analysis revealed the component base on proportion, 
hence the disparity in quantification. Though there are 
some disadvantages in using this method. Potassium 
permanganate being unstable as it react with water at 
low pH and complicate the test results. To mitigate this 
setback, potassium permanganate solution was 
prepared right before it is used and kept in dark. 

 
Figure 5. Gas Chromatogram of Ethanol concentration from Corn bran with activator  
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Figure 6. Gas Chromatogram of Ethanol Concentration from Corn Bran without Activator 

Acknowledgment 

I would like to acknowledge the Messrs. David 
Adesida and Kola Kusimo, Laboratory Staff of the 
Department of Biological Sciences for their 
technical assistance.  

Conflicts of interest 

The author simply declares there is no conflict of 
interest.  

References   

[1] Duhan J.S., Kumar A., Tanwar S.K., Bio-ethanol 
production from starchy part of tuberous plant 
(potato)  using Saccharomyces cerevisiae MTCC-
170, African Journal of Microbiology Research, 
7(46) (2013) 5253-5260.  

[2] Anuj K.C., Ravinder R., Lakshmi M.N., Rao V., 
Ravindra P., Economic and environmental impact 
of bio-   ethanol production technology, 
Biotechnology and Molecular Biology Review, 
2(1) (2007) 14-32. 

[3] Brook A.A., Ethanol potential of local yeast 
strains isolated from ripe banana peels, African 

Journal of Biotechnology, 7(20) (2008) 3749 – 
3752. 

[4] Naylor R.L., Liska A., Burke M., Falcon W.P., 
Gaskell J., Razello S., Cassaman K., The effect: 
Biofuel, food security and the environment, 
Environmental Microbiology, 49(9) (2007) 30-43. 

[5] Aisien F.A., Aguye M.D., Aisien E.T.,  Blending 
of ethanol produced from cassava waste water 
with gasoline as source of automobile fuel, 
Electronic Journal of Environment, Agriculture 
and Food Chemistry, 9(5) (2010) 946-950. 

[6] Klass D.L., Biomass for renewable energy fuels 
and chemicals, London: Academic Press, (1998) 
544. 

[7] Limatainen H., Kuokkanen T., Kaariainen J., 
Development of bio-ethanol production from 
waste potatoes. In: Pongracz, E., (ed.) 
Proceedings of the Waste Minimization and 
Resources Use Optimization Conference, 
Finland, Oulu: Oulu University Press, (2004) 123-
129. 

[8] Adarsha R., Asha D.L. Balaji R.R., Production of 
bio-ethanol from Pectobacterium carotovorum 
induced soft rotten potatoes, African Journal of 
Microbiology Research, 4(12) (2010) 1340-1342. 



 

543 
 

 
Osho / Cumhuriyet Sci. J., 42(3) (2021) 536-544 

 

[9] Srinorakutara T., Kaewvimol L., Saengow I., 
Approach of cassava waste water pre-treatment 
for fuel ethanol production in Thailand, Journal of 
Science Research, 31(1) (2008) 77-84. 

[10] Muhamud F. Bin I., Production of Bio-ethanol 
from Tapioca Starch using Saccharomyces 
cerevisiae, PD thesis, University of Malaysia 
Pahang, (2009). 

[11] Lee W., Jin Y., Evaluation of ethanol production 
activity by engineered Saccharomyces cerevisiae 
fermenting cellobiose through the phosphorolytic 
pathway in simultaneous saccharification and 
fermentation of cellulose, Journal of 
Microbiology and Biotechnology, 27(9) (2017) 
1649–1656. 

[12] Abouzied M.M., Reddy C.A., Direct fermentation 
of potato starch to ethanol by co-culture of 
Aspergillus niger and Saccharomyces cerevisiae, 
Applied and Environmental Microbiology, 52(5) 
(1986) 1055-1059. 

[13] Oyeleke S.B., Dauda B., Oyewole O.A., 
Okoliegbe I.N., Ojebode T., Production of Bio-
ethanol from cassava and sweet potato peels, 
Advances in Environmental Biology, 6(1) (2012) 
241-245. 

[14] George P., Aggelos G., Aikaterini K., Styliani K., 
Dimitris K., Diomi M.,  Bioethanol Production 
from Food Waste Applying the Multienzyme 
System Produced On-Site by Fusarium 
oxysporum F3 and Mixed Microbial Cultures, 
Fermentation, 6 (2020) 39.  

[15] Farias D.F., Carvalho A.F.U., Oliveira C.C., 
Sousa N.M., Rocha-Bezerrra L.C.B., Ferreira 
P.M.P., Hissa D.C., Alternative method for 
quantification of alpha-amylase activity, 
Brazilians Journal of Biology, 70(2) (2010) 405-
407. 

[16] Sreedevi S., Reddy B.B.N., Isolation, screening 
and optimization of phytase production from 
newly isolated Bacillus sp. C43, International 
Journal of Pharmacy and Biological Science, 2(2) 
(2012) 218-231. 

[17] Kumar S., Stecher G., Tamura K., MEGA7: 
Molecular Evolutionary Genetics Analysis 
Version 7.0 for Bigger Datasets, Molecular 
Biology Evolution, 33(7) (2016) 1870-1874. 

[18] Amadi P.U., Ifeanacho M.O., Impact of changes 
in fermentation time, volume of yeast, and mass 
of plantain pseudo-stem substrate on the 
simultaneous saccharification and fermentation 
potentials of African land snail digestive juice and 

yeast, Journal of Genetic Engineering and 
Biotechnology, 14(2) (2016) 289-297.  

[19] Akponah E.,  Akpomie O.O., Analysis of the 
suitability of yam, potato and cassava root peels 
for bioethanol production using Saccharomyces 
cerevisae, International Research Journal of 
Microbiology, 2(10) (2011) 393-398.  

[20] Swain M.R., Mishra J., Thatoi H., Bio-ethanol 
Production from Sweet Potato (Ipomoea batatas 
L.) Flour using Co-Culture of Trichoderma sp. 
and Saccharomyces cerevisiae in Solid-State 
Fermentation, Brazil Archive of Biology 
Technology, 56 (2) (2013) 171-179. 

[21] Amadi B.A., Agomuo E.N., Ibegbulan CO.  
Research Methods in Biochemistry, Owerri-
Nigeria: Supreme Publishers, (2004); 93-99. 

[22] Caputi A,. Ueda M., Brown T., American Journal 
of Enology and Viticulture, 19 (1968) 160–165. 

[23] Yoswathana N., Phuriphipat P., Bioethanol 
Production from Rice Straw, Energy Research 
Journal, 11 (2010) 26–31. 

[24] Hennessy R.C., Jørgensen N.O.G., Scavenius C., 
Enghild J.J., Greve-Poulsen M., Sørensen O.B., 
Stougaard P.A., Screening Method for the 
Isolation of Bacteria Capable of Degrading Toxic 
Steroidal Glycoalkaloids Present in 
Potato, Frontier Microbiology, 9 (2018) 2648.  

[25] Gudeta D., Isolation and characterization of starch 
degrading rhizobacteria from soil of Jimma 
University Main Campus, Ethiopia, African 
Journal of Microbiology Research, 12(32) (2018) 
788-795. 

[26] Rijal N., Starch Hydrolysis Test: Principle, 
Procedure, Results. In Mucormycosis: 
Pathogenesis, Clinical Manifestations and 
Treatment. Available at: 
https://microbeonline.com/starch-hydrolysis-
test/. Retrieved September, 2021. 

[27] Zakpa H.D., Mak-Mensah E.E., Johnson F.S., 
Production of ethanol from corncobs using 
Aspergillus niger and Saccharomyces cerevisiae 
in simultaneous saccharification and 
fermentation, African Journal of Biotechnology, 
8(13) (2009) 3018-3022. 

[28] Bekele A., Fite A., Alemu S., Sewhunegn T., 
Bogele E., Simachew M., Debele T., Production 
of bio-ethanol from waste potato peel collected 
from University of Gondar, student’s cafeteria, 
Global Journal of Biochemistry and 
Biotechnology, 3(3) (2015) 132-140. 

https://microbeonline.com/author/nishananu/
https://microbeonline.com/starch-hydrolysis-test/
https://microbeonline.com/starch-hydrolysis-test/


 

544 
 

 
Osho / Cumhuriyet Sci. J., 42(3) (2021) 536-544 

 

[29] Rabinkov A., Miron T., Konstantinovski L., 
Wilchek M., Mirelman D., Weiner L., The mode 
of action of allicin: trapping of radicals and 
interaction with thiol containing proteins, 
Biochemical and Biophysical Acta., 1379 (1998) 
233–244. 

[30] Teixeira M.C., Godinho C.P., Cabrito T.R., Mira 
N.P., Sa´Correia I., Increased expression of the 
yeast multidrug resistance ABC transporter Pdr18 
leads to increased ethanol tolerance and ethanol 
production in high gravity alcoholic fermentation, 
Microbial Cell Facts, 11(1) (2012) 98.  

[31] Kishimoto J., Ehama R., Wu L., Jiang S., Jiang N., 
Burgeson R.E., Re-Selective activation of 
versican promoter by epithelial-mesenchymal 
interactions during hair follicle development, 
Proceedings of National Academy of Science 
(USA), 96 (1999) 7336-7341.  

[32] Martins N., Petropoulos S., Ferreira C.F.R., 
Chemical composition and bioactive compounds 
of garlic (Allium sativum L.) as affected by pre- 
and post-harvest conditions: A review, Food 
Chemistry, 211 (2016) 41-50.  

[33] Igbokwe P.K., Idogwu C.N., Nwabanne J.T., 
Enzymatic Hydrolysis and Fermentation of 
Plantain Peels: Optimization and Kinetic Studies, 
Advances in Chemical Engineering and Science, 
6 (2016) 216-235. 

[34] Joshi J., Dhungana P., Prajapati B., Maharjan R., 
Poudyal P., Yadav M., Mainali M., Yadav A.P., 
Bhattarai T., Sreerama L., Enhancement of 
Ethanol Production in Electrochemical Cell 
by Saccharomyces cerevisiae (CDBT2) 
and Wicker hamomycesanomalus (CDBT7), 
Frontier Energy Research, 7 (2019) 70. 

[35] Rita H.R.B., Mariana S.T.A., Luísa S.S., Ana 
MRBX.  Ethanol Production from Hydrolyzed 
Kraft Pulp by Mono- and Co-Cultures of Yeasts: 
The Challenge of C6 and C5 Sugars 
Consumption, Energies,  13(3) (2020) 744.  

[36] Olofssen K., Bertilsson M., Liden G., A short 
review on SSF – an interesting process option for 
ethanol production from lignocellulose 
feedstocks, Biotechnology for Biofuels, 1(7) 
(2008) 1-14. 

[37] Arotupin D.J., Evaluation of microorganisms 
from cassava waste for production of amylase and 
cellulase, Resource Journal of Microbiology, 2(5) 
(2007) 475-480. 

[38] Zhang P., Hai H., Sun D., Yuan W., Liu W., Ding 
R., Teng M., Ma L., Tian J., Chen C., A high 

throughput method for total alcohol determination 
in fermentation broths, BMC Biotechnology, 19 
(2019) 30.  

https://www.sciencedirect.com/science/article/pii/S0308814616307099#!
https://www.sciencedirect.com/science/article/pii/S0308814616307099#!
https://bmcbiotechnol.biomedcentral.com/articles/10.1186/s12896-019-0525-7#auth-Weihua-Yuan
https://bmcbiotechnol.biomedcentral.com/articles/10.1186/s12896-019-0525-7#auth-Weijie-Liu
https://bmcbiotechnol.biomedcentral.com/articles/10.1186/s12896-019-0525-7#auth-Ruru-Ding
https://bmcbiotechnol.biomedcentral.com/articles/10.1186/s12896-019-0525-7#auth-Mengting-Teng
https://bmcbiotechnol.biomedcentral.com/articles/10.1186/s12896-019-0525-7#auth-Lin-Ma
https://bmcbiotechnol.biomedcentral.com/articles/10.1186/s12896-019-0525-7#auth-Jun-Tian
https://bmcbiotechnol.biomedcentral.com/articles/10.1186/s12896-019-0525-7#auth-Caifa-Chen


 Cumhuriyet Science Journal 
e-ISSN: 2587-246X                                             Cumhuriyet Sci. J., 42(3) (2021) 545-552 
   ISSN: 2587-2680                                                             http://dx.doi.org/10.17776/csj.931137    

 
  

*Corresponding author. e-mail address: sahinden@itu.edu.tr 
http://dergipark.gov.tr/csj     ©2021 Faculty of Science, Sivas Cumhuriyet University 

 

Effects of co-culturing Schizochytrium sp. and Escherichia coli cells on 
biomass and Docosahexaenoic acid (DHA) production 
Deniz ŞAHİN 1,*   

1İstanbul Technical University, Faculty of Science and Letters, Department of Molecular Biology and Genetics, 
İstanbul/TURKEY 

        

Abstract  
Heterotrophic marine microalga Schizochytrium sp. is one of the most studied microorganisms 
for docosahexaenoic acid (DHA) production. Severeal strategies were reported to enhance 
DHA production, including co-culturing algal cells with different microorganisms. In this 
study, Schizochytrium sp. and Escherichia coli were co-cultured to examine the effect of 
bacterial cells on the algal growth and DHA production. The cells were incubated for 168 h 
and recovered to analyze biomass production, lipid content and DHA yield in the mixed 
culture medium. Cultivation of algal and bacterial species together decreased the biomass 
production (g/L), total lipid concentration (ml/L), DHA yield (g/L) and DHA percentage in 
lipid content about 4.1, 1.7, 3.8 and 2.2 folds, respectively, compared to algal monoculture. 
The only increasing amount was obtained with DHA yield per biomass (mg/gCDW) which 
was about 1.1 fold higher in the mixed culture. The results showed that presence of 
Escherichia coli cells in the medium affected the growth of Schizochytrium sp. cells and DHA 
production negatively. It was estimated that the interaction between algal and bacterial cells 
were competition instead of mutualistic interaction in which bacterial cells outcompeted the 
algal cells and limited the cell density increase of algal cells in the mixed culture. 
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1. Introduction 

Docosahexaenoic acid (DHA) is one of the most 
important omega-3 fatty acids with their beneficial 
effects on human development and health [1, 2]. 
Although the most widely used source for DHA is cold 
water fish, increasing human population and 
consumption and decreasing fish stocks make 
development of alternative sources inevitable [3, 4].    

Schizochytrium is a genus of heterotrophic marine 
microalgae and one of the most studied microorganism 
for DHA production. Obtained strains of 
Schizochytrium genus may be used to produce high 
amount of DHA (~100 g/L biomass production, 50-
70% of cell dry weight as fatty acid and 30-70 % of 
lipids as DHA) [5]. Several studies were reported to 
enhance DHA production in Schizochytrium sp. 
including optimization of growth medium [6-8] using 
different carbon and nitrogen sources and co-culturing 
algal cells with different organisms [9-11].  

Co-culturing microalgal cells with different organisms 
including other algal cells, yeast cells and bacterial 
cells is a promising strategy to increase biomass 
production and DHA yield. The interaction between 

each pair of organisms needs to be studied carefully to 
analyze the outcome of co-culturing [10, 11]. 
Moreover, bacterial contamination is also an 
unintentionally formed co-cultured environment which 
needs to be analyzed in terms of effect on the DHA 
production. Although using organic-rich media may 
increase algal growth rate and lipid content, 
heterotrophic bacteria may proliferate quickly which 
may affect the growth of algae and production of lipid 
and DHA [12, 13].  

In this study, Schizochytrium sp. and Escherichia coli 
cells were co-cultured to investigate the effect of 
microalgae-bacteria co-cultivation on algal growth and 
production yield of omega-3 fatty acids. Microalgal 
and bacterial cells were cultured together for 168 h of 
incubation. pH change of the growth medium, cell 
densities and biomass production for each cell type 
were recorded. Lipid production, fatty acid 
composition and DHA yield were calculated at the end 
of incubation period. The results indicated that co-
cultivation of algal and bacterial species decreased the 
biomass production (g/L), total lipid concentration 
(ml/L), DHA yield (g/L) and DHA percentage in lipid 
content about 4.1, 1.7, 3.8 and 2.2 folds, respectively. 

http://dx.doi.org/10.17776/csj.931137
https://orcid.org/0000-0003-3822-0319
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DHA yield (mg/gCDW) increased about 1.1 fold in the 
mixed culture compared to algal monoculture. The 
interaction between algal and bacterial cells were 
estimated as competition instead of mutualistic 
interaction in which bacterial cells outcompeted the 
algal cells and limited the cell density increase of algal 
cells in the mixed culture. 

 
2. Materials and Methods 

2.1. Algae and bacteria cells and growth conditions  

Schizochytrium sp. S31 and  Escherichia coli K12 
strains were obtained from American Type Culture 
Collection (ATCC® 20888™ and ATCC® 10798™, 
respectively). The growth medium (Complex medium-
CM) including glucose (40 g/L), yeast extract (5 g/L), 
peptone (8 g/L), NaCl (25 g/L) and MOPS (21 g/L) 
was used for the cultivation of the cells at 28oC on a 
shaker (200 rpm) [6]. pH of the starting medium was 
adjusted to 6.0. The samples were scaled up to 500 ml 
flasks containing 100 ml of CM (pH:6.0) with initial 
OD600 and OD660 for bacterial and algal cells, 
respectively, at 0.01 as starting cell concentration for 
monoculture and co-culture samples.  

2.2. Measuring biomass production and growth 
rates 

Microalgal and bacterial monocultures and the co-
culture were incubated for 168 h at 28oC on a shaker 
(200 rpm). Samples were taken every 24 h to measure 
cell dry weight (CDW) and cell densities at OD600 and 
OD660 for Escherichia coli and Schizochytrium sp., 
respectively. Growth curves were formed for algal and 
bacteral monocultures and co-culture sample. Cell 
densities and daily biomass production were given in 
Figure 1. The change in pH values for algal and 
bacterial monocultures and the co-culture sample 
during incubation period were recorded and given in 
Figure 2. 

2.3. Fatty acid composition analysis by Gas 
Chromatography 

After 168 h of incubation, the cultures were 
centrifuged for 15 minutes at 3000xg (Optima MAX 
Ultracentrifuge) to precipitate the cells. Freeze-drying 
was applied on the precipitated cells (Christ-Alpha 1-2 
LDplus) for 48 h to measure CDW. Following protocol 
was used for the lipid extraction process [6]. Briefly, 
n-hexane (FisherScientific) was mixed with culture 

samples in 6:1 ratio (v/CDW) and sonicated for 
disruption of the cells (three bursts of 20 s). Disrupted 
cells were put on an orbital shaker (150 rpm) and 
incubated for 6 h at 27°C. Then, the cells were 
centrifuged at 3000g for 10 minutes to obtain 
supernatants. The supernatant samples were kept under 
fume hood until a viscous liquid was left the bottom of 
the tubes.  

For the fatty acid composition determination, the 
extracted lipids from each sample were analyzed using 
GC-FID (Agilent Technologies 6890N), gas 
chromatography with flame ionization detector. The 
protocol which was used in our previous study was 
followed to prepare fatty acid methyl esters, cold 
esterification method and the conditions for the GC 
analysis [6]. 

3.   Results and Discussion 

3.1. Growth curves for Schizochytrium sp. and 
Esherichia coli monocultures and microalgae-
bacteria co-culture 

OD660 and OD600 absorbance values for Schizochytrium 
sp. and Escherichia coli, respectively, were measured 
every 24 h to plot growth curves for monoculture and 
co-culture samples. Figure 1 indicates both cell 
densities and cell dry weight measurements during the 
incubation period. Initial cell densities for each 
monoculture were arranged to OD value of 0.01. The 
co-culture sample was initiated with the same cell 
densities from both microalgae and bacteria cells, each 
having final OD value of 0.01.  

At 24 h, algal monoculture had the lowest OD660 value, 
around 0.13. On the other hand, cell densities in 
bacterial monoculture and co-culture increased quickly 
to OD 2.24 and 1.89, respectively. The growth in the 
co-culture was slower than the growth in the bacterial 
monoculture. The cell density increase in the co-
culture sample was mainly due to bacterial cells which 
outcompeted the microalgal cells. After 24 h, cell 
density for algal monoculture started to increase and 
reached OD660 of 2.03 at 48 h and kept increasing 
steadily till the end of the 168 h to OD660 of 4.41. For 
the bacterial monoculture, cell density entered 
relatively a stationary phase after the 24 h and 
increased slowly to OD600 value of 2.9 at the 168 h. 
Similar cell density trend was observed for the co-
culture sample after the 24 h which increased slowly 
from 2.09 to 2.69 (OD600 values) and 1.89 to 2.4 (OD660 
values).

  

 



 

547 
 

Şahin / Cumhuriyet Sci. J., 42(3) (2021) 545-552 
 

 
Figure 1. Cell densities (OD) and cell dry weights (CDW) for algal and bacterial monocultures and mixed co-culture sample. 
Schizochytrium sp. and Escherichia coli monocultures and co-culture sample were grown for 168 h at 28oC on a shaker (200 
rpm). To measure cell density and cell dry weight for each culture, samples were collected from each flask every 24 h. OD660 
and OD600 values were recorded for algal and bacterial cells, respectively. For the mixed culture, OD values (600-660 nm) 
were recorded.  
For the algal monoculture, cell dry weight was 
measured as 1.62 g/L and 2.55 g/L at 24 and 48 h, 
respectively. After 48 h, CDW increased quickly to 
6.82 g/L and entered relatively a stationary phase 
reaching 8.42 at the end of the 168 h. For the bacterial 
monoculture, CDW increased from 2.83 g/L at 24 h to 
4 g/L at 48 h and then fluctuated between 2 and 4 g/L 
and ending with 3.05 g/L at 168 h. The maximum 
CDW was obtained at 48 h. Similar CDW pattern was 
observed for the co-culture sample, in which CDW 
increased from 2.68 g/L at 24 h to 4.30 g/L at 48 h 
which was the maximum for the co-culture sample.  
CDW for the co-culture was almost same with CDW 
of bacterial monoculture but less than CDW of algal 
monoculture.  

Several studies in literature reports the effect of co-
culturing the microalgae cells with different cell types 
on DHA production. The nature of the interaction 
between the cells in the mixed culture will determine 
the outcome of the growing environment. In our 
previous study [9], we co-cultured Schizochytrium sp. 
cells with Rhodotorula glutinis yeast cells and 
enhanced biomass, DHA and β-carotene production by 
~2.6, ~1.18 and 1.76 fold, respectively. In that study, 
unlike the current study, the increase in biomass was 
high for both cell types, which was confirmed by 

microscope examination. After all, we suggested that 
the interaction between these two heterotrophic species 
could be mainly competition between cells instead of 
the mutualistic interaction and the stress conditions due 
to quick increase in bacterial cell density caused an 
increase in DHA production by algal cells. Chierslip et 
al. (2011) and Dong and Zhao (2004) suggested that 
when photosynthetic algae and heterotrophic yeast 
were mixed, the algae could take a role of an oxygen 
generator while the yeast provides CO2 to the algae. 
The increase in the growth of both cells may be due to 
the exchange of oxygen and carbon dioxide. We do not 
expect such an exchange-based cooperation here and 
in our previous work.  

Microalgae and bacteria share same environments in 
nature and play crucial roles in ecosystem. Bacteria 
may affect the algal growth under autotrophic 
conditions either positively or negatively [15-19]. 
Bacterial cells promote growth of algae cells by 
reducing dissolved oxygen concentration and 
consuming the organic materials excreted by algae [20] 
and secreting biotin, cobalt amine and thiamine [21]. 
In return, algal cells provide oxygen and extracellular 
compounds which promotes the bacterial cells [15, 16]. 
This can be considered as a mutualistic relationship 
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between algal and bacterial cells based on mutual 
exchange of materials. 

Higgins et al. (2014) co-cultured photosynthetic 
microalgae Chlorella minutissima with Escherichia 
coli under mixotrophic conditions to assess the effects 
of bacterial contamination on algal biofuel production. 
It was estimated that E. coli would dominate the 
microalgae cells for the nutrient sources. However, 
microalgal cells grew more rapidly than bacterial cells 
in co-cultured environment which was explained by 
symbiotic relationship between organisms. In a review 
by Subashchandrabose et al. (2013), mixotrophic 
cyanobacteria and microalgae co-culture was 
presented as bioremediation agents. The cells form a 
symbiotic interaction and cell densities of the both cell 
types increase. In our current study, the opposite was 
observed, with bacterial cells dominating, restricting 
the growth of algal cells. 

In heterotrophic cultures, the species may primarily 
compete for the resources instead of forming a 
mutualistic interaction which may increase CDW and 
lipid production [23]. Cheirslip et al. (2011) suggests 
that increase in lipid production comes with increase in 
biomass. In the co-culture, first the cells increase in 
number in log phase benefiting from the rich medium 
[12, 24]. When one of the nutrients, particularly 
nitrogen, is limited, lipid production will initiate 
indicating that the cells are in stress. The change in pH 
due to growth and depletion of medium, will cause a 
decrease in O2 levels, increase in CO2 levels and 
decrease in cell growth in algae causing for lipid 
production.  

Here, the aim of the study is to investigate the effects 
of co-culturing Schizochytrium sp. and Escherichia 
coli cells on the biomass and DHA production. Growth 
curves and CDW values indicate that bacterial cells 
outcompete the microalgal cells in the mixed culture. 
Indeed, observation of the mixed culture under 
microscopy verified that about 10-fold more surface 
coverage of bacterial cells than microalgal cells was 
observed. Although most of the biomass production in 
the mixed culture was due to the bacterial cell density, 
there was still a slow increase in cell density of 
microalgae cells. Bacterial cells were also affected 
negatively from the microalgal cells in the mixed 
environment which was observed from relatively 
lower OD600 values. Although both cells were affected 
by the co-culture medium, algal cells were more 
affected. The result of the co-culture environment can 
be directly observed in the slowdown in the growth of 
algae cells. 

3.2. Analysis of total biomass and total fatty acid 
production 

After 168 h of incubation, the cells were collected by 
centrifugation, disrupted by sonication and finally 
freeze dried to obtain the cell dry weight. The samples 
were subjected to hexane extraction protocol to extract 
the fatty acid content of the cells for the gas 
chromatography analysis. Total biomass, total lipid 
concentration, and DHA yield after 168 h of incubation 
are listed in Table 1.

 
Table 1: Biomass production, lipid concentration and DHA yields for Schizochytrium sp. and Escherichia coli monocultures 
and the mixed culture. Co-culturing algal and bacterial species together decreased the biomass production (g/L), total lipid 
concentration (ml/L) and DHA yield (g/L) about 4.1, 1.7 and 3.8 folds, respectively, compared to algal monoculture. The 
only increasing amount was obtained with DHA yield per biomass (mg/gCDW) which was about 1.1 fold higher in the 
mixed culture.  
 

 Total Biomass 
(g / L) 

Total Lipid concentration 
(ml / L) 

DHA Yield 
(g / L) 

DHA Yield 
(mg / gCDW) 

Schizochytrium sp. (S) 7.74 ± 1.207 0.92  0.249 32.27 

E.coli (E) 2.74 ± 1.61 0.51 0.055 20.19 

Co-cultivation (S+E) 1.89 ± 0.26 0.53 0.066 35.05 

 

The highest biomass production was observed in algal 
monoculture at 7.74 g/L CDW which was about three 
times more than that of bacterial monoculture at 2.74 
g/L CDW. Mixed co-culture sample had the lowest 
biomass production at 1.89 g/L. Both species in the 

mixed culture sample were affected negatively by the 
presence of the other species.  

Total lipid production for algal monoculture was 0.92 
ml/L which was higher than bacterial and mixed 
cultures at 0.51 ml/L and 0.53 ml/L, respectively. On 
the other hand, lipid production per CDW for the 
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mixed culture was more than algal and bacterial 
monocultures. CDW values indicate that co-culturing 
Schizochytrium sp. and E. coli cells did not enhance the 
total biomass production. The bacterial density 
increased rapidly and dominated the algal cells. 
Therefore, the biomass contribution of algal cells was 
constrained. In our previous study [9], we achieved the 
maximum biomass production in Schizochytrium sp. 
and Rhodotorula glutinis co-cultured medium, 
although total lipid production was lower in co-
cultured medium than that of algal monoculture.  

In mixed culture, each cell type will contribute to total 
lipid production at different rates. Densities of algal 
and bacterial cells and the lipid production from each 
cell type will determine the contribution of algal and 
bacterial cells in the final lipid production. Here, we 
had about 4.1-fold more biomass production in algal 
monoculture then the mixed culture, yet the lipid 
production in algal monoculture was just about 1.8-
fold more than both bacterial monoculture and the 
mixed culture. Even though 1.45 fold less biomass 
production was observed in the mixed culture than 
bacterial monoculture, lipid productions were almost 
same which shows the contribution of algal cells on the 
lipid content in the mixed sample. Several parameters 
such as culture medium, pH and temperature of the 
medium and the nature of each cell type will be 
effective on the lipid accumulation. A balanced 
environment is needed for the maximum biomass 
production and final lipid content otherwise one of the 
species in the co-cultured medium could predominate 
the system and affect the growth of others negatively 
[9]. 

3.3. Fatty acid composition analysis and DHA yield 
determination 

Fatty acid composition analysis for algal and bacterial 
monocultures and the mixed culture at the end of 168 
h of incubation was shown in Table 2. The table 
includes omega-3, omega-6 and other fatty acids. 
Among the omega-3 fatty acids, DHA amounts (% 
w/v) were 27.15%, 10.85% and 12.50% for algal 
monoculture, bacterial monoculture and the co-culture 
samples, respectively. The highest DHA content was 
achieved with algal monoculture. On the other hand, 
there was about 2.17-fold decrease in DHA content in 
the mixed culture than algal monoculture.  

Other omega-3 fatty acids, Eicosapentaenoic acid, α-
Linolenic acid and Eicosatrienoic acid, were also 
produced in smaller amounts compared to DHA 
production. In algal monoculture, EPA production was 
1.92% which decreased about 2.5 fold in the mixed 
culture. α-Linolenic acid production increased in 
mixed culture which was not detected in algal 
monoculture.  

Schizochytrium sp. is known as a high DHA producer 
species [6]. Here, DHA content in total extracted fatty 
acid was 27.15% (%w/v) in the algal monoculture 
medium which can be enhanced by different medium 
conditions [6]. Although total lipid production in 
bacterial monoculture and mixed co-culture samples 
are almost same, the percentage of DHA in the total 
fatty acid content is higher in co-culture sample 
possibly due to contribution of slowly growing algal 
cells in the medium.  

In our previous study [9], DHA production was 
enhanced in Schizochytrium sp. and yeast Rhodotorula 
glutinis mixture. The interaction was possibly 
competition instead of mutualism which put the algal 
cells in stress. On the other hand, algal cells kept 
increasing their density which was not observed here. 
The increase in algal density in the mixed co-culture 
was very slow in the current study. In our previous 
study, both of the cells increased their numbers and 
kept producing DHA under stress conditions. On the 
contrary, the algal cells in the mixed culture here was 
in stress conditions contributing DHA production but 
cell density increase was limited.  

DHA yield (g/L) decreased about 4 fold in the mixed 
culture which was about 1.25 fold more than bacterial 
culture (Table 1). On the other hand, DHA yield 
(mg/gCDW) in the mixed culture was about 1.75 fold 
higher than that of bacterial monoculture indicating 
that E. coli cells in the mixed culture contribute to the 
fatty acid production but DHA production is due to 
algal contribution. 

Altogether, growing algal cells with bacterial cells 
caused a decrease in cell density, biomass production 
and DHA percentage in lipid content. On the other 
hand, DHA yield was enhanced per CDW indicating 
higher fatty acid production in a decreasing biomass.
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Table 2: Fatty acid composition (%: w/v) of oil extracts from Schizochytrium sp. (S), Escherichia coli (E) and the co-culture 
(S+E) samples according to Gas chromatography-FID analysis. DHA content for S+E sample decreased ~2.2 fold compared 
to S sample.  (ND: Not detected) 
 

 S E S+E 
Omega-3    

Docosahexaenoic acid (C22:6 n-3) 27.15 10.85 12.5 
Eicosapentaenoic acid (C20:5 n-3) 1.92 ND 0.77 
α-Linolenic acid (C18:3 n-3) 0.05 0.41 0.69 
Eicosatrienoic acid (C20:3n-3) 0.47 ND ND 

Omega-6    
γ-linolenic acid (C18:3 n-6) 0.21 ND 0.11 

Others    
Palmitic acid (C16:0) 39.05 25 26.55 
Myristic acid (C14:0) 15.35 6.8 8.42 
Palmitoloic acid (C16:1) 3.68 1.59 1.98 
Oleic acid (C18:1n+9c) 3.59 2.42 3.08 
Stearic acid (C18:0) 2.82 27.16 14.58 
Pentadecanoic acid (C15:0) 2.62 0.96 1.33 
Lauric acid (C12:0) 0.75 1.27 1.42 
Margaric acid (C17:0) 0.57 18.46 24.58 
Erucic acid C22 1n-9 0.56 0.3 0.27 
Tridecanoic acid (C13:0) 0.24 0.16 0.99 
Behenic acid (C22:0) 0.22 0.11 0.16 
Lignoceric acid (C24:0) 0.2 0.22 0.35 
Nervonic acid (C24:1) 0.19 0.59 ND 
Arachidic acid (C20:0) 0.09 0.71 0.32 
Myristoleic acid (C14:1)  0.08 0.15 0.19 
Heptadecenoic acid (C17:1) ND 2.48 ND 
γ-linoleic acid (C18:2n+6c) ND 0.23 1.14 
Heleicosanoic acid (C21:0) ND 0.11 0.17 
Eicosenoic acid (C20:1) ND ND 0.25 
Eicosadienoic (C20:2) ND ND 0.17 

3.4 pH variations 

pH values for algal and bacterial monocultures and the 
mixed culture during 168 h of incubation period were 
given in Figure 2. pH value for the algal monoculture 
remained between 5.4 and 6.0 which was higher than 
pH values of bacterial monoculture and the mixed 
culture samples. For both of the bacterial monoculture 
and the mixed culture, pH of the media decreased 
quickly below 5.0 after 24 h of incubation and then 
fluctuated between pH 4.2 and 5.0, following a similar 
pattern during incubation period.  

Initial decrease in pH in all of the samples can be 
explained with the initial increase in cell density in all 
monoculture and mixed culture species. Wu et al. 
(2005) suggested that reduction in pH was due to the 
secretion of organic acids such as succinic acid, 
pyruvic acid, and malic acid. Here, we observed a 
quick increase in cell densities of bacterial cells in 
monoculture and mixed co-culture which may cause an 
increase in CO2 concentration decreasing pH of the 

medium. Increase in pH between 24 and 72 h in all 
mediums, specifically algal medium, indicates that 
CO2 was used for lipid production metabolism [26]. 
Addition of bacterial cells to the growth medium after 
24 h of algal incubation may change the nature of the 
interaction between the cells and in this way different 
pH and lipid production can be observed. 

Here, the aim of the study was to investigate the effects 
of co-culturing Schizochytrium sp. and Escherichia 
coli cells on the growth and biomass production of 
algal cells and DHA yield. The results indicated that 
algal and bacterial cells did not form a mutualistic 
interaction and the presence of bacterial cells affected 
the algal cells negatively. The density of the bacterial 
cells increased quickly which caused a decrease in the 
pH of the medium and growth and biomass production 
of algal cells. DHA yield per liter of culturing medium 
also decreased in the mixed culture compared to algal 
monoculture. 
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For further studies, bacterial cells can be added to the 
growth medium after algal cells have passed the lag 
phase and reached a certain cell density. Similarly, 
starting cell density of the algal cells can be increased 
in the co-culture medium. For both conditions, the 
interaction between bacterial and algal cells may be 

affected by different cell densities of each cell type, 
resulting in different amounts of lipid and DHA 
production. Additionally, using different growth 
medium conditions as we reported in our previous 
studies may affect CDW and lipid production and 
DHA content.

 

 
 
Figure 2.: pH change of the incubation mediums with time. pH values for Schizochytrium sp. (S), Escherichia coli (E) 
monocultures and the mixed culture sample (S+E) were measured every 24 h. pH for each medium was arranged to 6.0 at 
t=0 h.  pH of the S medium was between 5.4 and 6, while for E and S+E mediums, pH values decreased quickly in the first 
24 h and fluctuated between 4.2 and 5.0 values till the end of 168 h of incubation. 
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Abstract  

Utilizing the simple chromatic techniques, Aldose reductase (AR) was derived from sheep 

liver. In addition, α-glycosidase from Saccharomyces cerevisiae was used as the enzyme. It 

was determined the interactions between compounds and the enzymes. Molecular docking 

method used to compare biological activity values of molecules against enzymes. 

In the current study, the inhibition effect of synthetic isoindol-substitute thiazole derivatives 

(3a-f) on AR, and α-glycosidase enzymes was studied. In the thiazole series, compound 3b 

(Ki: 9.70±4.72 M) showed a maximum inhibitory impact towards AR while compound 3f 

(Ki: 44.40±17.18 M) showed a lowest inhibitory impact towards AR. It was investigated 

potent inhibition profiles with Ki values in the range of 24.54±6.92–44.25±10.34 M against 

α-glycosidase. Theoretical results were found consistent with experimental results. 

Acting as antidiabetic agents, these compounds have the potential to be the selective inhibitor 

of α-glycosidase and AR enzymes. The biological activities of the studied molecules against 

AR and α-glycosidase enzymes will be compared with molecular docking method. ADME 

analysis of the molecules will be done. 
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1. Introduction 

In general, naturally occurring, isoindole-1,3-dione is 

important for sustaining a desired life quality. Extracts 

of isoindole-1,3-dione have long been the focus for 

their antifungal, antibacterial, antimicrobial [1], 

hypoglycemic [2], anti-tumor [3], anti-inflammatory 

[4], anticovulsants [5], and anti-inflammatory [6]. High 

blood sugar resulting from the complete or partial 

deficiency in the secretion of insulin is one of the 

characteristics of diabetes mellitus. Long-term 

complications of diabetes are found to be tightly linked 

with the chronic hyperglycemia of diabetes. Cataracts 

of both eyes, cardiovascular complications, 

retinopathy, nephropathy and neuropathy are among the 

major complications [7]. 

Under hyperglycemic conditions, various biochemical 

pathways are activated. The polyol pathway comprises 

the most promising and the most widely studied one. 

The polyol pathway is functional in the metabolization 

of excessive glucose. Through polyol pathway, glucose 

is transformed to sorbitol by aldose reductase (AR) [8]. 
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Some studies have displayed the connection between 

glucose metabolism and long-term complications of 

diabetes via the polyol pathway. Within the polyol 

pathway, AR is the crucial enzyme that gives rise to 

diabetic complications [9]. In the prevention and 

attenuation of diabetic complications, AR inhibition 

plays a crucial factor. As a result, the synthesis of new 

and useful AR inhibitors (ARIs) having antioxidant 

properties is of great importance [10]. 

In the small intestine, α-glycosidase hydrolyzes 

polysaccharide and oligosaccharides to such 

monosaccharide units as fructose and glucose [8]. α-

glycosidase inhibitors (α-GIs) possess key role in 

keeping human hyperglycemia and type-2 diabetes 

mellitus (T2DM) under control. α-GIs can repress 

T2DM and postprandial hyperglycemia and reduce the 

absorption of carbohydrates through diet. Hence, these 

types of α-GIs have a sugar molecule that competes 

with oligosaccharides in binding with the active site of 

the enzyme, thus efficiently decreasing the amounts of 

postprandial glucose in T2DM [11].  

There are many experimental and theoretical methods 

to calculate the numerical values of the activities of 

molecules in studies conducted today. Because of both 

time and money, theoretical methods have developed 

too much. Molecular docking is also one of these 

methods. It should be well known that molecular 

docking is a common method used to evaluate the 

molecular level biological activity against certain 

enzymes [12-13]. In this study, thiazole derivatives (3a-

f) against enzymes, which are AR whose ID is 3V36, 

and α-glycosidase whose ID is 1XSI, were compared 

for their biological activities. In the present paper, the 

in vitro inhibition impacts of isoindole-1,3(2H)-dione 

derivatives (3a-f) on AR and α-glycosidase as 

metabolic enzymes were studied, and the molecular 

docking properties were determined. 

2. Material and Methods 

2.1. Chemistry 

From the isoindol-substitute thiazole derivatives, a 

synthesis (3a-f) was carried out in line with to the steps 

explained in our previous study [14]. From the reaction 

of thiazole derivatives (2a-f) with dicarboxylic 

anhydride (1) in the presence of NEt3, the compounds 

3a-f were synthesized. The spectral data of all 

compounds are in agreement with the data reported 

previously [14].

 

 

 

 

Scheme 1. Synthesis route of investigated compounds in this study 

 

 

 

1 2a-d 3a-d 

3e-f 2e-f 1 

Ar: a) Ph-   b) 4-MePh-   c) 4-ClPh-   d) 3-OmePh- 

2e)  n = 0,   2f )  n = 1 
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Figure 1. The tested compounds in this study 

2.2. Biological studies 

2.2.1. α-Glycosidase enzyme assay 

α-Glycosidase enzyme was assayed according to 

previous study [15]. 

2.2.2. The analysis of AR activity  

The analysis of AR activity was conducted the 

decrease of NADPH as 340 nm spectrophotometrically 

[16].  

2.2.3. Purification of AR 

AR enzyme was purified using, DE-52 cellulose, 

Sephadex G-100 and 2′5′-ADP-Sepharose-4B affinity 

from sheep liver [17]. Quantitative amounts of AR 

enzyme were determined in line with the Bradford 

procedure at 595 nm, spectrophotometrically [18]. The 

purity level of the enzyme was determined in line with 

the Laemmli’s method [28] as explained previously 

[19-21].  

2.2.4. Enzyme inhibition analysis 

In order for determining the effect of isoindol-

substitute thiazole derivatives on α-glycosidase, and 

AR, various concentrations of them were included into 

the reaction medium. The IC50 values were calculated 

from activity (%) versus some isoindol-substitute 

thiazole concentration plots. The Ki values were 

determined by Lineweaver and Burk’s curves [22]. 

2.2.5. Docking studies 

Nowadays there are many methods to calculate the 

molecular activities [23]. One of the most common 

methods is molecular docking. For molecular docking 

calculations, optimized structures of molecules are 

calculated by using the Gaussian Package program 

[24]. The optimized structures of the molecules were 

calculated by the Gaussian software program. The 

structures of the optimized molecules are obtained 

from *.pdb files.  

Molecular docking calculations of the studied 

molecules were done using Maestro Molecular 

Modeling platform (version 12.2) by Schrödingder, 

LLC [25]. Crystal structures of enzyme proteins have 

been downloaded from the Protein Data Bank (PDB) 

site. The enzymes studied are AR that is ID: 3V36 [26], 

and α-glycosidase that is ID: 1XSI [27], respectively. 

The pH 7.0 ± 2.0 range was used in all calculations for 

the interaction of isoindol-substitute thiazole 

derivatives with enzymes. Enzymes that interact with 

molecules are made up of many proteins. Studied 

proteins were prepared for calculations using the 

protein preparation module [28], for calculations.  

Later, the proteins in the active regions of the studied 

proteins were prepared for interactions. The 

preparation process of the molecules was started. 

Optimized structures of isoindol-substitute thiazole 

derivatives were obtained from the Gaussian software 

program [24]. The drawn structures were prepared for 

molecular docking calculations using LigPrep module 

[29]. 3D structures of isoindol-substitute thiazole 

derivatives were obtained. The Glide ligand docking 

module [30] was used for the interaction of isoindol-

substitute thiazole derivatives with enzymes. 

Following, ADME analysis was performed to examine 

the use of isoindol-substituted thiazole derivatives as 

drugs in future experimental studies. The Qik-prop 

module of Schrödinger software [31] was used to 

perform this analysis. many parameters are calculated 

using this module. With these parameters, information 

is obtained about the properties of the molecules.  

3. Results and Discussion 

AR has been linked to diabetes complications such as 

nephropathy, cataractogenesis, retinopathy and 

neuropathy. Hence, ARIs are used the therapeutic 

approach in the treatment complications of the 

diabetic. The development of reliable and novel ARIs 

is necessary to enhance the quality of life for patients 

with diabetic [32]. 

In the present study, synthetic isoindol-substitute 

thiazole derivatives (3a-f) were studied for their 

potential to inhibit the AR enzyme. In order for this, 

AR was the purified from sheep liver. The enzyme was 

obtained with a specific activity of 1.48 EU/mg protein 

and 113.85-fold purification (Table 1). SDS–PAGE 

was done following the purification of the AR enzyme. 

(Figure 2). The molecular weight of AR was 

determined as about 38 kDa. There is a growing 

demand for new and potent ARIs. The primary 

objective of this study was to recognize extremely 

useful and potent inhibitors for AR and α-glycosidase. 
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The inhibitory effect results of studied isoindole-

substitute thiazole derivatives are displayed in Table 2. 

In the related literature, there are some research about 

the inhibitory effect of AR.  For instance, Stefek et al. 

[33] investigated 15 different compounds, which 

display an indole-1-acetic acid moiety inhibit AR. 

Fatmawati et al. [34] isolated prenylated xanthones 

from Garcinia mangostana Linn. They found that 3-

isomangostin showed a better inhibitory effect against 

AR, with an IC50 of 3.48 μM. In another study, Ali et 

al. [35] synthesized and evaluated iminothiazolidin-4-

one acetate derivatives were as AR inhibitors. The 

highest AR inhibitory potency in the series was 

evaluated for 2k with IC50 values 2.54 mM, 

respectively. In another study, Taslimi et al. [36] 

studied the inhibitory impact of bromophenols, 

diarylmethanes, and diarylmethanons on AR. In that 

study, it was found that 2d showed the best inhibition 

effect for AR. Demir et al. [10] displayed the effects of 

diarylmethanones and bromophenols on α-glycosidase 

and AR. They reported that 2d showed the best 

inhibition effect for α-glycosidase and 1f for AR. 

The synthetic isoindol-substitute thiazole derivatives 

(3a–f) displayed a potent inhibition towards AR. Ki 

values order of compounds exhibiting inhibitory 

potency was 3b (9.70±4.72 M) > 3a (10.03±0.51 M) 

> 3e (19.82±1.99 M) > 3d (21.22±3.33 M) > 3c 

(26.62±2.63 M) > 3f (44.40±17.18 M) against 

purified AR. In the thiazole series, compound 3b 

exhibited a maximum inhibitory impact against AR 

while compound 3f showed a lowest inhibitory effect 

against AR. When an internal comparison is conducted 

between the compounds 3a and 3b, the addition of the 

methyl group in the aromatic ring on 3b has shown 

better inhibitory activity. Replacement of methyl group 

in 3b with chloro ion (3c) exhibited lower inhibitory 

activity. Adding methoxy group to 3a decreased to 

inhibitory effect. (3d Ki: 21.22±3.33 M). In this series 

derivatives, the methyl group may be more a in AR 

inhibition according to our results.  

α-Glycosidase hydrolyzes to polysaccharide and 

oligosaccharides to such monosaccharides as fructose 

and glucose. It also hydrolyzes the final stage in the 

digestive activity of carbohydrates [37,38] a-

glycosidase inhibitors have the potential of preventing 

complications resulting from diabetic conditions [39]. 

In addition, the α-glycosidase enzyme was studied in 

the current paper. Studied compounds (3a-f) were 

determined for their inhibition impacts towards α-

glycosidase enzyme, which displayed a significant 

inhibition commonly. The results of this research can 

be seen from Table 2. For this enzyme, the compounds 

had IC50 values in 19.75-30.25 range and Ki values in 

24.54±6.92-44.25±10.34 M range (Table 2). The 

results displayed that all studied compounds had a 

rather porent 𝛼-glycosidase inhibitory effects in 

comparison to that of acarbose (IC50: 22800 nM) as the 

standard 𝛼-glycosidase inhibitor. The order of 

compounds with Ki values exhibiting inhibition effect 

was 3c (24.54±6.92 M) > 3f (27.94±03.44 M) > 3e 

(29.16±4.51 M) > 3a (30.85±5.82 M) > 3b 

(37.03±3.05 M) > 3d (44.25±10.34 M) against 𝛼-

glycosidase. In the thiazole series, compound 3c 

displayed a maximum inhibitory impact towards 𝛼-

glycosidase while compound 3d showed a lowest 

inhibitory impact towards 𝛼-glycosidase (Figure 3 and 

4).  When the 3a and 3b compounds are evaluated 

among themselves, the addition of the methyl group in 

the aromatic ring on 3b has shown lower inhibitory 

activity by contrast with AR enzyme. Replacement of 

methyl group in 3b with chloro ion (3c) exhibited 

better inhibitory activity. Adding methoxy group to 3a 

decreased to inhibitory effect. (3d Ki: 44.25±10.34 

M).

Table 1. Purification steps of AR from sheep liver 

Purification Steps  Activity 

(EU/mL) 

Total 

volume 

(mL) 

Protein 

(mg/mL) 

Total 

protein 

(mg) 

Total 

activity 

(EU) 

Specific 

activity 

(EU/mg) 

Yield 

(%) 

Purification 

fold 

Homogenate 0.30 20 23.43 468.60 6.00 0.013 100 1 

Ammonium sulfate 

precipitation and dialysis 
0.33 16 19.15 306.40 5.28 0.017 88.00 1.31 

DE-52 Cellulose anion 

exchange chromatography 
0.17 10 5.43 54.30 1.70 0.031 28.33 2.38 

Sephadex G-100 gel filtration 
chromatography 

0.095 6 0.84 5.04 0.57 0.113 9.50 8.69 

Affinity chromatography 0.013 3 0.009 0.027 0.040 1.48 0.67 113.85 
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Figure 2. SDS–PAGE analysis of purified AR which obtained single band 

Table 2. Inhibition effects of some isoindole- 1,3(2H)-dione derivatives on α-glycosidase and purified AR from sheep liver 

 

STRUCTURES of MOLECULES 

AR α-Glycosidase 

Chemical names Ki  IC50 Ki IC50 

 (µM) (µM) 

(3aR,4S,7R,7aS)-2-(4-
phenylthiazol-2-yl)-3a,4,7,7a-

tetrahydro-1H-4,7-

methanoisoindole-1,3(2H)-dione  

(3a) 
 

10.03±0.51 12.16 30.85±5.82 24.54 

(3aR,4S,7R,7aS)-2-(4-(p-

tolyl)thiazol-2-yl)-3a,4,7,7a-
tetrahydro-1H-4,7-

methanoisoindole-1,3(2H)-dione 

(3b) 
 

9.70±4.72 10.83 37.03±3.05 28.17 

(3aR,4S,7R,7aS)-2-(4-(4-
chlorophenyl)thiazol-2-yl)-

3a,4,7,7a-tetrahydro-1H-4,7-

methanoisoindole-1,3(2H)-dione  

(3c)  

26.62±2.63 28.88 24.54±6.92 19.75 

(3aR,4S,7R,7aS)-2-(4-(3-

methoxyphenyl)thiazol-2-yl)-
3a,4,7,7a-tetrahydro-1H-4,7-

methanoisoindole-1,3(2H)-dione  

(3d)  

21.22±3.33 17.77 44.25±10.34 30.25 

(3aR,4S,7R,7aS)-2-(8H-

indeno[1,2-d]thiazol-2-yl)-

3a,4,7,7a-tetrahydro-1H-4,7-

methanoisoindole-1,3(2H)-dione 

(3e)  

19.82±1.99 16.50 29.16±4.51 23.11 

(3aR,4S,7R,7aS)-2-(4,5-

dihydronaphtho[1,2-d]thiazol-2-

yl)-3a,4,7,7a-tetrahydro-1H-4,7-
methanoisoindole-1,3(2H)-dione 

(3f)  

44.40±17.19 36.48   27.94±3.44  20.83 

 

ACR* 

 

- - 12600±780 2800 

ü*Acarbose (ACR) was used as positive control for α-glycosidase enzyme 
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A B 

Figure 3. Determination of Lineweaver-Burk graphs for excellent inhibitors of α-Gly (3c) compounds (A) and AR (3b) (B) 

 

 

  

 

 

Figure 4. Ki values of studied enzymes 

 

 

 

The isoindol-substituted thiazole derivatives were 

interacted with enzymes and their biological activities 

were compared. Molecular docking calculations were 

made with enzymes of isoindol-substituted thiazole 

derivatives. Biological activity comparison of 

isoindol-substituted thiazole derivatives can be made 

by using the numerical value of these parameters. It is 

thought that the biological activity value of the 

molecule with the lowest numerical value of this 

parameter is high [40]. As a result, the biological 

activities of compounds are listed according to the 

numerical value of this parameter. Other parameters 

obtained are used to explain the interactions of 

molecules with enzymes. As a result of docking 

studies, the interactions of isoindol-substituted thiazole 

derivatives with enzymes are given in Figure 5 and 6. 

The numerical value of the parameters obtained as a 

result of these interactions are given in Table 3. 
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Table 3. Numerical values of the parameters obtained from interaction of enzymes studied with enzymes 

 3a 3b 3c 3d 3e 3f 

α-Gly 

Docking Score -3.6 -3.3 -3.8 -3.3 -3.7 -3.6 

Glide hbond -0.15 0.00 0.00 0.00 -0.16 -0.15 

Glide emodel -31.6 -34.8 -38.2 -35.8 -33.4 -33.4 

Glide ligand efficiency -0.15 -0.14 -0.14 -0.13 -0.15 -0.14 

Ald. red. 

Docking Score -3.5 -3.9 -3.1 -3.7 -3.8 -3.0 

Glide hbond 0.00 0.00 0.00 0.00 0.00 0.00 

Glide emodel -34.9 -34.2 -37.6 -36.9 36.7 -34.0 

Glide ligand efficiency -0.15 -0.14 -0.13 -0.15 -0.15 -0.12 

 

 

 

 

Figure 5. Interaction of molecules against AR enzyme 

 

Docking calculations have shown that as the 

interactions of isoindol-substituted thiazole derivatives 

with enzymes increase, the biological activity values of 

isoindol-substituted thiazole derivatives increase. 

Interactions between molecules and enzymes are very 

significant and showed in Figure 7. 
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Table 4. ADME properties of molecules 

  3a 3b 3c 3d 3e 3f Referance Range 

mol MW 322 336 357 352 334 348 130-725 

dipole 2.1 1.6 4.4 3.1 2.0 1.9 1.0-12.5 

SASA 564 597 588 596 575 592 300-1000 

FOSA 139 227 139 226 192 235 0-750 

FISA 89 89 89 85 97 91 7-330 

PISA 299 243 251 241 250 234 0-450 

WPSA 37 37 109 44 35 32 0-175 

volume 984 1045 1028 1060 1005 1048 500-2000 

donorHB 0 0 0 0 0 0 0.0-6.0 

accptHB 4.5 4.5 4.5 5.25 4.5 4.5 2.0-20.0 

glob 0.8 0.8 0.8 0.8 0.8 0.8 0.75-0.95 

QPpolrz 36.1 38.0 37.4 37.9 36.4 38.0 13.0-70.0 

QPlogPC16 10.3 10.5 10.9 10.7 10.2 10.5 4.0-18.0 

QPlogPoct 14.5 15.1 15.5 15.5 14.6 15.1 8.0-35.0 

QPlogPw 8.2 7.9 7.9 8.3 7.9 7.8 4.0-45.0 

QPlogPo/w 3.4 3.7 3.9 3.5 3.4 3.7 -2.0-6.5 

QPlogS -4.7 -5.3 -5.5 -4.8 -4.9 -5.2 -6.5-0.5 

CIQPlogS -4.8 -5.1 -5.5 -5.1 -5.0 -5.3 -6.5-0.5 

QPlogHERG -5.4 -5.4 -5.4 -5.2 -5.2 -5.2 * 

QPPCaco 1412 1412 1412 1554 1180 1353 ** 

QPlogBB -0.2 -0.2 0.0 -0.2 -0.3 -0.2 -3.0-1.2 

QPPMDCK 1149 1150 2833 1380 917 1022 ** 

QPlogKp -2.1 -2.3 -2.3 -2.1 -2.4 -2.4 Kp in cm/hr 

IP(eV) 9.3 9.1 9.2 9.1 9.2 9.1 7.9-10.5 

EA(eV) 1.2 1.2 1.3 1.2 1.1 1.1 -0.9-1.7 

#metab 5 6 5 6 6 7 1-8 

QPlogKhsa 0.3 0.4 0.4 0.2 0.3 0.5 -1.5-1.5 

HumanOralAbsorption 3 3 3 3 3 3 - 

PercentHumanOralAbsorption 100 100 100 100 100 100 *** 

PSA 67 67 67 75 69 68 7-200 

RuleOfFive 0 0 0 0 0 0 Maximum is 4 

RuleOfThree 0 0 0 0 0 1 Maximum is 3 

Jm 0.0 0.0 0.0 0.0 0.0 0.0 - 
 

* corcern below -5, **<25 is poor and >500 is great. 

*** <25% is poor and >80% is high. 
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Figure 6. Interaction of molecules against α-Glycosidase enzyme 

 

Figure 7. A. Interaction of molecule 3b with proteins of AR enzyme B. Interaction of molecule 3c with proteins of α-

Glycosidase enzyme 
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After molecular docking calculations, it provides us to 

comment on whether the molecules can be used as 

medicines in the future with ADME analysis of 

isoindol-substituted thiazole derivatives. Many 

parameters were obtained by using Qik-prop module 

for ADME analysis of molecules. If the numerical 

values of these parameters are in a certain range, it is 

thought to be used as a medicine in the future. 

The parameters obtained for the ADME properties of 

the molecules are given in table 4. Many parameters 

for molecules are calculated in this table. Considering 

the results given table, Solute as Donor-Hyrogen 

Bonds is number of hydrogen bond donors [12], Solute 

as Acceptor-Hyrogen Bonds is number of hydrogen 

bond acceptors, QP log p for octanol/water is 

octanol/water partitiopn coefficient, Apparent MDCK 

Permeability is cell permeability in nm/s, QP log BB 

for brain/blood is Predicted brain/blood partition 

coefficient for orally delivered drugs, etc [11]. The 

numerical values of these parameters give researchers 

a lot of information [13]. At the end of ADME analysis 

of molecules, it can be seen that the molecules can be 

used as a drug in the future. 

Conclusions  

In the current paper, studied compounds showed strong 

inhibition profiles towards α-glycosidase and AR 

enzymes. Micromolar levels of IC50 values were 

obtained for all derivatives on AR and α-glycosidase 

enzymes, these compounds can be a selective inhibitor 

of α-glycosidase and AR enzymes as antidiabetic. 

Molecular docking scores were in agreement with the 

experimental results. The biological activity of 

molecule 3b was found to be highest against AR 

enzyme. however, the biological activity of molecule 

3c is highest against α-Glycosidase. 

Acknowledgments 

This work is supported by the Scientific Research 

Project Fund of Sivas Cumhuriyet University under the 

project number RGD-020 and ECZ-079. This research 

was made possible by TUBITAK ULAKBIM, High 

Performance and Grid Computing Center (TR-Grid e-

Infrastructure). 

Conflict of Interest 

The authors declare that there are no conflicts of 

interest. 

 

 

References 

[1] Abdel-Hafez A. A. M., Synthesis and 

anticonvulsant evaluation of N-substituted- 

isoindolinedione derivatives, Archives of 

Pharmacal Research, 27(5) (2004) 495-501. 

[2] Hassanzadeh F., Rabbani M., Fasihi A., 

Hakimelah, G. H., Mohajeri M., Synthesis of 

phthalimide derivatives and evaluation of their 

anxiolytic activity, Research in Pharmaceutical 

Sciences, 2(1) (2008) 35-41. 

[3] Wang J. J., Liu T. Y., Yin P. H., Wu C. W., Chern, 

Y. T., & Chi, C. W., Adamantyl maleimide 

induced changes in adhesion molecules and ROS 

are involved in apoptosis of human gastric cancer 

cells, Anticancer Research, 20(5A) (2000) 3067-

3073. 

[4] Ali I.A., Fathalla W., Synthesis of N-substituted-

3, 4, 5, 6-tetrachlorophthalimide using 

trichloroacetimidate CC bond formation method, 

Arkivoc, 13 (2009) 193-199. 

[5] Kant P., Saksena R. K., Synthesis and 

antimicrobial activity of some new 2-phenyl-3-p-

(2'-methyl-3'-aryl-4'-oxo-thiazolin-2'-yl) phenyl 

quinazolin-4-ones and 2-phenyl-3-p-(1'-aryl-3-

phthalimido-4'-methylazetidin-2'-one-2'-yl) 

phenyl-quinazolin-4-ones, Indian Journal Of 

Heterocyclic Chemistry, 12(4) (2003) 315-318. 

[6] Kim J. N., Breaker R. R., Purine sensing by 

riboswitches, Biology of the Cell, 100(1) (2008) 

1-11. 

[7] Demir Y., Isık M., Gulcin I., Beydemir S., 

Phenolic compounds inhibit the aldose reductase 

enzyme from the sheep kidney, J. Biochem. Mol. 

Toxicol., 31(9) (2017) e21935. 

[8] Demir Y., Taslimi P., Ozaslan M. S., Oztaskin N., 

Çetinkaya Y., Gulçin İ., Goksu S., Antidiabetic 

potential: in vitro inhibition effects of 

bromophenol and diarylmethanones derivatives 

on metabolic enzymes, Archiv der Pharmazie, 

351(12) (2018) 1800263. 

[9] Türkeş C., Demir Y., Beydemir Ş., Anti-diabetic 

properties of calcium channel blockers: inhibition 

effects on aldose reductase enzyme activity, 

Applied Biochemistry and Biotechnology, 189(1) 

(2019) 318-329. 

[10] Demir Y.; Ozaslan M.S.; Duran H.E.; 

Küfrevioğlu O.I.; Beydemir S., Inhibition effects 

of quinones on aldose reductase: antidiabetic 



 

563 

 

Taslimi et al. / Cumhuriyet Sci. J., 42(3) (2021) 553-564 
 

properties, Environmental Toxicology and 

Pharmacology, 70 (2019) 103195. 

[11] Aktaş A., Barut Celepci D., Kaya R., Taslimi P., 

Gök Y., Aygün M., İ. Gulçin İ., Novel morpholine 

liganded Pd-based N-heterocyclic carbene 

complexes: Synthesis, characterization, crystal 

structure, antidiabetic and anticholinergic 

properties, Polyhedron., 159 (2019) 345-354. 

[12] Gedikli M.A., Tüzün B., Aktaş A., Sayin K., 

Ataseven H., Do clarithromycin, azithromycin 

and their analogues effective in the treatment of 

COVID19?, Bratislavske Lekarske Listy, 122 

(2021). 

[13] Akta A., Tüzün B., Aslan R., Sayin K., Ataseven, 

H., New anti-viral drugs for the treatment of 

COVID-19 instead of favipiravir, Journal of 

Biomolecular Structure and Dynamics, (2020) 1-

11.  

[14] Kocyigit, U. M., Aslan, O. N., Gulcin, I., Temel, 

Y., & Ceylan, M., Synthesis and Carbonic 

Anhydrase Inhibition of Novel 2-(4-

(Aryl)thiazole-2-yl)-3a,4,7,7a-tetrahydro-1H-4,7- 

methanoisoindole-1,3(2H)-dione Derivatives, 

Arch Pharm Chem Life Sci, 349 (2016) 955–963. 

[15] Tao, Y.; Zhang, Y.; Cheng, Y.; Wang, Y. Rapid 

screening and identification of α-glucosidase 

inhibitors from mulberry leaves using enzyme-

immobilized magnetic beads coupled with 

HPLC/MS and NMR, Biomed Chromatogr., 27 

(2017) 148-155. 

[16] Cerelli, M.J.; Curtis, D.L.; Dunn, J.P.; Nelson, 

P.H.; Peak, T.M.; Waterbury, LD., 

Antiinflammatory and aldose reductase inhibitory 

activity of some tricyclic arylacetic acids, J Med 

Chem., 29 (1986) 2347–51. 

[17] Aslan, H.E.; Beydemir, S., Phenolic compounds: 

The inhibition effect on polyol pathway enzymes, 

Chem. Biol. Interact., 266 (2017) 47-55. 

[18] Bradford, M.M., A rapid and sensitive method for 

the quantitation of microgram quantities of 

protein utilizing the principle of protein-dye 

binding, Anal. Biochem., 72 (1976) 248–254. 

[19] Laemmli, U.K., Cleavage of structural proteins 

during the assembly of the head of bacteriophage 

T4, Nature, 227 (1970) 680–685. 

[20] Demir, Y.; Beydemir, S., Purification, refolding, 

and characterization of recombinant human 

paraoxonase-1, Turk. J. Chem., 39 (2015) 764–

776. 

 

[21] Ceylan, H., Demir, Y., & Beydemir, Ş. Inhibitory 

effects of usnic and carnosic acid on some 

metabolic enzymes: an in vitro study, Protein and 

Peptide Letters, 26(5) (2019) 364-370. 

[22] Lineweaver H., Burk D., The determination of 

enzyme dissociation constants, J. Am. Chem. Soc., 

56 (1934) 658–666. 

[23] Tüzün B., Examination of anti-oxidant properties 

and molecular docking parameters of some 

compounds in human body, Turkish 

Computational and Theoretical Chemistry, 4(2) 

(2020) 76-87.  

[24] Frisch M.J., Trucks G.W., Schlegel H.B., Scuseria 

G.E., Robb M.A., Cheseman J.R., Scalmani G., 

Barone V., Mennucci B., Petersson G.A., 

Nakatsuji H., Caricato H., Li X., Hratchian H.P., 

Izmaylov A.F., Bloino J., Zheng G., Sonnerberg 

J.L., Hada M., Ehara M., Toyota K., Fukuda R., 

Hasegawa J., Ishida M., Nakajima T,. Honda Y., 

Kitao O., Nakai H., Vreven T., Montgomery J.A., 

Peralta J.E., Ogliaro F., Bearpark M., Heyd J.J., 

Brothers  E., Kudin K.N., Staroverov V.N., 

Kobayashi R., Normand J., Raghavachari K., 

Rendell A., Burant J.C., Iyengar S.S., Tomasi J., 

Cossi M., Nega R., Millam J.M., Klene M., Knox 

J.E., Cross J.B., Bakken V., Adamo C., Jaramillo 

J., Gomperts R., Stratmann R.E., Yazyev O., 

Austin A.J., Cammi R., Pomelli C., Ochterski 

J.W., Martin R.L., Morokuma K., Zakrzewski 

V.G., Voth G.A., Salvador P., Dannenberg J.J., 

Daprich S., Daniels A.D., Farkas A, Foreaman JB, 

Ortiz JV, Cioslowski J, Fox DJ., Gaussian 09, 

Revision D.01, Gaussian Inc., Wallingford CT, 

(2009). 

[25] Schrodinger L., Small-Molecule Drug Discovery 

Suite (2019-4). 

[26] Zheng X., Zhang L., Chen W., Chen Y., Xie W., 

Hu X., Chem.Med.Chem., 7(11) (2012) 1921-

1923. 

[27] Lovering A.L., Lee S.S., Kim Y.W., Withers S.G., 

Strynadka, N.C., Mechanistic and structural 

analysis of a family 31 α-glycosidase and its 

glycosyl-enzyme intermediate, Journal of 

Biological Chemistry, 280(3) (2005) 2105-2115. 

[28] Schrödinger Release 2019-4: Protein Preparation 

Wizard; Epik, Schrödinger, LLC, York, NY, 

2016; Impact, Schrödinger, LLC, New York, NY, 

2016; Prime, Schrödinger, LLC, New York, NY, 

2019. 

[29] Schrödinger Release 2019-4: LigPrep, 

Schrödinger, LLC, New York, NY, 2019. 



 

564 

 

Taslimi et al. / Cumhuriyet Sci. J., 42(3) (2021) 553-564 
 

[30] Taslimi P., Turhan K., Türkan F., Karaman H. S., 

Turgut Z., Gulcin İ., Cholinesterases, α-

glycosidase, and carbonic anhydrase inhibition 

properties of 1H-pyrazolo [1, 2-b] phthalazine-5, 

10-dione derivatives: Synthetic analogues for the 

treatment of Alzheimer's disease and diabetes 

mellitus, Bioorganic Chemistry, 97 (2020) 

103647. 

[31] Schrödinger Release 2020-1: QikProp, 

Schrödinger, LLC, New York, NY, 2020. 

[32] Patil K.K., Gacche R.N., Inhibition of glycation 

and aldose reductase activity using dietary 

flavonoids: A lens organ culture studies, Int. J. 

Biol. Macromol., 98 (2017) 730-738. 

[33] Stefek M.; Snirc V., Djoubissie P.O., Majekova 

M., Demopoulos V., Rackova L.,  Bezakova Z., 

Karasu C., Carbone V., El-Kabbani O., 

Carboxymethylated pyridoindole  antioxidants as 

aldose reductase inhibitors: Synthesis, activity, 

partitioning, and  molecular modeling, Bioorg 

Med Chem., 16 (2018) 4908-4920. 

[34] Fatmawati S., Ersam T., Shimizu K., The 

inhibitory activity of aldose reductase in vitro by 

constituents of Garcinia mangostana Linn, 

Phytomedicine, 22 (2015) 49-51. 

[35] Ali S., Saeed A., Abbas N., Shahid M., Bolte M., 

Iqbal, J., Design, synthesis and molecular 

modelling of novel methyl[4-oxo-2- 

(aroylimino)-3-(substituted phenyl)thiazolidin-5-

ylidene]acetates as potent and selective aldose 

reductase inhibitors, Med. Chem. Commun., 3 

(2012) 1428. 

[36] Taslimi P., Aslan H.E., Demir Y., Oztaskin N., 

Maraş A., Gulçin İ., Beydemir S., Goksu S., 

Diarylmethanon, bromophenol and diarylmethane 

compounds: Discovery of potent aldose 

reductase, α-amylase and α-glycosidase inhibitors 

as new therapeutic approach in diabetes and 

functional hyperglycemia, Int. J. Biol. Macromol., 

119 (2018) 857-863. 

[37] Gulçin İ., Taslimi P., Aygün A., Sadeghian N., 

Bastem E., Kufrevioglu O.I., Turkan F., Şen F., 

Antidiabetic and antiparasitic potentials: 

Inhibition effects of some natural antioxidant 

compounds on α-glycosidase, α-amylase and 

human glutathione S-transferase enzymes, Int. J.. 

Biol. Macromol., 119 (2018) 741-746. 

[38] Chun H.S., Chang H.B., Kwon YI., Yang H.C., 

Characterization of an α-glucosidase inhibitor 

produced by Streptomyces sp. CK-4416, J. 

Microbiol. Biotechnol., 11 (2001) 389-393. 

[39] Taslimi P., Akıncıoğlu H., Gulçin I., Synephrine 

and phenylephrine act as α-amylase, α-

glycosidase, acetylcholinesterase, 

butyrylcholinesterase and carbonic anhydrase 

enzymes inhibitors, J. Biochem. Mol. Toxicol., 

31(11) (2017) e21973. 

[40] Koçyiğit Ü. M., Taslim P., Tüzün, B., Yakan H., 

Muğlu H., Güzel E., 1, 2, 3-Triazole substituted 

phthalocyanine metal complexes as potential 

inhibitors for anticholinesterase and antidiabetic 

enzymes with molecular docking studies, Journal 

of Biomolecular Structure and Dynamics, (2020) 

1-11. 

  



 Cumhuriyet Science Journal 
e-ISSN: 2587-246X                                             Cumhuriyet Sci. J., 42(3) (2021) 565-575 
   ISSN: 2587-2680                                                             http://dx.doi.org/10.17776/csj.911818 

 
 

*Corresponding author. e-mail address: akgokalp@gmail.com 
http://dergipark.gov.tr/csj     ©2021 Faculty of Science, Sivas Cumhuriyet University 

 

Composition characterization and biological activity study of Thymbra 
spicata l. var. spicata essential oil  
Nuraniye ERUYGUR 1  , Umit M. KOCYIGIT 2 , Mehmet ATAS 3 , Ozge CEVIK 4 , Faik 
GÖKALP 5, *  , Parham TASLİMİ 6 ,  İlhami GULCIN 7  

1 Department of Pharmacognosy, Selcuk University Faculty of Pharmacy Konya / Turkey 
2 Vocational School of Health Services, Cumhuriyet University, Sivas / Turkey 
3 Department of Pharmaceutical microbiology, Cumhuriyet University Faculty of Pharmacy, Sivas / Turkey 
4 Department of Biochemistry, Cumhuriyet University Faculty of Pharmacy, Sivas / Turkey 
5 Department of Mathematics and Science Education, Kırıkkale University Faculty of Education, Kırıkkale / Turkey 
6 Department of Biotechnology, Faculty of Science, Bartin University, Bartin / Turkey 
7 Department of Chemistry, Ataturk University Faculty of Sciences, Erzurum / Turkey 

Abstract  

The current research aimed to determine and report in vitro antioxidant, antimicrobial, 
antibiofilm, cytotoxic, anti-cholinesterase, and anti-diabetic properties and the stability of the 
major component of basic oil of Thymbra spicata var. spicata through different phases as 
theoretically. Essential oil exhibits potential biological activities because of the multiple 
components it contains.In the current research, the evaluation of Thymbra spicata essential oil 
antioxidant properties was conducted utilizing 1,1-diphenyl-2-picrylhydrazyl (DPPH) and 2,2-
azinobis[3-ethylbenzthiazoline]-6-sulfonic acid (ABTS) radical scavenging 
activity.Antimicrobial activity was assessed from minimum inhibition concentration (MIC) 
using the technique of microdilution and cytotoxicity activity was evaluated by MTT assay 
through MCF-7 and PC3 human cancer cell lines.Consequently, Cytotoxic activity was 
evaluated by means of MTT assay utilized. The essential oil was detected to have 340 µg/mL 
inhibiting influence on the growth of PC3 prostate cancer cells with IC50 value. Also, the T. 
spicata plant was observed to significantly repress the enzymes, namely acetylcholinesterase 
(AChE), butyrylcholinesterase (BChE), α-glycosidase. IC50 values of enzymes were obtained 
0.23 µg/mL for AChE, 1.64 µg/mL for BChE, 7.78 µg/mL for α-glycosidase. It was concluded 
that this plant may be used for Alzheimer's and diabetes disease. 
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1. Introduction 

Essential oil exhibits potential biological activities 
because of the multiple components it contains.  
Recently, the number of biological activity studies on 
volatile oils has increased rapidly, resulting in brilliant 
results.  The interest in the use of essential oil as natural 
antioxidants are growing rapidly due to many essential 
oils has antioxidant properties [1]. 

The genus Thymbra L, (Lamicaceae), is known by 
Turkish local people as ‘kekik or zahter’. It is not only 
important for its economic significance, but also 
important in commonly utilized in Turkish cuisine as 
edible ingredients of salad, condiment or herbal teas. 

The genus is also important for its chemical 
constituents such as carvacrol and thymol as main 
components [2], exhibiting many biological activities 
[3]. Therefore, the leaves and essential oil of the genus 
uses for various purposes in flavoring, perfume, food 
and pharmaceutical industries.  

T. spicata stands out with its significant medicinal 
effects in mainly Mediterranean countries where it is 
mostly used as in spice form and for purpose of 
preserving other food products [4].  Located within the 
Mediterranean and also in semi-arid climatic 
conditions, it mostly sprouts on calcareous soils 
located on hillsides with ample sunlight [5]. Also, the 
dried plant of T. spicata is used for curing asthma, 
colic, and bronchitis and coughs [6]. In this context, 
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characterization of chemical composition and 
revealing of its biological activities is important to 
establish the basis for the uses of these plant raw 
materials and essential oil.  

AD is characterized by neurofibrillary tangles and 
amyloid plaques. The AChEIs such as galanthamine, 
donepezil, rivastigmine, and tacrine are currently 
accessible as drugs for universal clinical therapy of AD 
[7]. In addition to red blood cells, synapses and 
neuromuscular connections in the brain generally 
contain cholinergic AChE in high concentrations [8]. 
Additionally, a non-special kind of ChE enzyme 
butyrylcholinesterase (BChE), commonly existing 
throughout the body, most significantly, in the blood, 
liver, the central nervous system and pancreas of 
humans, hydrolyzes various kinds of choline esters and 
[9]. BuChE has a common association with endothelial 
and glial cells in the brain [10]. 

Diabetes mellitus (DM) is a well-known metabolic 
disorder, which is characterized as an unusual 
postprandial enhance of blood glucose amount [11,12]. 
The control of postprandial hyperglycemia is known to 
be significant in the therapy of DM [13]. α-Glycosidase 
exists in intestinal chorionic epithelium which is 
accountable for the depreciation of carbohydrates [14]. 
α-Glycosidase inhibitors (AGIs) fall under the third 
class of oral hypoglycemic factors [15].  Diverse AGIs, 
such as voglibose and acarbose obtained from plant 
sources, can impressively control blood glucose 
amounts after food intake and thus in clinical use in the 
treatment of DM [16]. 

The present research aimed to characterize the basic oil 
contents and also to determine the biological activity 
such as antioxidant, antimicrobial, cytotoxicity, 
antidiabetic and anti-cholinesterase activity. 

2. Materials and Methods 

2.1.Plant materials 

The plant content was purchased in a market in Hatay, 
Turkey, following it was identified by a plant specialist 
Dr. Mehmet Tekin of Trakya University, Faculty of 
Pharmacy, Department of Pharmaceutical Botany.  

2.2.Essential oil preparat  

In order to obtain the essential oil, flowers and leaves 
of T. spicata were exposed to a hydrodistillation 
process through a Clevenger type apparatus for about 
3 hours. The resulting oil yield accounted for 3.87 %. 

2.3.GC-MS analysis 

 GS-MS analysis was conducted in the plant, drug and 
scientific research center of Anadolu University. 
Qualification of the essential oil was performed using 

an Agilent 5977B Mass Spectrometer coupled with an 
Agilent GC-7890B series (Agilent Technologies, 
USA). The GC was equipped with HP-Innowax 
capillary column (60 m × 250 μm × 0.25 μm film 
thickness) with helium (He) utilized as the transport 
agent with 0.7 mL/min rate of flow. GC oven 
temperature program was as follows: 60oC for 10 min, 
up to 240oC at 1oC/min and then kept at 220oC for 20 
min, a total of 80 min. The injection temperature was 
250oC. In EI mode at 70 eV of the mass spectrometer, 
1 μL of the oils were injected into the column. The 
components of the oil were detected through a 
comparison between relative retentive indices, mass 
spectra and pure original sample indices. 

2.4.Antioxidant activities 

2.4.1.DPPH radical scavenging process 

DPPH assay is in wide use for assessment of 
antioxidant process due to the reliance of its 
mechanism on measuring hydrogen atom or 
electrondonating process. The assessment of (DPPH)-
free radical scavenging activity of the stable 1, 1-
diphenyl-2-picrylhydrazyl was conducted through the 
Sannigrahi approach [17].  Sample solution at different 
concentrations prepared in 80% methanol in a 1:3 
volume to volume ratio in separate test tubes in 
triplicates was blended with 1 ml of 0.1mM of DPPH 
in methanol. After 30 min standing in dark, decreased 
DPPH• was determined as 517 nm.  Decreases in 
solution absorbance of DPPH resulted in increases in 
DPPH radical scavenging activity. Methanol with 
DPPH solution (without sample) functioned as a 
control. Through linear regression analysis of dose-
response curve plotting between % inhibition and 
concentrations, 50% (IC50 value) DPPH• plant 
extracts scavenging processes were attained. The % 
inhibition calculation is as the equation below: 

% inhibition = (Absorbance of control-Absorbance of 
the sample) / Absorbance of control × 100 

2.4.2Decolorisation assay of ABTS radical cation  

As described previously, Re et. al., [18] method was 
utilized in the determination of ABTS free radical 
scavenging process [19]. Through 2.45 mM potassium 
persulphate and 7 mM aqueous ABTS stock solutions 
at a volume of 1:1 ratio, following ABTS radical 
cations production, the cations were left for incubation 
for attaining the reaction at 25°C for 16 hours in the 
dark. Dilution of the stock solutions with ethanol in 
order to give 0.70 ± 0.02 absorbance at 734 nm and 
equilibrated at 30°C yielded ABTS•+ working 
solution. Trolox, which is a vitamin E analog soluble 
in water, constituted the norm. At alternating 
concentrations as 0, 50, 100, 150, 200, 250, and 500 
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µM, a standard curve for calibration for Trolox is 
formed. In test tubes, 1mL of each sample was mixed 
with radical cation solution, 1 mL of fresh ABTS+, and 
their absorbances are detected (at 734 nm) following a 
7 min incubation period in the environment in the 
absence of light.  

2.5.Antimicrobial activity 

The antimicrobial features of basic oil of T. spicata was 
determined by micro-well dilution assay according to 
standard procedures against 5 bacterial and fungal 
traits, namely as Grampositive (Staphylococcus aureus 
(ATCC 29213) and Enterococcus faecalis (ATCC 
29212)), Gram-negative (Pseudomonas aeruginosa 
(ATCC 27853) and Escherichia coli (ATCC 25922)) 
and fungal trait (Candida albicans (ATCC 10231)).  
The essential oil was dissolved in 8% DMSO to 
prepared 20 mg/ml of stock solution. Serial two-fold 
dilutions of the essential oil stock were done with 
distilled water to provide final concentration between 
5.0 and 0.02 mg mL-1. Final size of inoculum was 5 
x105 CFU/mL at bacteria and 0.5-2.5 x103 CFU/mL at 
Candida in each well. The inoculated plates were 
incubated at 37 °C for bacteria and 35 °C for Candida 
for a period of 16 to 24 hours under anaerobic 
conditions. Following, 10 µL of a sterile 0.5 % aqueous 
solution of 2, 3, 5-Triphenyltetrazolium chloride 
(TTC) (Merck, Germany) was mixed with each well to 
confirm microbial development. This experiment was 
performed in duplicate. The microplates were left to re-
incubate at 37 °C for a period of 2 hours. Reducing the 
TTC by succinate dehydrogenase in viable cells led to 
the formation of formazan and the color changed from 
yellow to red, was determined as MIC value [20]. 

2.6.Cytotoxicity assay 

Colorimetric MTT assay conducted in vitro cytotoxic 
activity of essential oil by using cell lines of two 
different cancers as human breast cancer MCF-7 and 
prostate cancer cell PC-3 lines [21]. The culture was 
carried out in 25 cm2 flasks in RPMI-1640 culture 
medium supplemented with 10% fetal bovine serum, 
100 U/mL Penicillin, and 100 𝜇𝜇g/mL Streptomycin in 
a humidified atmosphere including 5% CO2, at 37°C. 
Exponential growing was inoculated in 96-well 
microplates at a density of 5 × 103 cells per well in 100 
μL of 10% FBS included the following trypsinization 
with 1x trypsin - EDTA and were allowed to 24 h of 
incubation before treatment. The essential oil 
concentrations in increasing amounts (1–1000 μg/mL) 
were then added in methanol. These cells were left to 
re-incubation for an additional 24 h with or without 
essential oil. Following this process, 10 µL of MTT 
solution was mixed with the content of each well. After 
incubation for 4h, the color changes were determined 

at 570 nm using a microplate reader (Epoch, USA). 
These applications were conducted in triplicate. The 
essential oil cytotoxicity, IC50 value, was determined 
the concentration resulting in the inhibition of 50% of 
the cells. 

2.7. Determination of Apoptosis 

Such staining methods as acridine orange and ethidium 
bromide (AO/EB) were used for investigating the 
effects of essential oil on inducing apoptosis for cell 
lines of two different cancers like breast cancer MCF-
7 and prostate cancer PC-3. Cell lines were inoculated 
into 12-well plate at a density of 2×105 cells/well in 
triplets and treated by T. spicata essential oil at a final 
concentration of 100 µg/mL in a growth medium 
without antibiotics for 24h. After incubation, each well 
was stained by 1µg/mL AO/EB solution and the 
fluorescence intensities were screened by microscopy 
(Zeiss). Living cells clustered as green fluorescence 
and apoptotic cells clustered as red fluorescence. 

2.8.Enzyme inhibition activity 

2.8.1. AChE/BChE inhibitory activity 
determination 

The determination of T. spicata inhibition efficacy on 
AChE/BChE activities was conducted in line with the 
spectrophotometric procedure recommended by 
Ellman et. al., [22] as described previously [7].  In both 
reactions, the substrates utilized were 
acetylthiocholine iodide and butyrylthiocholine iodide 
(AChI/BChI) [23].  

2.9. Theoretical stability calculation of the major 
component 

In this study, theoretical calculations of the stability of 
Carvacrol, the major component of T. spicata. var. 
spicata, were done in the ethanol, methanol and water 
phase. For the dielectric constant for ethanol, methanol 
and water dielectric EPS = 24.55, 32.63 and 78.39 
values of the constants have been entered [24]. DFT 
procedure was used as the calculation method. 6-31G 
containing polarizing functions (d, p) basis set was 
used [25,26]. The calculations are carried out in 
Gaussian 09W program [40] supported by  Kırıkkale 
University. 

3. Results and Discussion 

Theoretical results of component 

As can be seen from Fig 1., the oil of T. spicata. var. 
spicata was dominated by carvacrol (63.4%), p-
cymene (12.1%), γ-terpinene (11.9%) and thymol 
(3.0%) as a major component. 
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Figure 1. GC-MS chromatograme of T. spicata var. spicata essential oils 

Carvacrol is the major component of T. spicata. var. 
spicata and the theoretical calculation of it by using 

density functional theory (DFT) in different phases is 
given in Table 1.  

 

Table 1. Carvacro’s values of ΔG, HOMO, LUMO, Δ (HOMO-LUMO) and Dipol Moment by using DFT 

Carvacrol in 
different phases 
(gas, ethanol, 
methanol and 

water) 

ΔG 

Free Energy 

(Hartree) 

HOMO 

(eV) 

LUMO 

(eV) 

Δ (HOMO-
LUMO) 

(eV) 

Dipole Moment 

(Debye) 

Gas -464.590955 -0.22108 -0.00907 0.21201 1.3559 

Ethanol -464.597174 -0.22538 -0.01223 0.21315 1.8493 

Methanol -464.597291 -0.22550 -0.01232 0.21318 1.8597 

Water -464.597504 -0.22572 -0.01249 0.21323 1.8788 

According to data from Table1; Stability; (HOMO-
LUMO difference) Carvacrol in water > Carvacrol in 
methanol > Carvacrol in ethanol > Carvacrol in gas 

Polarity: (Dipol moment) Carvacrol in water > 
Carvacrol in methanol > Carvacrol in ethanol > 
Carvacrol in gas 

Gibbs's free energy (ΔG) Carvacrol in water > 
Carvacrol in methanol > Carvacrol in ethanol > 
Carvacrol in gas 

Our theoretical results show that the stability of 
Carvacrol in water is more than the others phases and 
Carvacrol in water has a large dipole moment   so it has 
a good resolution in water. 

The 3D structures of the two target enzymes as AChE 
and BChE had been downloaded from the protein 
databank (PDB) and determined PDB id: 1ACL and 
1POP, respectively [27,28]. (Table 2.) The inhibition 
effect of them on AChE and BChE related to AD was 
indicated by using the docking [40] program. 
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Table 2. The inhibition of binding energy score of some active compounds on AChE and BChE 
Active compounds/Enzymes 

(inhibition of binding energy score) AChE (1ACL) BChE (1POP) 

Carvacrol -1145.75 362.31 

Tacrine -893.15 179.30 

When we look at the table; We see that Carvacrol's 
AChE binding energy is relatively low compared to the 
Tacrine. As a result, AChE inhibiting effect is higher 
from Tacrine, which is the positive control group of the 
experimental study, therefore the docking scores 
define in which step the active substance in the plant 
we use in this inhibiting mechanism is more effective. 

Antioxidant activity 

Minimum one benzene ring with a hydroxyl functional 
group, which are usually called phenolic compounds, 
exists in the structure of the majority of natural 
molecules, especially those of plant origin. Due to the 
properties of donating hydrogen or single electron, this 
group usually has significant effects on the plant 
extracts or essential oils antioxidant activity [29]. In 
this study, the two most widely used antioxidant 
assays, DPPH and ABTS radical scavenging activity 
tests were employed for the assessment of antioxidant 
activity of essential oil from T. spicata. As can be 
inferred from antioxidant activity results and GC-MS 
analysis, the basic oil exhibited stronger activity in 
terms of free radical scavenging, which might be 
resulting from the higher amounts of phenolic 
components such as thymol and carvacrol (Figure 2 
and 3). 

 
Figure 2. DPPH free radical scavenging activity of T. 
spicata var. spicata essential oil 

 
Figure 3. ABTS radical scavenging activity of T. 
spicata essential oil  

Figure 3 demonstrated extract ABTS radical 
scavenging activity. Extract solubility and 
stereoselectivity of radicals were reported to have an 
effect on the extract’s capacity in various test settings 
[30].  In the present study, ethanol extracts of T. spicata 
demonstrated potent scavenging activities for ABTS 
radicals. In comparison with DPPH, the extract, even 
in lower concentrations, has yielded potent ABTS 
radical scavenging activity. This high potential of the 
extract is likely to be resulting from its polar 
constituent known to be more potent in comparison to 
DPPH in yielding radical scavenging activity for 
ABTS, which might result from the water-soluble 
characteristics of ABTS; whereas DPPH does not have 
this trait [31]. 

Antimicrobial activity 

Broth microdilution assay was utilized as the medium 
detecting MIC values of the essential of T. spicata. 
Essential oil demonstrated various antimicrobial 
activity with microorganisms tested in the study (Table 
3). 
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Table 3. Minimum inhibitory concentrations of essential oil obtained from T. spicata herbs 

 Essential oil of T. spicata L. var. 
 

       mg/mL 
S/No. Microorganisms  
1 E. coli 1.25 
2 S. aureus 1.25 
3 P. aeruginosa 5.0 
4 E. faecalis 5.0 
5 C. albicans 1.25 

1.25 - 5.0 mg/mL was determined as the range of the 
extracts MIC values. According to the results, E. 
faecalis and P. aeruginosa were less affected by the 
essential oil of T. spicata than other microorganisms 
with the lowest MIC values 5.0 mg/mL, while the MIC 
value against other microorganisms is 1.25 mg/mL. 
Cytotoxicity assay 

3-(4, 5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium 
bromide (MTT) assay was the medium of evaluation of 
essential oil proliferative effect on cellular 
development. The transition of tetrazolium bromide 
(MTT) from yellow to purple formazan through 
mitochondrial enzyme succinate dehydrogenase 
activity in viable cells constitutes colorimetric assay. 
The findings clearly demonstrate that for MCF-7 
cancer cells, PC-3 cancer cells, basic oil possesses a 
significant antiproliferative activity, with IC50 of 88.63 
µg/mL and with IC50 of 79.25 µg/mL, respectively.  

Enzymes inhibitory activity  

The utilizing these plant origin materials as 
supplementary medicines in dementia treatment, 
shows variations in line with the expectations of that 
specific society (“Alzheimer’s Association). In 

comparison to the ones in the Far East countries such 
as China with the exception of the limited number of 
plants like Ginkgo biloba, whose major contents, the 
ginkgolides,  are shown to have neuroprotective, 
antioxidant, and cholinergic activities related to AD 
mechanisms, in traditional Western medicine, memory 
enhancing plants or pharmacological properties of 
traditional cognitive have not been extensively 
evaluated in the context of prevalent models of AD 
[32]. Placebo-controlled clinical trials reported similar 
therapeutic effects of Ginkgo biloba extracts in AD 
currently prescribed drugs such as donepezil or tacrine 
and, importantly, undesirable side effects of Ginkgo 
biloba are minimal [33]. 

In the Alzheimer's -afflicted brain, the cells that utilize 
ACh are destroyed or harmed, leading to lower 
amounts of the chemical messenger [34, 35]. A ChEI 
is designed to reduce AChE activity, thereby slowing 
ACh separation. By memorizing levels of ACh, the 
drug can help compensate for the detriment of 
functioning brain cells. In the present study, T. spicata 
plant efficiently managed to inhibit AChE, BChE, and 
α-glycosidase enzymes (Table 4). 

Table 4. The enzyme inhibition results of essential oil of Thymbra spicata L. var. spicata against AChE, BChE, 
and α-glycosidase enzymes.  

Extract or Reference 

Compounds 

α-glycosidase AChE BChE  

IC50 (µg/mL) R2 IC50 (µg/mL)  R2  IC50 (µg/mL) R2 

Thymbra spicata L. 7.78 0.971 0.23  0.992  1.64 0.989 

Tacrine* - - 12.36  0.958  19.11 0.981 

Acarbose** 22.8 - -  -  - - 

           

*Tacrine was used as positive control for AChE and BChE enzymes and determined as µM levels.  

**Acarbose was used as positive control for α-amylase and α-glycosidase enzymes and determined as µM 
levels, which given in references (Noh et al., 2011). 
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TAC (9-amino-1, 2, 3, 4-tetrahydroacridine), the initial 
drug to be legally accepted for placative treatment in 
AD, acts as an agent reversibly inhibiting BChE and 
AChE. These enzymes IC50 values were obtained 0.23 
µg/mL for AChE, 1.64 µg/mL for BChE, 7.78 µg/mL. 
Moreover, Tacrine (TAC), utilized as BChE and AChE 
inhibition positive standard, yielded IC50 values 19.11 
µmol/L and 12.36 µmol/L, respectively. In terms of 
their safety requirements and therapeutic implications, 
edible plant materials in food supplement form and 
various herbs of natural origin which are in use as 
medicinal agents in medicine have witnessed an 
accumulating surge of scientific interest in the 
treatment of diabetic disease. Considering the fact that 
the majority of the drugs provided by modern Western 
medicine on the counters are, to a certain extent, 
obtained from plant materials, this trend is far from 
being scientifically predicted [36]. 

Natural α-amylase and α-glucosidase inhibitors are 
being evaluated as novel candidates to control 
hyperglycemia in diabetic patients [37]. For instance, 
the traditional Arabic medicine is still determined and 
may create efficient novel compounds for treating 
diabetes disease and other diseases, as the 69 plant 
species that are introduced in a review about diabetes 
treatment in Jordan [38]. Some of these plants have 
been shown to inhibit glucosidase and amylase 
activities in vivo and in vitro, including Varthemia 
iphionoides, Geranium graveolens, Sarcopoterium 
spinosum, Pistacia atlantica, and Rheum ribes [39]. 

 

The interactions of active ingredients in T. spicata 
essential oil with cancer cells are given in Figures 4, 5, 
6 and 7. 

 

 
Figure 4. Cell proliferation assay of MCF-7 and PC-3 cell 
lines in the presence of the essential oil of T. spicata with 
different concentrations for 24 h. 

 
Figure 5. AO/EB staining of MCF-7 cancer cell lines with 
the concentration of 100 µg/mL for the incubation period of 
24h. A: Fluorescence images of control MCF-7 cells; B: 
Fluorescence images of treated MCF-7 cells with T. spicata 
essential oil after staining, C: ratios of AO/EB staining in 
MCF-7 cell line at 100 µg/mL concentrations of T. spicata 
essential oil for 24h. 

 
Figure 6. AO/EB staining of PC-3 cancer cell lines with the 
concentration of 100 µg/mL for the incubation period of 24h. 
C: Fluorescence  images of control PC-3 cells; D: 
Fluorescence images of treated PC-3 cells with T. spicata 
essential oil after staining; E: ratios of AO/EB staining in 
PC-3 cell line at 100 µg/mL concentrations of T. spicata 
essential oil for 24h. 
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C 

Figure 7. The IC50 graphs of Thymbra spicata L. var.  spicata essential oil against A) AChE, B) BChE, C) α-
glycosidase enzymes.   
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Conclusion 

The current research demonstrates that the 
essential oil of T. spicata is a good source of potent 
and natural antioxidants as well as a good α-
glycosidase, BChE, and AChE inhibitors. The 
activities mentioned above may have a relation 
with high levels of phenolic content existing 
within such essential oil. The plant materials have 
demonstrated a satisfactory inhibitory effect on 
the enzymes mentioned above. AChE, BChE 
inhibition has significant potential not only in the 
development of drugs but also in other fields such 
as toxicology and medicine. Moreover, the main 
component of T. spicata, Carvacrol, in water has 
low chemical reactivity and high kinetic stability.  
On the other hand, this plant can be a drug 
candidate as antidiabetic, anticholinergic and food 
additive.  
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Abstract  

Phenylalanine (Phe) is one of the amino acids that cannot be produced in the body and must 

be ingested through diet. Tyrosine (Tyr) is also a non-essential amino acid and can be 

produced by Phe hydroxylation in the liver when the dietary intake of Tyr is low. Structure 

analysis is very important to know the correct synthesis and the reactivity of the molecule. In 

this study, the characterization of Phe and Tyr molecules were investigated using quantum 

chemical calculations. The molecular geometry for both molecules was determined using 

density functional theory (B3LYP) by handling the 6-311++G(d,p) basis set. The method of 

TD-DFT which is based on the B3LYP/6-31++G(d,p) level, was utilized in ethanol solvent 

to find the electronic absorption spectra. In addition, frontier molecular orbitals, electrostatic 

potential and molecular charge distributions analysis were carried out by B3LYP/6-

311++G(d,p) theory. The energy differences between HOMO and LUMO for Phe were 

obtained as 0.19851 eV, which have a good argument with the reactivity compared with 

tyrosine, and energy band gap was 0.20501 eV.    
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1. Introduction 

The kinetics of Phe and Tyr were studied in humans 

[1]. The amino acids have been studied, to determine 

their biological and chemical properties. Additionally, 

in optoelectronic, they have a wide range of 

applications [2, 3]. In biology, Phe and Tyr are two 

organic compounds that have some fundamental 

differences in their structures. Both molecules have an 

NH2 group (amino), a COOH group (carboxylic acid), 

and a radical group (R-group) [4].  Generally, the 

amino acids family has been classified as polar and 

nonpolar, whereby Phe and Tyr belong to the nonpolar 

and the polar groups, respectively [5]. Tyr has one 

more hydroxide bonded with a phenyl ring compared 

to a Phe molecule Figure 1. In addition, they have some 

isomers with the same composition, but different 

geometry.  

L-Phe is an isomer of Phe molecules that can be 

naturally found, while, D -Phe is an artificial product. 

 

Figure 1. The chemical structure of phenylalanine (when R 

represents H) and Tyrosine (when R represents OH) 

Similarly, Tyr has also L and D chemical structures. 

Amino acids are nonlinear optical biomolecules that 

can change the direction of electromagnetic radiation. 

Theoretical and experimental measurements, such as 

deuterium NMR [6], FT-IR, and Raman spectrometry 

[4, 7] have been carried out to determine structurally 

and some other properties of L-Phe and L-Tyr. Freire et 

al. [4] studied the vibrational behavior of all kinds of 

amino acids, includes L-Phe and L-Tyr, through the 

Raman spectrum.  

http://dx.doi.org/10.17776/csj.881654
https://orcid.org/0000-0002-3774-6071
https://orcid.org/0000-0002-3981-9748
https://orcid.org/0000-0003-1167-3799
https://orcid.org/0000-0003-2181-1972
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Density functional theory (DFT) is commonly used to 

study the electronic properties of organic compounds, 

molecular structure, chemical reactivity, and hydrogen 

bonding [8-11]. Among all of the approaches, the 

energy correlation is the main advantage in the DFT; 

accordingly, the estimated exchange nature energy 

coordination has a direct effect on the confidence. The 

DFT methods are creative exchange energy 

management, therefore, in many theoretical kinds of 

research DFT methods were used regularly [12, 13]. 

There are rare or no studies in which extensively make 

comparisons between L-Phe and L-Tyr molecules. 

Therefore, this study can cover these two amino acids 

from many points of view and it can make many 

contributions to the literature. 

In this study, a theoretical computation based on the 

DFT technique has been carried out for Phe and 

molecules using the Gaussian 09W. The geometrical, 

charge distribution, and vibrational properties of these 

biomolecules have been compared in their ground 

states and the same conditions. The results have been 

compared to experimental results in the literature. 

2. Computational Methods 

Gaussian 09W software package was used for 

computations based on DFT with a B3LYP hybrid 

functional and 6-311++G(d,p) basis set [14, 15]. The 

conformational and molecular energy profile was 

found by used B3LYP/6-311++(d,p) [16]. The 

molecular electrostatic potentials were assessed using 

the B3LYP/6-311++G(d.p) method to examine the 

reactive sites of our compounds. Also, frontier 

molecular orbitals parameters were performed for both 

compounds on the basis set of B3LYP/6-311++G(d,p).  

3. Results and Discussion 

3.1. Molecular geometry 

The B3LYP/6-311++G(d,p) system acquires the best 

study for optimal geometry. Figure 2 shows the scheme 

of chemical composition and geometry of the L-Phe 

and L-Tyr molecules. Several molecular properties 

such as the dipole moment and spectroscopic 

transitions can be utilized by molecular symmetry. 

Both Phe and Tyr are aromatic due to the 

delocalization of the continued electrons in the 

benzene ring. The bond length for C-C and C=C in a 

benzene ring is equal to 1.54 and 1.40 Å, respectively, 

while the bond length for C=C (from ethylene) is equal 

to 1.34 Å [17]. For the DFT calculation using 

B3LYP/6-311++G(d,p), the bond length for C-C and 

C=C (in benzene ring) for our compounds was 1.51 and 

1.39 Å, respectively. The bond length for C-N in both 

structures was 1.45 Å, which is consistent with the 

previous studies [18].  

The C=O bond length for was equal to 1.231622 Å 

which is a little be smaller than C=O in Tyr equal to 

1.233 Å. The bond length for C-O for both compounds 

is equal to 1.378 Å. It can be seen that in the 

geometrical structure in Figure 2. The result showed 

they are very different in the rotation of the atoms in a 

molecule, which means the bond angle and the dihedral 

were very different for both Phe and tyrosine. The 

values for the calculated geometric parameters are 

shown in Table 1.

 

 

(a) 

 

(b) 

Figure 2. The theoretical geometrical structure of a) the phenylalanine and b) the Tyrosine with B3LYP/6-311++G(d,p). 

 



 

578 

 

 

Omer et al. / Cumhuriyet Sci. J., 42(3) (2021) 576-585 
 

Table 1. Geometrical parameters of Phenylalanine and Tyrosine by B3LYP/6-311++G(d,p). 

phenylalanine   Tyrosine 

Parameters 6-311++G(d,p)   Parameters 6-311++G(d,p) 

Bond Length    Bond Length  

N(1)-C(2) 145.487  C(1)-C(2) 139.381 

C(2)-C(3) 151.182  C(2)-C(3) 139.418 

C(2)-C(4) 156.092  C(3)-C(4) 139.676 

C(4)-C(5) 151.385  C(4)-C(5) 140.584 

C(5)-C(6) 140.397  C(1)-C(6) 139.746 

C(6)-C(7) 139.847  C(5)-C(11) 151.573 

C(7)-C(8) 139.779  C(11)-C(12) 155.857 

C(8)-C(9) 139.854  C(12)-(13) 152.950 

C(9)-C(10) 139.726  C12-N(14) 145.516 

C(3)-O(20) 137.844  C(13)-O(15) 123.369 

C(3)-O(21) 123.162  C(13)-O(16) 137.802 

C(2)-O(23)   C92)-O(23) 141.725 

          

Bond Angles (°)   Bond Angles (°)  

N(1)-C(2)-C(3) 10.871.990  C(1)-C(2)-C(3) 12.053.109 

N(1)-C(2)-C(4) 11.171.210  C(2)-C(3)-C(4) 11.958.521 

C(2)-C(4)-C(5) 11.211.240  C(3)-C(4)-C(5) 12.102.014 

C(4)-C(5)-C(6) 12.112.410  C(2)-C(1)-C(6) 11.953.222 

C(5)-C(6)-C(7) 12.078.110  C(4)-C(5)-C(11) 12.093.766 

C(6)-C(7)-C(8) 12.021.650  C(5)-C(11)-C(12) 11.430.130 

C(7)-C(8)-C(9) 11.957.120  C11-C12-C13 10.953.644 

C(8)-C(9)-C(10) 12.008.260  C11-C12-N14 11.131.945 

C(2)-C(3)-O(20) 11.223.110  C12-C13-O15 12.460.178 

C(2)-C(3)-O(21) 12.577.080  C12-C13-O16 11.358.959 

   C1-C2-O23 11.966.523 

          

Dihedral Angles (°)   Dihedral Angles (°)  

C(3)-C(2)-C(4)-C(5) 6.387.876  C4-C5-C11-C12 -8.988.074 

C(2)-C(4)-C(5)-C(6) -9.329.010   C11-C12-C13-C16 12.689.600 

3.2. Frontier molecular orbitals     

The principle characterizing of the molecular orbital is 

the relationship between HOMO and LUMO with 

HOMO-1 and LUMO+1. In quantum chemistry, the 

frontier molecular orbital theory is critical [19]. The 

maximum straight-forward of such interactions, which 

helps to identify molecular qualities, is the one linked 

to the discrepancy between a natural system's highest 

occupied molecular orbital (HOMO) and the lowest 

unoccupied molecular orbital (LUMO) [20, 21].  

The LUMO energy is associated with the affinity of the 

electrons and defines how sensitive the molecule to the 

nucleophilic attack. The HOMO energy is linked to the 

potential for ionization and defines how sensitive the 

molecule is to an electrophilic attacked [22, 23]. The 

chemical activity of the compound is generally 

indicated by the HOMO and LUMO energy values and 

the potential differences between them.  

The small energy difference between HOMO and 

LUMO denotes a robust interaction and rapid reaction. 

Figure 3 shows the arrangement and energy levels of 

orbitals, including HOMO-1, HOMO, LUMO, and 

LUMO+1, which determined by a B3LYP/6-

311++G(d,p) level for Phe and tyrosine. The results 

show that the higher energy level between HOMO and 

LUMO was appeared in Tyr molecule compared with 
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Phenylalanine, while the energy level between 

HOMO-1 and LUMO+1 for both compounds are 

closed to each other. The energy gap for Phe and Tyr 

are 0.19851eV and 0.20501 eV, which indicates that 

Phe molecule has more reactivity compared to Tyr 

molecule this is due to lower energy bandgap.  

 

(a) (b) 

  

LUMO = - 0.03716 LUMO = - 0.03836 

  

HOMO = - 0.24217 HOMO = - 0.23687 

ΔE = - 0.20501 ΔE = 0.19851 

Figure 3. Molecular orbital surfaces and energy levels for the HOMO and LUMO analysis by B3LYP/6-311++G(d,p) a) 

Tyrosine b) phenylalanine  

Various molecular parameters can be calculated based 

on the HOMO and LUMO energy values [24]. The 

minimum amount of energy required to eliminate an 

electron in a gaseous state from the atom or molecule 

is known as the ionization potential which is expressed 

as I=-EHOMO, also the amount of energy expelled as a 

result of one electron being added to a gaseous 

molecule is called electron affinity (A=-ELUMO) [25, 

26]. The predilection of a nuclear to draw electrons is 

known as electronegativity (X) [27]. The prevention of 

weight transfer in a molecule is denoted by chemical 

hardness (ղ) [28]. Table 2 shows the electronic 

structure parameters, which determined using the 

B3LYP/6-311++G(d,p) technique. The results show 

that the hardness of Phe less than Tyr molecule. 
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Table 2. Electronic parameters for both Phe and Tyr.   

In a Basis Set B3LYP/6-

311++G(d,p) 

Equations Result of phenylalanine  Result of Tyrosine 

E LOMO +1  (eV) E LOMO +1  (eV) -0.02107 -0.02444 

E LOMO (eV) E LOMO (eV) -0.03836 -0.03716 

E HOMO (eV)  E HOMO (eV)  -0.23687 -0.24217 

E HOMO -1  (eV) E HOMO -1  (eV) 0.25743 0.25444 

Δ E = E HOMO - E LOMO (eV)   HOMO - LOMO -0.19851 -0.20501 

Δ E = E HOMO-1 - E LOMO+! (eV)   (HOMO-1) – (LOMO+1) -0.23636 -0.23000 

I (eV)   I= - EHOMO 0.23687 0.24217 

A (eV)   A= - ELUMO 0.03836 0.03716 

X (eV)   X= 1+A/2 0.51918 0.51858 

n (eV)   n = 1-A/2 0.48082 0.48142 

S (eV)   S = 1/2n 1.03989 1.03859 

μtotal  0.68230 1.73720 

μx  -0.09750    0.79250   

μy  0.63660  1.37380   

μz  -0.22530   -0.70900  

 

3.3. UV–Vis spectral studies  

The electronic absorption is primarily defined by one 

electron excitation from HOMO to LUMO, which is 

equivalent to the transition from ground to the first 

excited state. Typically, the categorization of 

electronic transitions is based on the orbitals involved 

or certain sections of the molecule concerned [29, 30]. 

The most frequent electronic transfer occurred in 

organic molecules from π (donor) – π* (acceptor). The 

source of the absorption in organic compounds causes 

the vibration of the electrons from the ground state to 

excited state [31, 32]. According to the Franck Condon 

principle, the maximum absorption peak was 

equivalent to the vertical excitation. Figure 4 reveals 

the UV spectrum measurement in ethanol. It was found 

that the first electron transition of Phe occurred at 276 

nm with oscillator strength 0.0332 corresponding to H-

1/L, the second transition occurred at 238 nm with 

0.0046 oscillator strength, and the third on at 235 nm 

with 0.05 oscillator strength, corresponding to H-2/L. 

Figure 4b shows three electronic transitions of 

Tyrosine, which located at 274, 242, and 233 nm with 

oscillator strength 0.02, 0.0032, and 0.0079, 

respectively. The results approve that Tyr is a more 

stable compound because it has a less excitation energy 

compared by phenylalanine.
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Figure 4. UV spectrum on the TD-DFT//B3LYP/6-311++G(d,p) level in ethanol a) Phenylalanine b) Tyrosine  

3.4. Molecular electrostatic potential  

Electrostatic potential map (EPM) shows the 3D 

charge distributions of molecules, which is known as 

electrostatic potential energy map, therefore the load 

differences can be found in the various areas of the 

molecule. If the distributions of charges are known, the 

essence of the interaction between the molecules can 

be elucidated. Besides, the analysis and anticipation of 

a molecule's reactive behavior can be effectively 

carried out using the EMP. The space surrounding the 

nuclei and electrons in a molecule is considered as the 

generate charge distributions[33, 34]. Various colors 

denote different electrostatic potential values, where 

red indicates the most negative value and blue 

represents the most positive value. In accordance with 

the color spectrum, colors allocate the intermediate 

potentials, such that: red < orange < yellow < green < 

blue. The red areas on the map represents the 

maximum electrons abundance; while the blue areas 

exposes the lowest electron concentration [35, 36]. For 

the compound, the MEP map's color code ranged from 

-0.06074 a.u. (Extreme red) to 0.06074 a.u. (Extreme 

blue) are the strongest attraction and the strongest 

repulsion, respectively.  

-6.074e-2 
 

6.074e-2 

 
 

(a) (b) 

Figure 5. Molecular electrostatic potential calculated at B3LYP/6-31++G(d,p) level. a) Phenylalanine b) Tyrosine.  
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Figure 5 shows the mapping of the potentially 

electrostatic surface for the Phe and Tyr compounds. 

Red and blue signify the greatest repulsion and greatest 

attraction, respectively. The result shows that the light 

red color (negative) has appeared on the (C=O) groups 

and the blue color (positive) was appeared on the 

hydrogen of the (OH) group in Phe molecule, while the 

deep red color in Tyr molecule has appeared on the 

hydroxyl group of the phenyl and the blue color 

appeared on the hydrogen of the (OH) groups. Also, 

the overall results confirm that the Tyr molecule are 

more attractive with electrophiles than phenylalanine, 

which is due to the OH group in the Tyr molecule. 

3.5. Atomic Charge Distributions  

The distributions of charges over the atoms suggest the 

creation of donor and acceptor pairs that require the 

transfer of charges within the molecule. Table 3 

displays the Mulliken atomic charges of our 

compounds for carbon and oxygen atoms, calculated at 

the level of B3LYP/6-311++G(d,p) with the molecule 

in the gas phase. 

Table 3. Atomic charges distribution (e) of the 

Phenylalanine and Tyrosine title compound in gas phase. 

phenylalanine   Tyrosine 

Atom Charge   Atom Charge 

N1 -0.43012  C1 -0.05399 

C2 -113.456  C2 -105.566 

C3 0.23728  C3 -0.18587 

C4 -0.70471  C4 -0.25410 

C5 103.836  C5 108.035 

C6 -0.44246  C6 -0.15452 

C7 -0.47620  H7 0.33801 

C8 -0.40982  H8 0.33893 

C9 -0.27919  H9 0.33047 

C10 -0.25798  H10 0.32079 

H11 0.35185  C11 -0.89210 

H12 0.33987  C12 -0.51829 

H13 0.33599  C13 -0.22598 

H14 0.28690  N14 -0.47708 

H15 0.26519  O15 -0.28066 

H16 0.28381  O16 -0.21678 

H17 0.29835  H17 0.37870 

H18 0.32553  H18 0.37350 

H19 0.24924  H19 0.31678 

O20 -0.28971  H20 0.31174 

O21 -0.32614  H21 0.31293 

H22 0.34637  H22 0.38406 

H23 0.39217  O23 -0.55498 

      H24 0.38374 

Mulliken method imposes that the negative atomic 

charges of the oxygen in the hydroxyl groups of the 

phenyl in Tyr molecule, which is not in the Phe this is 

the big difference between to molecule. The oxygen of 

the carboxylic acid in Phe was a greater negative 

charge compared with the carboxyl group in tyrosine.  

Mulliken charge distribution is very popular to 

determine dipole moments, atomic charge effects, 

molecular polarization, electronic structures, and other 

properties of a molecule [37, 38].  

4. Conclusion 

Structural analysis and electronic investigation for 

both Phe and Tyr have been carried out using 

DFT/B3LYP methods with basis set 6-311++G(d,p). 

Bond length, bond angle, and dihedral angle were 

calculated by B3LYP on the basis set 6-311++G(d,p) 

to find the geometrical structures for both compounds.  

The reactivity and structure properties of the molecules 

were determined throughout the energy bandgaps 

between HOMO and LUMO, which were calculated 

by B3LYP/6-311++G(d,p). The band gap between 

HOMO and LUMO for Phe was equal to 0.19851 eV, 

which has a good argument with its reactivity 

compared to tyrosine with energy band gap of 0.20501 

eV. For the phenylalanine, the maximum excitation 

energy was obtained by TD/DFT, which show that the 

molecule is more reactive than tyrosine.  Molecular 

electrostatic potential maps and charge distribution 

showed that the OH of the carboxylic groups has 

positive potential sites around in both Phe and tyrosine. 

Also, a deep negative potential site was found around 

the OH of the phenyl groups in Tyr molecule which 

was not observed in the phenylalanine.  
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Abstract  

The development of effective multi-functional Pt-based nanoparticles (NPs) with enhanced 
activity, stability, and reduced cost for advanced applications still remains a challenge. In this 
study, Pt(acac)2 and Cu(OAc)2 metal precursors were reduced to form Pt-Cu NPs at 140 °C in 
ethylene glycol and sodium borohydride that is a secondary reducing agent in the modified 
polyol method. The x-ray diffraction (XRD) and Rietveld refinement analyses confirmed the 
face-centered cubic PtCu3 structure with the space groups of Fm3�m and a lattice constant of 
a=b=c=3.6829 Å. The average crystal size was found to be 2.76 nm by Scherrer's formula. 
Scanning electron microscopy (SEM) images confirm the formation of monodisperse PtCu3 
NPs with an average size of 8.04 nm within a narrow range of 5-13 nm. While energy-
dispersive x-ray spectroscopy (EDS) analysis confirmed that the composition is formed of 
26% Pt and 74% Cu atoms and XRD and EDS analyses were confirmed impurity, by-products, 
and oxidation free NPs formation. 
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1. Introduction 

Platinum group metals (PGM), that are Pt, Pd, Rh, Ir, 
Ru, and Os, have attracted enormous interests due to 
their wide range of applications in catalysis [1], fuel 
cells and metal winning electrodes [2], dental alloys 
[3], and even semiconductors [4]. Among these 
groups, commercially available Pt NPs provided 
enhanced structural and catalytic activities for catalytic 
converters in automobiles and fuel cell production 
methods due to their low environmental pollution, low 
operating temperatures, and high energy conversion 
factor [5-7]. Today’s biggest problems of Pt catalysis 
are high cost, mining difficulties, and running out of 
resources. So there should be an immediate solution to 
reduce the cost of Pt-based highly active catalytic 
materials. Recent studies showed that loading Pt metal 
with other non-precious metals such as Fe, Co, Ni, Cu, 
etc. enhanced electronic and electro-catalytic 
properties [8, 9] for oxygen reduction reaction (ORR), 
ethanol oxidation reactions (EOR), and hydrogenation 
reactions for fuel cells [10-13]. Reduction of Pt and Cu 
precursors to form Pt-Cu NPs via chemical synthesis 
process usually results in three different compositions 
that are Pt3Cu, PtCu, and PtCu3 [14, 15]. These results 
also showed that increasing Cu content results in a 
decrease unit volume so that a more dense crystal 
structure is formed. The results of the structural 

analysis showed that Pt3Cu phase: Fm3�m; a=3.852 Å 
(ICDD # 04-017-6718), PtCu phase: Fm3�m; a=3.7960 
Å (JCPDS #48-1549), and PtCu3 phase: Pm3�m; 
a=3.692 Å (ICDD #03-065-3247). Additionally 
comparing methanol oxidation catalytic activities of 
Pt3Cu, PtCu, and PtCu3 NPs (5.43, 6.96, and 8.65 
mA/cm2, respectively) with commercial Pt NPs (1.14 
mA/cm2) indicated that increasing Cu ratio in Pt-Cu 
alloy enhanced electro-oxidation ability [14]. 
Therefore, PtCu3 alloy becomes a more interesting 
material to investigate and study the structural and 
morphological properties for catalytic applications. 

Preparing desired pure Pt and Pt-based materials are 
possible with various methods, such as magnetron 
sputtering, sol-gel process, polyol process, reverse 
micelles, thermal decomposition, hydrothermal routes 
[16-22]. Although all these methods provide a well-
controlled composition, size, and shape, the polyol 
process has been a versatile process to synthesis pure, 
alloyed, core-shell Pt-based NPs with small sizes [23]. 
To achieve the desired composition, size, and shape in 
this process, chemical ingredients, such as surfactants, 
reducing, and capping agents are highly crucial to form 
chemically stable and oxidation-free NPs. In the 
literature, there are plenty of studies on the synthesis 
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and structural analysis of PtCu-based alloys [24]. 
Choosing precursor, surfactant, solvent, reducing 
agent, additive, annealing temperature and time 
controls the morphological properties, such as particle 
size, shape, and crystalline structure. There are 
different PtCu nanoalloys structures, such as 
nanoframes, nanowires, spherical, triangular, hexapod, 
octahedral, hallow nanocages, hierarchical dendrites 
branched, nanodendrites, etc. with size varies from 2.4 
nm to 109 nm [24]. Among these synthesis methods 
and structures, the nanoalloy size is mostly over 10 nm 
and there are a few studies, which are mostly for 
nanowires, reduced the nanoalloy size between 2.4 nm 
to 5 nm [25, 26]. For example, stabilizing the pH level 
of the mixture around 9.5-10 with strong bases, such as 
NaOH or KOH, results in a decrease in the particle size 
below 7 nm [27, 28]. On the other hand, sodium 
borohydride (NaBH4) is a secondary reducing agent 
which was provided successful results for the polyol 
process of Cu, Ni, Co NPs in ethylene glycol (EG) by 
slow addition of NaBH4 produced fairly monodisperse 
isotropic NPs [23]. Capping agent such as oleylamine, 
oleic acid, or PVP protects the NP from oxidation and 
provide long term chemical durability in time and led 
to form cubic, or spherical particle formation, 
respectively [29-31]. 

The Pt-Cu NPs were synthesized using a modified 
polyol process that has been previously employed for 
various Pt alloys. In this work, low cost, structurally 
stable, and oxidation-free Pt-Cu NPs was synthesized 
by controlling amount of solvents, reducing agents, 
and surfactants which modify the particle size, 
structure, and morphology. Choosing suitable and 
optimized additives ratios resulted in the formation of 
PtCu3 NPs. Following, the structural and 
morphological properties of as-prepared Pt-Cu NPs 
were determined by x-ray diffraction (XRD), scanning 
electron microscopy (SEM), energy-dispersive x-ray 
spectroscopy (EDS), and Rietveld refinement analyses. 
The structural analysis showed that the size of PtCu3 
NPs was below 10 nm and free from the possible by-
products such as impurities and oxidations. 

2. Experimental Method 

2.1. Materials 

The metal precursors of Platinum(II) acetylacetonate 
(Pt(acac)2, ≥97.0%) and Copper(II) acetate (Cu(OAc)2, 
≥98.0%), ethylene glycol (≥99.8%), sodium 
borohydride (NaBH4 ≥98%), Polyvinylpyrrolidone 
(PVP, Mav 40 000)), N,N-Dimethylformamide (DMF 
≥99.8% ), and sodium hydroxide (NaOH ≥98% ), were 
purchased from Sigma-Aldrich. All chemicals were of 
analytical grade and used without further purification. 

 
Figure 1. Proposed Pt-Cu NP formation mechanism showing reducing Pt(acac)2 and Cu(OAc)2 metal salts with ethylene 
glycol. The process followed by adding PVP+NaOH at 30 °C under Ar gas flow and NaBH4 at 125 °C, and annealing at 140 
°C for 1 h. 

2.2. Synthesis of Pt–Cu NPs 

The proposed Pt-Cu NP formation mechanism was 
given in Figure 1, 0.77 mmol (0.3041 g) Pt(acac)2 and 
0.77 mmol (0.1404 g) Cu(OAc)2 were dissolved in a 
50 ml ethylene glycol (EG) and 30 ml DMF under 
magnetic stirring. The mixture color was bright 
turquoise. Ingredients were simultaneously added 3.09 
mmol (0.1237 g) PVP as a surface agent and 23.19 
mmol (0.9279 g) NaOH to stabilize the pH level in the 
composition (light blue color). Ar gas was bubbled in 
the fitted condenser during preparation to prevent CuO 
formation. The mixture temperature started to rise and 
at 125 °C (green-black color) NaBH4, which was 
diluted in 50 ml DMF, was slowly injected into the 

solution. To complete the synthesis, the mixture was 
annealed at 140 °C for 1 h. The mixture color turned to 
black which indicates all particles were reduced and 
then the system cooled down to room temperature via 
passing tab water around the three-necked bottom 
flask. Finally, the particles were washed with ethanol 
and dichloromethane and centrifuged at 9000 rpm for 
10 min. The product was dried in an oven at 55 °C for 
24 h and used as-prepared before the structural 
analysis. 
2.3. Structural characterizations 

The phase structure of Pt-Cu NP was determined by a 
PANalytical XRD system with Cu-Kα radiation 
(λ=1.54 Å). To determine the structural parameters 
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FullProf suite was used for Rietveld refinement 
analysis. SEM images were collected at different 
places to find average particle size and NP 
morphology. Collecting EDS data were provided 
average composition to determine the stoichiometric 
ratio of Pt-Cu NP. 
3. Results and Discussions 

The structural analysis of the as-prepared Pt-Cu NP 
was determined by XRD and Rietveld refinement 
analysis and presented in Figure 2a. Four major 
diffraction peaks of face-centered-cubic (fcc) of PtCu3 
structure (blue circles) match well with that of the 
standard PtCu3 alloy with the space groups of Fm3�m 
(JCPDS No. 35-1358). The peaks at 2θ=42.58°, 
49.58°, 72.74°, and 88.11° were assigned to the (111), 
(200), (220), and (311) reflections planes, respectively 
[14, 32]. Using FullProf suite crystal structure, space 
group, reflection plane, d-space, lattice parameters, 
and angle of PtCu3 NP structure were obtained by 
Rietveld refinement analysis and were summarized in 
Table 1. The simulation patterns (black line), the 
difference (green line), and Bragg positions (red bars) 
were presented in Figure 2a. The refinement analysis 
confirmed the space groups of Fm3�m of fcc structure 
and reflection planes for the PtCu3 structure. Figure 2b 
shows an atomic ball model of the fcc structure of 
PtCu3 NP obtained by Rietveld refinement analysis. 
Here the representation of Pt and Cu atoms colored in 
grey and blue, respectively. The d-spaces were found 
to be 2.12, 1.84, 1.30, and 1.11 Å for the reflection 
planes of (111), (200), (220), and (311), respectively. 
The lattice constants and the unit-cell volume were 

calculated as a=b=c=3.6829 Å and 49.9539 Å3 which 
are similar to earlier findings [14]. The crystallite size 
can be calculated by Scherrer's formula 
Dp=Kλ/(Bcosθ). Here, Dp is the average crystallite 
size (nm), K is Scherrer constant and varies from 0.68 
to 2.08. K=0.94 for spherical crystallites with cubic 
symmetry. λ is the wavelength of X-rays, Cu-
Kα=1.54178 Å. B is Full Width at Half Maximum 
(FWHM) of XRD peak. θ is Bragg’s angle. The 
average crystal size was calculated to be 2.76 nm for 
the PtCu3 structure [33]. This XRD analysis showed 
that PtCu3 NPs successfully synthesized with small 
crystal size and free from the possible by-products such 
as impurities and oxidations. 
In this study, 50% Pt and 50% Cu precursors were 
aimed as an entry, however, the PtCu3 structure was 
obtained via XRD and Rietveld refinement analysis. 
The chemical synthesis root of NP requires more 
parameters to control the particle properties such as 
annealing temperature, annealing time, pH level, 
precursors, reducing agents, or capping agents. The 
metal salts were mixed with EG and DMF with a mole 
ratio of 350 and 100, respectively. Following, PVP and 
NaOH were added at 30 °C with a mole ratio of 2 and 
15, respectively. Finally, NaBH4 was slowly injected 
with a mole ratio of 24 at 125 °C in 10 min in the 
mixture under Ar gas atm. The reason for the formation 
of PtCu3 NP is due to the earlier reduction stage of Cu 
during the synthesis process. The formation of pure Cu 
and Pt NPs dissolved in EG and used PVP and NaBH4 
during the modified polyol process is mostly 
developed above 100 °C and 140 °C, respectively [23].

 

 
Figure 2. (a) X-ray diffraction profiles of PtCu3 NP (blue circles) show the major peaks of [110], [100], and [111] directions. 
Rietveld refinement analysis: calculated patterns (black line), the difference plot (green line), and Bragg positions (red bars). 
(b) Atomic ball model of fcc structure of PtCu3 NP obtained by Rietveld refinement analysis. 
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Table 1. Crystal structure, Space group, Reflection plane, d-space, Lattice parameter, and Angle of PtCu3 NP structure 
obtained by Rietveld refinement analysis. 

Crystal 
Structure Space Group Reflection plane d-space (Å) Lattice 

Parameter (Å) Angle (°) 

fcc Fm3�m (111), (200), (220), (311) 2.12, 1.84, 1.30, 1.11 a=b=c=3.6829 α=β=γ=90° 

 
The morphology and surface structure of the as-
prepared PtCu3 NP were characterized by SEM. Figure 
3a and b shows a typical surface image of the NPs with 
a magnification of x200000 and x400000, respectively. 
Uniform particle distribution is obtained without 
aggregation on the surfaces. The average particle size 
was determined by SEM images and binned in 0.5 nm 
as seen in Figure 3c. The average size of the NPs was 
found to be d0=8.04 ± 0.08 nm by fitting the histogram 
as a function of particle size with the log-normal 
distribution (blue line) in Figure 3d. Here, δ is the log 
standard deviation and d0 is the median diameter of 
PtCu3 NPs. In literature, the smallest sizes of 4.8 nm 
was obtained for spherical PtCu nanoparticles with 
using H2PtCl6 and Cu(NO3)2 precursors, 

Ndimethylformamide, oleylemine, and 
hexadecyltrimethyl ammonium bromide agents and 
annealed at 170 °C for 24 min [34]. In this study, 
monodisperse ~8 nm of PtCu nanoalloy synthesis was 
achieved. Crystallite size can be determined by the 
peak of XRD which corresponds to the single crystal 
within a polycrystalline nanoparticle or the size of the 
grains of a powder sample [35]. Therefore, the 
crystalline size is expected to be lower than the average 
particle size of nanoparticles. In this study, we 
calculated the crystal size to be 2.76 nm which is three 
times smaller than the average particle size of 8.04 nm. 
It can be said that there are multicrystalline formation 
in an average particle. 

 
Figure 3. SEM images analysis of PtCu3 NP. (a) The surface morphology of the particles with a magnification of 200000. 
(b) A selected area from (b). (c) The size distribution of PtCu3 NPs (red bar) with the log-normal fit (blue line) and (d) 
formula. 
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To determine atomic composition of as-prepared Pt-Cu 
NPs, EDS analysis was performed on different areas 
and collected the average atomic composition 
percentage. Figure 4a and b show intensity as a 
function of energy plot and selected point where the 
EDS data collected. The major Cu and Pt peaks 
observed in the spectra as well as C and O peaks which 
are mostly arise form carbon tape used to stabilize 
particles and surface agents used during preparation. 
The inset table collected the average atomic 
composition of detected atoms in Figure 4a. The 

structure composition ratio was found to be 1:2.8 for 
Pt:Cu via stoichiometric calculation. This PtCu2.8 ratio 
is quite similar with findings by Rietveld refinement 
analysis results. The reason of the formation of PtCu3 
NPs, reducing Pt2+ and Cu2+ ions in the mixture EG was 
used and the Cu2+ ions reduce much faster than Pt2+ 
ions and Pt atoms surrounded by Cu atoms instead of 
binding with other Cu2+ ions. For this structure there 
are 12 Cu atom enclose a Pt atom and 4 Pt atoms bind 
with a Cu atom [14].

 

 
Figure 4. (a) EDS analysis of as-prepared PtCu3 NPs with major Cu and Pt as well as C and O peaks. The inset table collected 
the average atomic composition of detected atoms. (b) SEM image of EDS spot on the surface. 

4. Conclusion 
In conclusion, bimetallic PtCu3 NP was synthesized via 
the modified polyol process in which EG and NaBH4 
used initial and secondary reducing agents, 
respectively. The particles were reduced to 140 °C 
under an Argon gas environment to prevent unwanted 
oxidation formation. Using PVP as a surface capping 
agent also vastly improved the particle protection from 
oxidation and provides chemical stability. The 
structural formation of PtCu3 NPs was first determined 
by XRD and Rietveld refinement analysis in that were 
confirmed the Fm3�m space group with a lattice 
constant of a=b=c=3.6829 Å. The crystal size of PtCu3 
NPs was determined by FHWM of the XRD peaks and 
calculated as 2.76 nm using Scherrer's formula. 
Following the average size of PtCu3 was 8.04 nm via 
SEM images. The structural composition was found to 
be 1:2.8 for Pt:Cu confirmed by EDS with oxidation 
and impurity-free compositions. 
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Abstract  

Cefpirome, which is a fourth-generation cephalosporin, was analyzed for the first time at a 

glassy carbon electrode using differential pulse voltammetry in this novel method. Different 

experimental conditions were optimized, such as pH and electrolyte type, to achieve a high 

peak current. Under the optimum conditions, the oxidation of cefpirome exhibited diffusion-

controlled process depending on pH. Cefpirome was electrochemically determined at the 

linear range between 2-200 µM, and the detection limit was found as 0.167 µM in pH 4.7 

acetate buffer solution. Analysis results showed that the proposed electrochemical method 

could be used for the determination of cefpirome in human urine samples. A linear relationship 

has been obtained in the concentration range of 2-10 µM. At the same time, the detection limit 

was found as 0.101 µM for cefpirome in human urine. Moreover, to check the selectivity of 

the proposed method, the effect of some interference species, including ascorbic acid, uric 

acid, dopamine, glucose, Na+, K+, Ca+2, NO3
- , have also been investigated. As a result, a 

simple, sensitive, reproducible, no time-consuming, and more environmentally friendly 

method was developed when compared to the literature studies. 
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1. Introduction  

Since the discovery of penicillin in 1928, numerous 

antibiotics have been investigated and introduced for 

the treatment of various bacterial and fungal infections 

in humans or livestock. Cephalosporins are classified 

as one of the semisynthetic antibiotics. They are 

produced from the side-chain of cephalosporin C, and 

cephalosporin C exhibits resistance to degradation 

caused by β-lactamases [1,2]. Cefpirome (Figure 1) is 

a fourth-generation cephalosporin, and it is generally 

used parenterally. In the chemical structure of 

cefpirome, there is a 2-amino-thiazolylmethoxyimino 

group in the side chain at position 7 and a 

cyclopentapyridine group at position 3, which are 

responsible for the side effect of antibacterial activity 

of cefpirome [3,4]. Moreover, the high level of 

resistance to β-lactamases stems from these elements 

present in the structure of cefpirome. Cefpirome is 

highly active against Gram-negative bacteria, 

including Pseudomonas aeruginosa, and Gram-

positive bacteria such as Staphylococcus aureus. 

Furthermore, cefpirome can effectively treat infections 

of skin and soft tissue, lower respiratory tract, and 

upper or lower urinary tract [4]. 

 

Figure 1. Chemical structure of cefpirome. 

Previous studies demonstrate different analytical 

methods for the detection and determination of 

cefpirome in bulk form and from biological fluids such 

as serum, urine, milk, and muscle. These methods 

include liquid chromatography-tandem mass 

spectrometry (LC-MS/MS) [5,6], high-performance 

liquid chromatography (HPLC) [7-10] and reversed 

phase thin-layer chromatography [10], and 

electrochemical methods including differential pulse 

voltammetry (DPV) and square wave voltammetry 

(SWV) [4]. In their study, Jain and Vikas used 

multiwalled carbon nanotube modified glassy carbon 

electrode (GCE) for the determination of cefpirome in 

bulk form and pharmaceutical formulation. The linear 

range of 200–600 μg mL−1 was obtained by using both 

SWV and DPV. They found the detection limit as 

http://dx.doi.org/10.17776/csj.900483
https://orcid.org/0000-0001-5944-3912
https://orcid.org/0000-0002-2525-4192
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0.647 μg mL−1 via SWV method and 5.540 μg mL−1 

via DPV method [4]. Although chromatographic 

methods are widely used for the determination of 

several compounds, these methods can be costly due to 

the necessity of sample separation and pretreatment 

steps. Also, chromatographic methods require a large 

amount of organic solvents and generate considerable 

amount of waste, leading to environmental 

degradation. Moreover, the major drawback of 

chromatographic methods is inability to achieve 

sensitive results [11-13]. Electrochemical methods are 

the most popular methods due to their advantages such 

as simplicity, rapidity, high sensitivity, low cost, and 

easy integration. These methods are more eco-friendly 

than other methods since they require low amounts of 

analytes and solvents. Moreover, lower detection 

limits, good repeatability, and reproducibility resulted 

in a growing interest in electrochemical methods [14-

17].  

A GCE is an excellent electrode for different 

applications as a conventional electrode material. It has 

excellent mechanical and electrical properties. Also, it 

provides the opportunity to work at a wide operating 

potential range. GCE is also significant for its low 

reactivity (high corrosion resistance) compared to the 

other electrodes. Its most important properties are high 

temperature resistance, extreme resistance to chemical 

attack, and impermeability to gases and liquids 

[18,19]. 

In this study, a DPV method was developed and 

validated according to ICH guidelines [20] at GCE for 

the sensitive detection and determination of cefpirome 

from bulk form. Since 80% of cefpirome is excreted 

unchanged from urine [21], its determination from 

human urine samples was also applied. Furthermore, to 

check the selectivity of the proposed method, the 

influence of potential foreign compounds on the 

determination of cefpirome in the optimum conditions 

was investigated. The developed method exhibited 

high sensitive results and good reproducibility for 

cefpirome detection in bulk form and human urine 

samples. Moreover, the advantages of the proposed 

method were compared to previously published 

studies.  

2. Materials and Methods 

2.1. Apparatus and reagents 

In this study, an AUTOLAB-PGSTAT204 

electrochemical and electroanalytical device was used 

to obtain cyclic and differential pulse voltammograms 

(Eco Chemie, Utrecht, The Netherlands). NOVA 2.1 

software was used for data processing. GCE was used 

as a working electrode (BASi; ø: 3 mm, diameter). 

Ag/AgCl (BASi; 3 M KCl) and a platinum wire (BASi) 

were used as a reference electrode and an auxiliary 

electrode, respectively. A Mettler Toledo MA 235 pH 

meter that includes a glass electrode-reference 

electrode was used for all pH measurements (Mettler 

Toledo TR Olcum Aletleri Tic. Satıs ve Servis Hizm. 

A.S. Istanbul, Turkey). 

Cefpirome was purchased from CHEMOS GmbH 

(Regenstauf, Germany). A stock solution of cefpirome 

(1 × 10−3 M) was prepared in bi-distilled water and kept 

in a refrigerator. Working solutions of cefpirome were 

prepared by diluting the stock solution with desired 

buffer solutions for voltammetric measurements. In 

this study, 0.1 M H2SO4 solution, 0.5 M H2SO4 

solution, phosphate buffer solution (PBS) for pH 2.0, 

3.0 and 6.0-8.0, acetate buffer solution (ABS) for pH 

3.7–5.7, Britton-Robinson buffer solution (BRB) for 

pH 2.0–12.0 were used as supporting electrolytes. To 

prepare supporting electrolytes, CH3COOH and H2SO4 

were purchased from Merck. H3PO4 and analytical 

grade of NaH2PO4·2H2O, Na2HPO4, NaOH, and 

H3BO3 were purchased from Riedel-de Haen. 

2.2. Assay procedure for cefpirome 

An adequate amount of cefpirome powder was 

carefully weighed, dissolved in bi-distilled water, and 

sonicated to prepare the stock solution (1.0 × 10−3 M). 

Working solutions were prepared by diluting with pH 

4.7 ABS. Before each measurement, the GCE surface 

cleaning process was carried out mechanically on a 

polishing pad using alumina slurry. Then, it was rinsed 

with bi-distilled water and allowed to dry in the air. 

DPV conditions were as follows; 0.005 V as a step 

potential; 0.025 V as a modulation amplitude; 0.05 s as 

a modulation time; 0.40 s as an interval time, and DP 

voltammograms were recorded using GCE to prepare 

the calibration graph. Furthermore, he proposed DPV 

method for the determination of cefpirome was 

validated through assessment of linearity, precision, 

the limit of detection (LOD), and the limit of 

quantification (LOQ). 

2.3. Determination of cefpirome in human urine 

sample 

Drug-free human urine samples were supplied from 

healthy volunteers. To prepare cefpirome stock 

solution in urine samples, 3.6 mL urine sample and 5.4 

mL acetonitrile for protein precipitation were added 

into a 10.0 mL centrifuge tube. Then 1.0 mL 1.0 × 10−3 

M stock cefpirome solution was added into this tube to 

obtain a final concentration of 1.0 × 10−4 M cefpirome. 

The same procedure was used for drug-free urine as a 

blank solution. Firstly, the prepared solution was 

sonicated for 15 min in the ultrasonic bath. Then, this 
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sample was centrifuged for 15 min at 5000 rpm to 

obtain the supernatant. Required volumes of clear 

supernatant were diluted up with pH 4.7 ABS. The 

working concentrations of cefpirome were prepared in 

the range of 2-10 µM in human urine samples. The 

calibration graph was obtained using peak currents 

corresponding to cefpirome concentrations. Moreover, 

the recovery results were investigated using a 

calibration graph in urine samples. 

3. Results and Discussion 

3.1. Influence of the pH on the peak currents 

The electrooxidation behavior of cefpirome was 

investigated over a pH range of 0.3–12.0 various 

supporting electrolytes such as 0.1 M and 0.5 M H2SO4 

solutions and buffer solutions, including ABS, PBS, 

and BRB. The cyclic voltammograms of cefpirome at 

GCE in 0.1 M H2SO4, pH 2.0 BRB, pH 4.7 ABS and 

pH 7.0 PBS were shown in Figure 2A, B, C and D, 

respectively. As can be seen, no peak was observed in 

the reverse scan suggesting that the oxidation of 

cefpirome at GCE is irreversible. Cefpirome peak 

currents decreased by the second and consecutive 

cycles as a result of the consumption of adsorbed 

cefpirome on the electrode surface. 
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Figure 2. Cyclic voltammograms of 2.0 × 10−4 M cefpirome with GCE in 0.1 M H2SO4 (A), pH 2 BRB (B), pH 4.7 ABS 

(C) and pH 7.0 PBS (D).  

To investigate the effect of pH on peak current (Ip) and 

peak potential (Ep) were constructed using the related 

data of pH measurements in the presence of 2.0 × 10−4 

M cefpirome (Figure 3A). According to the pH study 

results, Ep of cefpirome shifted to less positive values 

with increasing pH. The curve of Ep vs. pH (Figure 3B) 

exhibited a good linear relationship with the following 

equation 

EP(V) = −0.054 pH + 1.074; r = 0.9945 

The slope of this equation (54 mV per pH) showed that 

equal numbers of protons and electrons are involved in 

the redox behavior of cefpirome on GCE. 

Moreover, the best peak shape, the highest current 

value, and good repeatability were obtained at pH 4.7 

ABS. Therefore, pH 4.7 ABS was chosen as the 

optimum supporting electrolyte and used for further 

analytical applications. 
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Figure 3. Plots of Ep vs pH (A) and Ip vs pH (B) obtained in 2.0 × 10−4 M cefpirome using DPV; (▲): BRB, (●): ABS, (■): 

H2SO4, (●): PBS. 

 

3.1. Influence of scan rate on GCE 

In this study, the information about the electrochemical 

behavior of cefpirome was investigated by CV using 

the relationship between peak current and scan rate. 

The scan rate was changed in the range between 5 and 

1000 mV s−1. This study was performed to understand 

whether the oxidation process is diffusion or 

adsorption-controlled in 2.0 × 10−4 M cefpirome on 

GCE. When the relationship between Ip and ν1/2 was 

investigated (Figure 4A), a linear relationship was 

found with the equation below:  

IP(μA) = 0.266 𝑣1 2⁄ (mV s−1) + 0.16;  r = 0.9966 

Therefore, it can be said that the oxidation process of 

cefpirome is controlled by diffusion on GCE. In 

addition, the curve of log Ip vs log ν (Figure 4B) 

exhibited a linear relationship with the regression 

equation below; 

logIP(μA) = 0.442 log𝑣 (mV s−1) − 0.432;  

r = 0.9968 

For diffusion controlled process in an ideal reaction, 

the slope value of curve of log Ip vs log ν is 0.5 [22]. 

From the obtained data, the slope value of this plot was 

found as 0.442, and this value was nearer to that of the 

desired value. This result also supported that oxidation 

of cefpirome was diffusion controlled. 
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Figure 4. Curves of Ip vs ν1/2 (A) and log Ip vs log ν (B). 
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3.3. Validation of the method and determination of 

cefpirome in spiked human urine samples  

In this novel electrochemical method, a linear 

correlation between Ip values and increasing cefpirome 

concentrations was obtained for the determination of 

cefpirome under the optimum conditions. Some of the 

DP voltammograms from the linear range between 2-

200 µM cefpirome in bulk form and 2-10 µM 

cefpirome in human urine were shown in Figure 5A 

and Figure 5B. Also, the linearity of cefpirome for the 

DPV method was measured (Figure 5C and Figure 5D) 

with the following equations;

 

IP(μA) = 0.0089 C (μM) + 0.0367;  r = 0.9975 for bulk form 

IP(μA) = 0.021 C (μM) − 0.0094;  r = 0.9979 for human urine 
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Figure 5. DP voltammograms obtained from increasing concentrations of cefpirome for bulk form (A) and for human urine 

(B) in pH 4.7 ABS. Calibration curves of cefpirome for bulk form (C) and for human urine (D) in pH 4.7 ABS. 

As a part of the validation of the proposed DPV method 

for the determination of cefpirome, LOD and LOQ 

values were evaluated in bulk form and human urine. 

LOD and LOQ values were calculated according to the 

following equations: 

LOD = 3 s m⁄  

LOQ = 10 s m⁄  

In these equations, m is the slope of calibration plots, 

and s is the standard deviation of peak current [23]. 

LOD values for bulk form and human urine were 

calculated using the calibration curve and found as 

0.167 µM and 0.101 µM, respectively. For the 

developed method, some characteristics of the 

validation results were presented in Table 1. 
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Table 1. Regression data of the calibration lines of cefpirome by DPV in bulk form and in human urine. 

Parameters Bulk form Human urine 

Measured Potential (V) 0.80 0.80 

Linearity range (µM) 2-200 2-10 

Slope (μA µM-1) 0.0089 0.021 

Intercept (μA) 0.0367 -0.0094 

Correlation coefficient 0.9975 0.9979 

SE of slope 2.08 × 10-4 7.05 × 10-4 

SE of intercept 0.016 0.004 

LOD (µM) 0.17 0.10 

LOQ (µM) 0.50 0.34 

Within-day precision of peak current (%RSD)* 0.34 2.19 

Between-days precision of peak current (%RSD)* 1.16 2.51 

* Obtained from five experiments. 

The repeatability of the developed method was studied 

by conducting five repetitive measurements for bulk 

form and human urine at fixed cefpirome 

concentrations (20 µM for bulk form and 6.0 µM for 

human urine). For within-day precision, the relative 

standard deviation (RSD %) values of peak current 

were calculated as 0.34 and 2.19 for bulk form and 

human urine, respectively. Moreover, between-days 

precision was investigated by conducting five 

repetitive measurements at the same cefpirome 

concentrations. The RSD % values of peak current 

were found as 1.16 and 2.51 for bulk form and human 

urine, respectively. Therefore, it can be clearly said 

that the method is precise based on obtained results. 

Moreover, recovery studies were performed by the 

standard addition method. The recovery % and Bias % 

were presented in Table 2, and they were all in 

acceptable ranges. So, the results of recovery studies 

showed that the developed method is accurate. 

Table 2. Results obtained for cefpirome determination from 

spiked human urine samples. 

Parameters Human urine 

Reference concentration (µM) 6.00 

Observed concentration (µM) 6.18 

Number of experiments 5 

Average recovery % 103.09 

RSD % of recovery 1.42 

Bias % -3.09 

To sum up, when the developed method is compared 

to literature studies (Table 3), it can be said that a more 

sensitive DPV method was developed with a 0.101 µM 

(0.06 μg mL−1) detection limit. In addition, this method 

is both low-cost and more environmentally friendly as 

there was very simple preparation procedure, which is 

one of the requirements of chromatographic methods, 

and this method did not require organic solvent 

consumption. 

Table 3. Comparison of major characteristics in literature studies for determination of cefpirome.  

Method Linear range LOD Applications Ref. 

LC-MS/MS 0.7–100 µg mL-1 0.30 µg mL-1 Pork muscle [6] 

HPLC 20-30 µg mL-1 2.38 µg mL-1 Bulk form [7] 

HPLC 0.5–200 μg mL-1 0.1 μg mL-1 Human serum [8] 

HPLC up to 500 μg mL-1 0.6 μg mL-1 Human milk and urine [9] 

HPLC 5.0–50 µg mL-1 1.45 µg mL-1 Bulk form [10] 

DPV 
100–600 μg mL-1 

5.54 μg mL-1 
Bulk form [4] 

SWV 0.647 μg mL-1 

DPV 
1.03–41.17 μg mL-1 0.09 μg mL-1 Bulk form 

Proposed method 
1.03–5.15 μg mL-1 0.06 μg mL-1 Human urine 

DPV: Differential pulse voltammetry, HPLC: High-performance liquid chromatography, LC-MS/MS: Liquid chromatography–tandem 

mass spectrometry, SWV: Square wave voltammetry 
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3.4. Interference effects in the determination of 

cefpirome 

Selectivity is one of the most important validation 

parameters of developed analytical methods. It is not 

desirable for different species to interfere with the 

compound to be analyzed [24]. To demonstrate the 

selectivity of the developed method, cefpirome 

determination was performed in the presence of some 

organic species, including ascorbic acid, uric acid, 

dopamine, glucose, and Na+, K+, Ca+2 and NO3
-  ions. In 

the presence of 1:1, 1:10, and 1:100 molar ratio of the 

interfering species, recovery (%) values were 

determined. For this purpose, the peak current of 10 

µM cefpirome in the standard solution was compared 

to the peak currents of cefpirome in the presence of 

interfering species (Table 4). While 10 µM cefpirome 

was also determined in the presence of 1:1 and 1:10 

molar ratios of ascorbic acid, uric acid, Na+, K+, Ca+2 

and NO3
-   within the 10% tolerance limit, interference 

effect was observed in the presence of dopamine and 

glucose. Moreover, cefpirome current did not change 

more than 10 % in the presence of 1:100 molar ratio of 

ascorbic acid, Na+, K+, Ca+2 and NO3
- . 

 

Table 4. 10 µM cefpirome assayed in the presence of some interfering species 

Interfering species 
Recovery (%) by DPV 

1:1 (M/M) 1:10 (M/M) 1:100 (M/M) 

Ascorbic acid 102. 69 ± 0.003 104. 41 ± 0.02 110.57 ± 0.01 

Uric acid 108.77 ± 0.02 106.67 ± 0.02 116.49 ± 0.01 

Dopamine 87.35 ± 0.02 - - 

Glucose 88.14 ± 0.02 - - 

Na+ 95.44 ± 0.01 94.74 ± 0.01 95.26 ± 0.02 

K+ 94.21 ± 0.01 96.14 ± 0.005 92.28 ± 0.01 

Ca+2 96.32 ± 0.01 92.63 ± 0.02 90.35 ± 0.02 

NO3
-  96.67 ± 0.01 96.91 ± 0.01 95.23 ± 0.003 

4. Conclusions 

In the novel proposed method, the electrochemical 

behavior of cefpirome was investigated by DPV using 

GCE. The effect of the type and pH of supporting 

electrolytes and scan rate in optimum supporting 

electrolyte were optimized. The developed 

electrochemical method provided a simple low cost 

and fast analysis for the determination of cefpirome 

from bulk form and human urine samples. Especially, 

the proposed method is suitable for screening 

purposes, compared to other analytical methods. The 

proposed method was also validated in accordance 

with ICH guidelines. In this study, a lower detection 

limit was obtained than the reported LC-MS/MS, 

HPLC, DPV, and SWV methods.  

In this study, the sample preparation procedure is very 

simple for determination from human urine samples. 

The sample preparation procedure has a simple and 

convenient one-step precipitation method. Therefore, 

this DPV method is more feasible than other methods 

for cefpirome detection in human urine samples. 

Moreover, satisfactory results were obtained in the 

determination of cefpirome in spiked human urine 

samples. So, it can be said that the proposed method is 

applicable for real sample analysis. In addition, the 

novel developed method can be adopted for 

pharmacokinetic studies, clinical applications, or 

quality control laboratories. 
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Abstract  

In this study, two naturally occurred chromone derivatives obtained from Cassia nomame 
which are recently entered the literature, have been investigated computationally for their 
potential antiviral activity against SARS-CoV-2. In the first part of the study, DFT calculations 
were performed on the investigated compounds. In this part, geometry optimizations, 
frequency analyses, molecular electrostatic potential map calculations, frontier molecular 
orbital calculations and NMR spectral studies have been performed. In the second part of the 
study, molecular docking calculations were performed. SARS-CoV-2 main protease (SARS-
CoV-2 Mpro) was selected as receptor for molecular docking calculations. In the third part of 
the study, molecular dynamics simulation studies were performed on the top scoring SARS-
CoV-2 Mpro – ligand complexes. In this part, binding free energy calculations were also 
performed on the SARS-CoV-2 Mpro – ligand complexes with the use of molecular mechanics 
with Poisson-Boltzmann surface area (MM-PBSA) method. Results showed that, two 
naturally occurred chromone derivatives, 5-(isobutyryl)-2-(2-oxopropyl)-7-methoxy-4H-
chromen-4-one and 5-(isobutyryl)-2-(2-oxopropyl)-6-methoxy-4H-chromen-4-one, showed 
quite high binding affinity to SARS-CoV-2 Mpro and remained stable during the molecular 
dynamics simulations. Additionally, in the last part of the study, drug-likeness analyses were 
performed on the investigated compounds with the use of Lipinski's rule of five and no 
violation was observed. 
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1. Introduction 

Since its first appearance in China in December 2019, 
SARS-CoV-2 has been causing human pulmonary 
infections and despite all the measures taken, it 
continues to spread all over the world very quickly. 
Currently, vaccination is the only effective way to treat 
COVID-19, and unfortunately, a specific drug 
treatment has not been developed yet, and it is a critical 
issue to propound specific drug treatment options 
today and in near future.  

Drug treatment investigations for SARS-CoV-2 
infections can be divided into two groups: (1) To use 
the drugs currently used in SARS and MERS 
treatments due to the similarity between the target 
proteins and (2) to develop new specific drugs. 
Currently, intensive studies are being conducted on 
whether drugs used in the treatment of SARS and 
MERS can be used against SARS-CoV-2 such as 
favipiravir, ribavirin, remdesivir, galidesivir, 

disulfiram, lopinavir, ritonavir etc. and other 
synthesized or isolated compounds found in databases 
are being investigated against SARS-CoV-2. [1–8]  
Since it has an important role in viral replication and 
transcription, SARS-CoV-2 Mpro is a commonly 
selected target in drug repurposing and new drug 
development studies for the treatment of COVID-19. 
[9,10]  

In this study, two novel natural products which were 
isolated by Liao et al. [11] from Cassia nomame have 
been investigated computationally for their possible 
antiviral activity against SARS-CoV-2 via performing 
molecular docking calculations and molecular 
dynamics simulations. The structures of these natural 
chromone derivatives are given in Figure 1.  

http://dx.doi.org/10.17776/csj.738215
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In the first part of the study, density functional theory 
calculations were performed on the investigated 
compounds. 

5-(isobutyryl)-2-(2-oxopropyl)-7-methoxy-4H-chromen-4-one
Comp.1

O

O

O

O

O

5-(isobutyryl)-2-(2-oxopropyl)-6-methoxy-4H-chromen-4-one
Comp.2

O

O
O O

O

 
Figure 1. Chemical structures of Comp. 1 and 2. 
Geometry optimizations, frequency analyses, MEP 
(molecular electrostatic potential) map calculations, 
frontier molecular orbital (FMO) calculations and 
NMR spectral studies were carried out. In the second 
part, molecular docking calculations were performed, 
and then molecular dynamics simulations were carried 
out on the top-scoring enzyme – ligand complexes, and 
binding free energies were determined. Finally, drug-
likeness analyses were performed on the investigated 
compounds. 

2. Materials and Methods 

2.1. DFT calculations 

In this part, the title compounds have been investigated 
computationally and geometry optimizations, 
frequency analyses, MEP map calculations, FMO 
calculations and NMR spectral analyses were 
performed. In DFT calculations, Gaussian 09 
Rev.D.01 [12], GaussView 5 [13], VeraChem VConf 
[14] and Avogadro 1.1.1 [15] software packages were 
used. All calculations were performed with the use of 
DFT B3LYP method and various basis sets including 
6-31+G(d), 6-31+G(d,p), 6-311+G(d,p) and 6-
311+G(2d,p). Geometry optimizations were performed 
in gas phase. Prior to geometry optimizations, a 
conformational search was performed for each 
structure and frequency analyses were also performed 
to confirm that each optimized geometry corresponds 
to a global minimum. 

2.2. Molecular docking calculations and molecular 
dynamics simulations 
Geometry optimized structures of Comp. 1 and 2 were 
used for molecular docking calculations. In molecular 
docking calculations AutoDock Tools [16] and 

AutoDock Vina were used and Discovery Studio 
Visualizer [17] was used for the representation of the 
docking results. 3D structure of SARS-CoV-2 Mpro 
was obtained from RCSB Protein Data Bank [18,19] 
(PDB ID:5R80). Prior to molecular docking, water 
molecules and the bound ligands in the structure of the 
enzyme were removed, hydrogen atoms and Gasteiger 
charges were added, and docking calculations were 
performed with the use of Lamarckian genetic 
algorithm. After performing molecular docking 
calculations, top-scoring ligand-enzyme complexes 
were subjected to 30 ns molecular dynamics 
simulations. In molecular dynamics simulations, 
GROMACS [20] program package, AMBER [21] 
force field and TIP3P water model were used. Acpype 
Server [22] was used in the preparation of ligand 
topologies. After energy minimizations, 200 ps NVT 
and NPT ensemble equilibrations, molecular dynamics 
simulations were performed for 30 ns at 1 bar and 300 
K reference pressure and temperature After performing 
molecular dynamics simulations, binding free energies 
were calculated with the use of MM-PBSA method for 
the last 20 ns of the MD simulations. In MM-PBSA 
calculations, g_mmpbsa tool [23,24] was used. 
2.3. Drug-likeness analyses  

Lipinski’s rule of five [25,26] was used to evaluate 
drug-likeness of the investigated compounds. Drug-
likeness of the investigated compounds were tested 
with the use of DruLiTo software package [27]. 

3. Results and Discussion 
3.1. DFT calculations 

Optimized structures of the investigated natural 
compounds obtained from DFT calculations with the 
use of 6-311+G(2d,p) basis set are given in Figure 2. A 
frequency analysis was performed for each structure to 
confirm that the optimized structures correspond to 
global minima and results showed that geometry 
optimized structures correspond to global minima.  

To obtain information about the electron deficient and 
the electron rich regions of the compounds under 
investigation, MEP map calculations were performed 
at the same level of theory. 

MEP maps of the compounds obtained with the use of 
6-311+G(2d,p) basis set are given in Figure 3. It was 
observed that negative charge was mainly localized on 
the carbonyl oxygens of both compounds 1 and 2, 
while positive charge as located generally on the alkyl 
hydrogens. Molecular docking and molecular 
dynamics simulation results showed that these 
negative and positive centers took part in the 
interactions between investigated compounds and 
SARS-CoV-2 Mpro. 
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Figure 2. Optimized geometries of Comp. 1 and 2. 

 
Figure 3. MEP maps of Comp. 1 and 2 

 

 

 

FMOs and FMO energies of the investigated 
compounds have also been determined and are given 
in Figure 4. It was observed that HOMO-LUMO gap 
of compound 1 is slightly greater than that of 
compound 2. HOMO-LUMO gap is thought to be 
useful parameter for examining the kinetic stability. 
Since compound 1 has larger HOMO-LUMO gap 
value, it can be said that compound 1 is more stable 
than compound 2. HOMO-LUMO energies and 
HOMO-LUMO gaps of the investigated compounds 
calculated with the use of 6-31+G(d), 6-31+G(d,p), 6-
311+G(d,p) and 6-311+G(2d,p) basis sets are given in 
Table 1. All values in Table 1 are given in eV. 

Nuclear magnetic shield tensors for the compounds 
were performed at the same level of theory with the use 
of GIAO method. In this part, 6-31+G(d), 6-
31+G(d,p), 6-311+G(d,p) and 6-311+G(2d,p) basis 
sets were used. In NMR calculations IEFPCM 
solvation model was used and CDCl3 was selected as 
solvent.  

 

 

 
Figure 4. FMOs of Comp. 1 and 2 

Calculated and experimental NMR chemical shifts 
reference to TMS are given in Tables 2, 3, 4 and 5. 
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Table 1. Calculated FMO energies and HOMO-LUMO gaps of investigated compounds. 
Atom 6-31+G(d) 6-31+G(d,p) 6-311+G(d,p) 6-311+G(2d,p) 

Comp. 1     

LUMO -1.7565 -1.7228 -2.0814 -2.0637 

HOMO -6.2488 -6.3928 -6.7735 -6.7819 

Gap 4.4923 4.6700 4.6921 4.7182 

Comp. 2     

LUMO -1.7451 -1.6885 -2.0819 -2.0474 

HOMO -6.2390 -6.2864 -6.6682 -6.6412 

Gap 4.4939 4.5979 4.5863 4.5938 

 

It was observed that except some certain types of 
hydrogen and carbon, smaller basis sets gave more 

satisfactory results than larger basis sets and there is no 
need to use larger basis sets. 

 
Table 2. Experimental and calculated 1H-NMR data for Comp. 1 

Atom Exp. [11] 6-31+G(d) 6-31+G(d,p) 6-311+G(d,p) 6-311+G(2d,p) 

23-H 7.42 6.72 6.96 6.97 7.08 

24-H 7.12 6.74 7.04 7.12 7.23 

25-H 6.32 5.95 6.22 6.27 6.37 

26-H 3.55 3.56 3.63 3.74 3.83 

27-H 3.55 3.56 3.63 3.74 3.83 

28-H 2.17 2.17 2.26 2.36 2.40 

29-H 2.17 2.17 2.26 2.36 2.40 

30-H 2.17 2.17 2.26 2.36 2.40 

31-H 4.25 3.05 3.07 3.09 3.22 

32-H 1.23 1.03 1.04 1.13 1.13 

33-H 1.23 1.03 1.04 1.13 1.13 

34-H 1.23 1.03 1.04 1.13 1.13 

35-H 1.23 1.46 1.48 1.58 1.56 

36-H 1.23 1.46 1.48 1.58 1.56 

37-H 1.23 1.46 1.48 1.58 1.56 

38-H 3.82 3.92 3.99 4.04 4.06 

39-H 3.82 3.92 3.99 4.04 4.06 

40-H 3.82 3.92 3.99 4.04 4.06 
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Table 3. Experimental and calculated 13C-NMR data for Comp. 1 

Atom Exp. [11] 6-31+G(d) 6-31+G(d,p) 6-311+G(d,p) 6-311+G(2d,p) 

1-C 166.8 157.8 160.0 172.6 172.6 

2-C 106.2 108.8 109.8 119.1 118.7 

3-C 136.8 142.8 144.8 154.2 153.9 

4-C 114.8 113.0 114.8 123.2 123.2 

5-C 155.4 153.9 155.8 166.5 166.8 

6-C 110.2 99.5 100.5 108.3 107.7 

7-C 181.4 169.8 171.6 183.1 183.8 

8-C 112.8 110.7 111.8 120.3 119.9 

9-C 158.2 159.5 161.4 172.2 172.5 

11-C 48.3 51.0 51.9 55.3 54.9 

12-C 203.1 200.1 201.6 215.6 215.6 

14-C 30.4 29.9 30.3 32.7 32.4 

16-C 208.5 209.4 211.2 226.4 226.0 

17-C 38.3 46.2 47.0 49.6 50.0 

19-C 18.6 21.3 21.6 21.9 21.5 

20-C 18.6 21.3 21.6 21.9 21.5 

22-C 56.2 55.0 55.2 58.2 58.1 

Table 4. Experimental and calculated 1H-NMR data for Comp. 2 

Atom Exp. [11] 6-31+G(d) 6-31+G(d,p) 6-311+G(d,p) 6-311+G(2d,p) 

23-H 6.93 7.49 7.71 7.74 7.82 

24-H 7.10 7.50 7.73 7.79 7.86 

25-H 6.35 5.99 6.25 6.31 6.37 

26-H 3.56 3.55 3.63 3.76 3.82 

27-H 3.56 3.55 3.63 3.76 3.82 

28-H 2.17 2.18 2.26 2.38 2.40 

29-H 2.17 2.18 2.26 2.38 2.40 

30-H 2.17 2.18 2.26 2.38 2.40 

31-H 4.27 3.03 3.05 3.09 3.16 

32-H 1.26 1.30 1.31 1.42 1.37 

33-H 1.26 1.30 1.31 1.42 1.37 

34-H 1.26 1.30 1.31 1.42 1.37 

35-H 1.26 1.30 1.31 1.42 1.37 

36-H 1.26 1.30 1.31 1.42 1.37 

37-H 1.26 1.30 1.31 1.42 1.37 

38-H 3.84 3.82 3.91 3.97 4.02 

39-H 3.84 3.82 3.91 3.97 4.02 

40-H 3.84 3.82 3.91 3.97 4.02 
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Table 5. Experimental and calculated 13C-NMR data for Comp. 2 

Atom Exp. [11] 6-31+G(d) 6-31+G(d,p) 6-311+G(d,p) 6-311+G(2d,p) 

1-C 120.2 126.2 127.3 137.6 137.1 

2-C 156.4 150.6 152.6 164.3 164.0 

3-C 121.4 135.2 137.0 146.6 146.4 

4-C 118.5 120.0 121.8 130.7 130.9 

5-C 150.4 149.4 151.4 161.6 161.8 

6-C 122.9 116.1 117.3 126.7 126.1 

7-C 181.8 170.5 172.3 183.8 184.5 

8-C 110.9 109.9 111.0 119.6 119.2 

9-C 159.9 159.9 161.8 172.4 172.9 

11-C 48.1 51.7 52.5 56.0 55.6 

12-C 203.4 199.9 201.4 215.1 215.1 

14-C 30.2 29.8 30.1 32.6 32.2 

16-C 208.4 208.4 210.2 224 223.7 

17-C 38.2 47.6 48.4 50.6 50.8 

19-C 18.6 21.0 21.3 21.6 21.2 

20-C 18.6 21.0 21.3 21.6 21.2 

22-C 56.2 66.2 66.6 69.1 69.4 

 

3.2. Molecular docking calculations and molecular 
dynamics simulation studies 

After performing molecular docking calculations, 30 
ns molecular dynamics simulations were carried out. 

The structures of the SARS-CoV-2 Mpro – Comp. 1 
complex obtained from the trajectory for every 5 ns of 
the 30 ns molecular dynamics simulation are given in 
Figure 5. 
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Figure 5. The structures of enzyme – Comp. 1 complex extracted from the trajectory of MD simulation. 

Results showed that Comp. 1 bound to the active site 
of SARS-CoV-2 Mpro and held its position throughout 
the entire simulation. The structures of the SARS-
CoV-2 Mpro – Comp. 2 complex obtained from the 
trajectory for every 5 ns of the 30 ns molecular 

dynamics simulation are given in Figure 6 and it was 
observed that Comp. 2 also bound to the active site of 
the enzyme and held its position throughout the entire 
simulation.
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Figure 6. The structures of enzyme – Comp. 2 complex extracted from the trajectory of MD simulation. 

In Figure 7, 3D and 2D interactions between 
investigated compounds and SARS-CoV-2 Mpro at the 
end of molecular dynamics simulations are illustrated. 
Results showed that, Comp. 1 interacted with HIS41, 
MET49, MET165, VAL186 and GLN189 amino acids 
of SARS-CoV-2 Mpro. Hydrogen bonds, alkyl, π-alkyl 

and π-sulfur interactions took part in the stabilization 
of the enzyme – Comp. 1 complex. On the other hand, 
Comp. 2 interacted with HIS41, MET49, GLY143, 
CYS145 and SER46. Hydrogen bonds, alkyl and π-
alkyl interactions took part in the stabilization of 
enzyme – Comp. 2 complex. 
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Figure 7. Interactions between ligands and enzyme after MD simulation. 

Molecular dynamics simulation results for enzyme – 
Comp. 1 complex are illustrated in Figure 8. Root 
mean square deviation (RMSD) and radius of gyration 
(RG) of protein are useful tools for determining the 
stability of a ligand-protein complex. Results showed 
that enzyme – Comp. 1 complex remained stable 
during the MD simulation (Figure 8b and 8c). Average 
RMSD of backbone after least square fit to backbone 
was found to be 0.189 ± 0.021 nm and average RG of 
protein was found to be 2.224 ± 0.014 nm. It was 
observed that there is a noticeable change in the 

position of Comp. 1 around 7 ns and then, a slight 
change around 18 ns. Results showed that ligand 
reached its equilibrium position at the 18th ns of the 
simulation and held its position for the remaining time 
of the simulation (Figure 8a). Average RMSD of 
Comp. 1 after least square fit to protein was found to 
be 0.499 ± 0.152 nm. Number of hydrogen bonds was 
also monitored during the MD simulation (Figure 8d). 
Results showed that at least one hydrogen bond was 
formed between the ligand and the enzyme in nearly 
one third of the simulation time.  
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Figure 8. MD simulation results (a) RMSD of ligand after least square fit to protein, (b) RMSD of backbone after least 
square fit to backbone, (c) Radius of gyration of protein and (d) number of hydrogen bonds between protein and Comp. 1. 

Molecular dynamics simulation results for enzyme – 
Comp. 2 complex are illustrated in Figure 9. Results 
showed that enzyme remained stable during the MD 
simulation (Figure 9b and 9c). Average RMSD of 
backbone after least square fit to backbone was found 
to be 0.219 ± 0.031 nm and average RG of protein was 
found to be 2.212 ± 0.010 nm. It was observed that 
RMSD of ligand after least square fit to protein 

increased until 17th ns, and then it decreased gradually 
and reached its equilibrium position at the 24th ns of the 
MD simulation (Figure 9a). Average RMSD of Comp. 
2 after least square fit to protein was found to be 0.612 
± 0.173 nm. Results showed that at least one hydrogen 
bond was formed between Comp. 2 and the enzyme in 
nearly half of the simulation time.  
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Figure 9. MD simulation results (a) RMSD of ligand after least square fit to protein, (b) RMSD of backbone after least 
square fit to backbone, (c) Radius of gyration of protein and (d) number of hydrogen bonds between protein and Comp. 2. 

Binding free energies were calculated with the use of 
MM-PBSA method (Figure 10). Binding free energies 
of the reference drugs are literature values which were 
determined in our previous work. [8] Results showed 
that binding affinities of the investigated compounds 

are quite high. It was observed that although the 
binding affinity of Comp. 1 is lower than those of 
lopinavir and hydroxychloroquine, it was higher than 
that of remdesivir.

 

 
Figure10. Binding free energies belong to investigated compounds and reference drugs obtained from MM-PBSA 
calculations [8] (Rem.: Remdesivir, Lop.:Lopinavir and Hyd.: Hydroxychloroquine). 
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3.3. Drug-likeness analysis 

Lipinski’s rule of five [25,26] was used to evaluate 
drug-likeness of the investigated compounds. Drug-
likeness of the investigated compounds were tested 
with the use of DruLiTo software package [27]. As 
known, Lipinski’s rule describes the molecular 
properties which are important for a drug’s 
pharmacokinetics, including absorption, distribution, 
metabolism, and excretion. According to Lipinski’s 
rule a potential drug molecule has no more than one 
violation of the following criteria: 

• A molecular mass less than 500 daltons 
• An octanol-water partition coefficient (logP) 

that doesn’t exceed 5 
• No more than 5 HBD (hydrogen bond donors) 
• No more than 10 HBA (hydrogen bond 

acceptors) 

For the investigated molecules (both Comp. 1 and 2), 
molecular weight, logP, HBD and HBA values were 
found to be 302.12, 0.999, 0 and 5, respectively (Table 
6). Results showed that there is no violation of the 
criteria of Lipinski’s rule. 
Table 6. Results of drug-likeness analyses. 

Parameter Criteria 
Calculated Value 

Comp. 1 Comp. 2 

MW < 500 302.12 302.12 

logP < 5 0.999 0.999 

HBD < 5 0 0 

HBA < 10 5 5 

 

4. Conclusion 

In the present study, two newly introduced chromone 
derivatives have been investigated for their possible 
antiviral activity against SARS-CoV-2 with the 
assistance of computational methods including DFT 
calculations, molecular docking calculations and 
molecular dynamics simulations. In the study, MM-
PBSA calculations and drug-likeness analyses were 
also carried out. Results showed that investigated 
compounds efficiently bound to SARS-CoV-2 Mpro 
and held their positions throughout the entire 
molecular dynamics simulations. Binding affinities of 
the investigated compounds were found to be quite 
high and comparable to the reference drugs. Especially 
binding affinity of Comp. 1 is higher than that of 
Comp. 2 and reference drug remdesivir. However, it 
was found that the binding affinities of the investigated 

compounds are lower than those of lopinavir and 
hydroxychloroquine. Additionally, it was observed 
that both compounds obey Lipinski’s rule of five and 
no violation was observed. In the study it was 
concluded that these natural chromone derivatives can 
be promising structures in the treatment of SARS-
CoV-2 infections and worth for further research. 
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Determination of Salbutamol Sulfate in pharmaceutical formulation with 
differential pulse voltammetry using poly(Benzofuran-2-Boronic acid) 
modified platinum electrode 
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Abstract  

In this study, determination of salbutamol sulfate (SBS) was carried out using 
poly(benzofuran-2-boronic acid)/platinum electrode (BF2BA/PtE). Polymerization of BF2BA 
was conducted in acetonitrile (AcN) containing 0.1 M sodium perchlorate (NaClO4) on bare 
PtE by cyclic voltammetry (CV) method. The electrochemical properties of the prepared 
polymer electrode were investigated by CV and electrochemical impedance spectroscopy 
(EIS) techniques in ferricyanide/KNO3 solution. Then, prepared poly(BF2BA/PtE) was used 
for detection of the SBS. Monomer type, concentration, the number of cycles and scan rate 
were worked using differential pulse voltammetry (DPV) in citrate-phosphate buffer 
containing 1.15 mM SBS. The effects of parameters such as electrolyte type, pH effect on SBS 
DPV responses were studied. The SBS responses of the modified electrodes were also 
investigated by square wave voltammetry (SWV). The oxidative current peak stem from SBS 
concentration showed at 0.65V potential and a linear calibration curve was obtained in the 
range from 50 to 2000 μM SBS concentration. Limit of dedection (LOD), and limit of 
quantitation (LOQ), was calculated as 49.14 µM and 163.80 µM, respectively. The recovery 
efficiency for synthetic urine samples was obtained from 91.47 to 110.43% by using 
BF2BA/PtE. 
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1. Introduction 

Salbutamol (SBS) is a selective beta-2 adrenergic 
agonist and its IUPAC name is 2-(tert-butylamino)-1-
(4-hydroxy-3-hydroxymethyl) phenylethanol. The 
structure of SBS is shown in scheme 1. This agonist is 
used in the treatment of the distinctive feature of 
chronic obstructive pulmonary disease (COPD) and 
bronchial asthma [1]. 

OH

OH

H
NH3C

CH3

H3C

OH

S

O

O

OHHO

 
Scheme 1.  Structural formula of salbutamol sulfate (SBS) 

SBS, marketed as Ventolin, is usually considered the 
drug of choice as relief medication for symptoms of 
bronchospasm. It is an agonist of β2 receptors which 
are present in the bronchioles of lungs of the human 
body. Athletes using β2-agonists, usually inhale them 

prophylaxis prior to competition or training [2]. 
Especially during an asthma attack, since its effect 
starts quickly preferable. Apart from its metabolic side 
effects, many side effects can be seen in skeletal 
muscles, central nervous system and cardiovascular 
system [3]. For these potential side effects, detection of 
the SBS in body fluids and urine is very important. 
Spectrophotometric techniques [4-8], gas 
chromatography-mass spectrometry [9,10], high 
performance liquid chromatography [11,12], liquid 
chromatography–mass spectrometry [13-15], capillary 
electrophoresis [16-20] and chemiluminescence 
[21,22] are used for the determination of salbutamol in 
different samples. These techniques need costly 
equipment, competent personnel and require complex 
sample pretreatment procedure. 

Electrochemical methods as an alternative to the 
above-mentioned methods for the determination of 
SBS and other biologically important molecules have 
not been studied sufficiently [23-25]. Simple set up, 

http://dx.doi.org/10.17776/csj.926989
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high sensitivity and do not require intensive sample 
preparation step as an alternative method. 
Determination of salbutamol in biological fluids by 
electrochemical methods is limited in the literature 
[26-29]. Amare et al. Determined SBS using the DPV 
method with poly 4-amino-3-hydroxynaphthalene 
sulfonic acid (AHNSA) / GCE [26]. Goyal et al. 
showed that SBS determination can be made by using 
SWV method with nano gold particles modified 
indium tin oxide (NGITO) electrode [27]. In another 
study by Goyal et al., determination was made with 
C60-modified glassy carbon electrode using SWV 
method [28]. Li et al. Showed that SBS determination 
can be made using the MIP method with Ag / N-doped 
reduced graphene oxide and showed the importance of 
SBS determination [29]. In this study, 
poly(benzofuran-2-boronic acid film modified Pt 
electrode was used for SBS determination. The reason 
for choosing this film structure is that it provides strong 
H-bonding with the –N–H and –OH groups on the SBS 
surface, allowing the SBS to be cumulated on the 
electrode surface and provide electrode affinity. With 
this poly(benzofuran-2-boronic acid film coated on the 
electrode surface, the electrode surface area and the 
electrode efficiency increased. 

The aim of the study is to develop a new type of 
electrode that can be prepared effectively and easily in 
addition to the existing studies in the literature. Both 
DPV and SWV methods were used together in the 
study. EIS and Nyquist plots of the bare PtE and the 
BF2BA/ PtE were monitored. A new electrochemical 
sensor has been developed for the determination of 
SBS using the CV method for electropolymerization 
on the electrode surface, the DPV method for 
optimizing the polymer and the SWV methods for the 
determination of salbutamol. The recovery study of the 
developed sensor was carried out by real sample 
application on the synthetic urine sample. 

As a result, it has been shown that the developed 
electrochemical method has a very good recovery 
(91.47 to 110.43%) with selectivity, stability, good 
reproducibility for SBS compared to other methods, 
making it a suitable method for the rapid determination 
of SBS in pharmaceutical samples. 

2. Materials and Methods  

2.1. Apparatus and reagents 

All voltammetric analyzes were performed with the 
Ivium Vertex One brand potentiostat. The potentiostat 
device is controlled by Ivium Soft ™ software, which 
is used for both data collection and data analysis and 
includes different electrochemical techniques.  The 
analyses were performed by DPV, CV and SWV 

techniques. The bare and BF2BA/PtE were also 
characterized by EIS. Electroanalytical measurements 
were made in an electrochemical cell (BASi C3 Cell 
Stand) with a three-electrode system. In the three-
electrode system consisting of platinum electrode 
(BASi®-MF-2113) as working electrode, platinum 
wire electrode (BASi®-MW-1032) as auxiliary 
electrode and Ag/AgCl (BASi®-MF 2052) reference 
electrode as comparison electrode were used. Before 
each measurement in the voltammetric cell, nitrogen 
gas was passed for about 5 minutes to remove oxygen 
from the solution inside the cell. 

3-Furan boronic acid (3FBA), benzofuran-2-
carboxylic acid (BF2CA), aniline-2-sulfonic acid 
(An2SA) and benzofuran-2-boronic acid (BF2BA) and 
citric acid were obtained from Sigma-Aldrich 
Chemical Company. Potassium ferricyanide 
(K3[Fe(CN)6]), potassium dihydrogen phosphate 
(KH2PO4), sodium monohydrogen phosphate 
(Na2HPO4), potassium chloride (KCl) were also 
purchased from Sigma-Aldrich. Sodium acetate 
(CH3COONa), acetic acid (CH3COOH) were 
purchased from Across Organics Company. 
Acetonitrile (AcN), Sodium hydroxide, sodium 
perchlorate (NaClO4), nitric acid (HNO3) were 
supplied from Merck (Darmstadt, Germany). 
“Ronkotol” is a liquid drug. It was purchased from the 
pharmacy and, was used as a source of SBS. 

2.2. Construction of the modified sensor 
(BF2BA/PtE) 

Firstly, monomer solutions were prepared 3-furan 
boronic acid (3FBA), benzofuran-2-carboxylic acid 
(BF2CA), aniline-2-sulfonic acid (An2SA) and 
benzofuran-2-boronic acid (BF2BA) in Water:AcN 
(1:1) mixture containing 0.1 M NaClO4. Platinum 
electrode surface was modified with each of the 
mentioned monomers by electrochemical method and 
SBS voltammetric responses of these electrodes were 
obtained. The best answer for SBS was obtained on the 
surface of modified PtE, which was produced by 
BF2BA (4 mM, 4 cycle, 50 mV/s). 

2.3. Electrochemical procedures 

Electrochemical analyzes were performed using three 
different techniques such as CV, DPV and SWV 
techniques. CV and EIS techniques were also used to 
obtain information on the surface properties of the bare 
PtE and BF2BA / PtE. For CV analysis, scanning speed 
50 mV s-1 and equilibrium time 2 s were used as 
measurement parameters in the potential range of -0.6 
- 1.2 V. DPV analysis was performed after two seconds 
of equilibration time in the potential range 0.0 to 1.2 V.  
For DPV analysis were applied as pulse amplitude 10 
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mV and pulse time 10 ms. As in the DPV analysis, 
SWV analysis was performed after two seconds of 
equilibration time in the potential range 0.0 to 1.2 V. 
For SWV analysis was applied under optimum 
conditions (pulse amplitude; 20 mV, frequency; 80 
Hz). The standard SBS solution was prepared by 
citrate-phosphate buffer. Then, before making 
electrochemical measurements, the prepared SBS was 
taken from the standard solution and diluted with 
electrolyte solutions. The calibration curve was 
obtained by plotting the voltammetry oxidation peak 
current values on the BF2BA / PtE against increasing 
SBS concentrations. The limit of detection (LOD) and 
limit of quantification (LOQ) were calculated 
according to “3 S/m” and “10 S/m”, 
respectively [30,31]. “S” in these equations is the 
standard deviation of the oxidation peak currents, “m” 
is the slope of the calibration curve. In order to test the 
applicability of the prepared BF2BA/PtE, 
electroanalytical detection study and recovery studies 
were performed in synthetic urine samples.  

3. Results and Discussion 

3.1. Calculation of effective surface area 

CV technique was used to calculate the electroactive 
surface areas of the electrodes. CV measurements 
taken with increasing scan rates were used to calculate 
the electroactive surface areas of the bare PtE and 
BF2BA/PtE. These CV results were shown in Figure 
1. For calculate of the electroactive surface areas was 
used Randles Sevcik equation. According to Randles 
Sevcik equation, the square root (ѵ1/2) of increasing 
scanning rates against current (IP) values was plotted. 
The effective surface area of the electrode was 
calculated from the slope values of this curve. The peak 
current of a reversible electrode reaction at 25 °C is 
indicated by the following Randles Sevcik equation 
(Eq. 1).  

IP = 2.69 x 105 n3/2 AD1/2 v1/2 C [1] 

In the Randles Sevcik equation, Ip indicates oxidation 
peak current (Ampere), n is the number of electrons 
transferred , A is the surface area of the electrode 
(cm2), D is the diffusion coefficient (cm2 s−1), ν is the 
scanning rate (V s−1) and C (mol cm−3) is the 
concentration of ferricyanide in potassium chloride 
electrolyte as redox probe.  D is 6.67 × 10-6 cm2 s−1 at 
constant pressure and temperature, n is 1, and C is 6 
mM for oxidation and reduction of potassium 
ferricyanide [32,33].  

 

 

 

Figure 1. The CVs of 6.0 mM ferricyanide in 0.1 M KNO3 of bare PtE (A) and BF2BA modified electrode (B) at different 
scan rates   (40, 80, 120, 160, 200, 250, 300, 350 and 400 mV.s–1)(inset:peak current-square root of scan rate graphs of the 
bare and the modified electrode) 
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As seen in the voltammograms from Figure 1A and 
Figure 1B, increases in the oxidation peak are due to 
electrochemical stimulation. The shift of the reduction 
peak potential to negative and the oxidation peak 
potential to positive can be explained by the increase 
in the electron transfer rate as a result of the increase in 
the effective surface area of the electrode. According 
to the calculated results, the surface area for the bare 
PtE was found to be 0.0215 cm2 and the surface area 
after electrochemical stimulation of the prepared 
BF2BA / PtE was found to be 0.0076 cm2. 

The electrochemical impedance spectroscopy (EIS) 
was employed for investigate the modification effect 

of the BF2BA/PtE. Impedance spectra were fitted to 
equivalent circuits (Figure 2) using ivium software. In 
the Nyquist curves, the increase in the diameter of the 
semicircle recorded at high frequencies indicates that 
the electron transfer speed on the electrode surface is 
slow, and the decrease in the diameter indicates that the 
electron transfer speed on the surface is high. Nyquist 
plots of the modified electrode represent a larger 
semicircle in the high frequency region than that 
observed for the bare electrode. From this change can 
be concluded that the surface resistance is greater and 
consequently the conductivity is lower. This change 
also confirms the film structure on the modified 
electrode surface.

 

 

 

 
Figure 2. Impedance spectra of bare PtE and BF2BA/PtE. 

 

3.2. The effect of monomer type, concentration, film 
thickness and scan rate on the SBS response 

In order to examine the electrochemical behavior of 
SBS, firstly, it is necessary to determine of the 
monomer type to be used for optimum film structure 
was carried out by using different monomer structures. 
For this purpose; 3FBA, BF2CA, An2SA and BF2BA 
were electropolymerized on the PtE and the resulting 
electrodes were used for SBS determination with DPV 
technique. According to Figure 3, the prepare electrode 
with using BF2BA, was given high peak current for 

1.15 mM SBS. Thus, BF2B/PtE was chosed the 
optimum electrode for SBS deduction. 

The voltammograms obtained in the determination of 
SBS by DPV method are given in Figure 3(A). The 
highest peak current corresponds to PtE modified with 
BF2BA. The effect of BF2BA concentration (2; 3; 4; 6 
and 8 mM) in electrode modification on SBS oxidation 
peak current was investigated and the optimum 
monomer concentration was found to be 4 mM (Figure 
3(B)).  
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Figure 3. A; Effect of monomer type on DPV responses for 1.15 mM SBS. B; Effect of BF2BA concentration on DPV 
responses for 1.15 mM SBS. 
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Figure 4. A; Effect of coating thickness on DPV responses for 1.15 mM SBS. B; Effect of scan rate on DPV responses for 
1.15 mM SBS. 

In this study, the thick of the polymer film was 
determined by studying cycle number with CV method 
during electropolymerization process. As shown in 
Figure 4(A), film thickness of 4 cycles in 
polymerization cycles increased the current response 
of SBS. As the number of cycles increased further, 
thicker films were formed and SBS responses 
decreased. From these results, it was understood that 
the optimum film thickness was obtained with 4 cycles, 
and in subsequent studies, the film thickness was used 
as 4 cycles. The effect of scan rate during the 
electropolymerization process was investigated in the 

range of 30 - 70 mV/s. As can be seen in Figure 4(B), 
it is clear that the DPV response of the electrode 
modified with a scanning speed of 50 mV/s was the 
best. 

3.3. Influence of electrolyte type, and pH on SBS 
peak Current 

After selecting the monomer type, the best electrolyte 
solution for the analyte and the pH value of this 
electrolyte solution were determined. To determine the 
optimum electrolyte type for the determination of SBS, 
citrate buffer (CB), acetate buffer (AB), phosphate 
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buffer (PB), Britton Robinson buffer (BRB) and 
citrate- phosphate buffer (C-PB) were used. The results 
obtained for DPV technique on modified electrode 
surface at different electrolyte for SBS are shown in 
Figure 5(A). In accordance with results, maximum and 
best peak currents for SBS were obtained in 0.15 M C-
PB solutions. The effect of pH value of the C-PB on 
the SBS response of the BF2BA/PtE was investigated 

with using 6.0, 6.5, 7.0, 7.5 and 8.0 pH values C-PB 
solutions by DPV technique. The results obtained from 
DPV technique on modified electrode surface at 
different pH values for SBS are given in Figure 5(B). 
In accordance with results, maximum and best peak 
currents for SBS were obtained in 0.15 M C-PB at pH 
7.5.

 

 
Figure 5. A;Effect of electrolyte type on DPV responses of prepared BF2BA/PtE for 1.15 mM SBS. B; Effect of pH value 
on DPV responses of prepared BF2BA/PtE for 1.15 mM SBS. 
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3.4. Optimizations of the SWV technique 
(Accumulation potential and pccumulation time) 

The SWV technique was more sensitive and is a more 
suitable technique for analyzing low concentration 
analytes than the DPV technique. Therefore, SWV 
technique was used in quantitative studies of SBS. The 
effect of the accumulation potential to the SBS peak 

current for 10 s and 300 rpm in 0.15 M pH 7.50 citrate-
phosphate buffer was investigated by SWV in the 
range 0.25 to 0.45 V (Figure 6(A)). The results showed 
that optimum accumulation potential increased up to 
0.35 V and then decreased. Therefore, it was decided 
to operate at a potential of 0.35 V in subsequent 
studies.

 

 
Figure 6. A; Effect of accumulation potential on 1.15 mM SBS SWV peak current in 0.15 M C-PB, pH 7.50. B; Effect of 
accumulation time on 1.15 mM SBS SWV peak current in 0.15 M C-PB, pH 7.50. 
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In order to determine the effect of the accumulation 
time on the SBS voltammetric response, it was studied 
in the range of 5-25 s and the voltammograms obtained 
were examined. According to these results, the 
optimum accumulation time was 15 s (Figure 6(B)). 

3.5. Analytical parameters of the prepared 
modified electrode 

SWV measurements were carried out with BF2BA/PtE 
at increasing SBS concentrations under optimal 
experimental conditions. SWV responses obtained at 
increasing SBS concentrations are given in Figure 7. 
Peak currents increased linearly with increasing SBS 
concentration. According to SWV measurement 

results from Figure 3 to Figure 6, the electrochemical 
performance and SBS selectivity of the modified 
electrode were determined. With the developed sensor, 
it has ensured the sensitive and selective determination 
of SBS in a wide linear range of 50-2000 µM and the 
obtained calibration curve given in Figure 7 (inset). 
With the calibration curve obtained, LOD value for the 
modified electrode was determined. The LOD value of 
the modified electrode was calculated with the 
equation LOD = 3S/m (S standard deviation; m is the 
slope of the calibration curve) and was determined as 
49.14 µM. The LOQ value of the modified electrode 
was calculated with the equation LOQ = 10S/m and 
was determined as 163.80 µM.

 

 
Figure 7. SWV responses of BF2BA modified electrode at 50, 150, 200, 400, 500, 750, 1000, 1250, 1500 and 2000 µM 
SBS concentrations.  Calibration curve for increasing SBS concentrations (inset). 

3.6. Reproducibility results of the prepared 
modified electrode 

To test the reproducibility of the prepared electrodes, 
SWV responses were received of 500 µM SBS 
solutions in 0.15 M C-PB (pH 7.50) on BF2BA/PtE. 
The voltammograms obtained for reproducibility 
results of modified electrode are given in Figure 8. The 
reproducibility of the voltammetric responses obtained 
with ten measurements using the modified electrode 

indicates that the stability of the present method is very 
good. According to the voltammograms obtained, SBS 
peak currents are given as bar graphs in Figure 8(inset 
graph). The standard deviation and the % relative 
standard deviation (% RSD) of modified electrode 
calculated 0.14 and 1.11 respectively, from the bar 
graph in Figure 8. As a result, the reproducible, highly 
stable and extremely sensitive (98.89%) of prepared 
sensor and SBS determination method proved.
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Figure 8.  The reproducibility of BF2BA/PtE in C-PB for 500 µM SBS (pH 7.50) (n = 10). Inset graph; reproducibility bar 
graph of BF2BA/PtE. 

 

3.7.  Interference effect on the SBS determination 

In order to evaluate the selectivity of the modified 
electrode, some biological molecules (dopamine (DA), 
uric acid (UA) and glucose (GC)) were tested under 
optimized conditions. The interferent study was carried 
out in the presence of 50 μM concentration of various 

non-target agents. No interference in the 
voltammograms was observed as shown in Figure 9, 
which confirmed excellent specificity of the electrode. 
Therefore, the designed modified electrode has good 
selectivity for the determination of low levels of 
analytes.

  

 
Figure 9.  SWV Curves of BF2BA/PtE in C-PB a) in the presence of 50 μM DA, UA and GC, b) in the presence of 50 μM 
UA, DA and GC with 500 μM SBS. 

3.8. Real sample analysis  

In order to test the applicability of the produced 
BF2BA / PtE, the SWV technique was used to 

determine the amount of SBS in synthetic urine 
samples. 
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Table 1. Analysis of synthetic urine sample added to SBS standard solution using SWV technique. 

Sample  Original found in 
sample (µmolL-1) 

Standard added 
(µmolL-1) 

Total Found 
(µmolL-1)a 

RSDb 

(%) 

R  

(%)  

Synthetic 
urine 

Not detected 50.00 50.84 ± 0.010 

 

0.386 101.68 

 

Synthetic 
urine 

Not detected 150.00 153.32 ± 0.003 

 

0.064 102.22 

Synthetic 
urine 

Not detected 200.00 220.86 ± 0.012 0.171 110.43 

a) Average of three measurements. b) RSD is three replicate of found concentration. 

High peak current values, which are oxidized at the 
same potentials, are acquired with the SWV technique. 
Three consecutive concentrations were added to the 
synthetic urine sample to determine the SBS in the 
flacon samples with the electrodes obtained with the 
BF2BA modification of Pt. The recovery results 
obtained were given in Table 1. As can be seen from 

the table, detection of SBS contentin the range 101.68 
to 110.43% of the labeled value showed good 
agreement. According to the results obtained, it is 
consistent with the amount of SBS of the proposed 
method with recovery value for determining the 
amount of SBS in flacon samples.

 

Table 2. The comparison of SBS detection methods with the literature 

Methods Electrode/ Modifier 
sensors 

Linear range, M LOD, M Ref 

 

DPV 

 

GCE/ AHNSA 

 

0.2 x 10-6 ∼ 8.0 x 10-6 

 

6.8 x 10-8 

 

[26] 

SWV NGITO 2.09 × 10−11  ∼ 9.5 × 10−12 3.13 × 10−11      [27] 

MIP Ag-N-RGO 0.03 x 10-6 ∼20.0 x 10-6 7.0 x 10-9 [29] 

 GCE/ NiFe2O4 2.0 x 10-6 ∼ 60.0 x 10-6 1.0 x 10-6  [34] 

SWV GCE/MWNT 8.0 x 10-7 ∼ 1.0 x 10-5 2.0 x 10-7 [35] 

SWV PtE/ BF2BA 50.0 × 10−6 ∼ 2000 × 10−6 49.14 × 10−6  This study 

GCE/ AHNSA : glassy carbon electrode/ 4-amino-3- hydroxynaphthalene sulfonic acid  

NGITO  : nanogold modified indium tin oxide electrode 

MIP   : molecularly imprinted polymer  

GCE/ NiFe2O4  : glassy carbon electrode /NiFe2O4 nanoparticles  

GCE/MWNT : glassy carbon electrode/ multicarbon nanotubes 

PtE/ BF2BA : platinum electrode / benzofuran-2-boronic acid 

 

The comparison of SBS detection methods with the 
literature was given in Table 2. According to Table 2, 
prepare electrode has short response time, easy 
preparation advantage and high reproducibility. Thus, 
prepared BF2BA/PtE has the potential to be used in 
biomedical applications and in the medical field. 

4. Conclusions 

In this study, firstly, the modification of Pt with 
BF2BA electrode was successfully produced by 
electropolymerization. Then, electroanalytical SBS 
responses of prepared BF2BA/PtE were investigated in 
C-PB (pH 7.50) solution by Cyclic Voltammetry, 
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Differential Pulse Voltammetry and Square Wave 
Voltammetry techniques. The electrochemical 
performance of the BF2BA/PtE was also confirmed by 
CV and EIS experiments. The low LOD and LOQ 
values were obtained with the prepared modified 
electrode for the determination of SBS. The developed 
method was applied with 91.47 %-110.43 %recovery 
of SBS in the flacon sample. The applications of the 
BF2BA/PtE have proven to show excellent 
reproducibility and stability. As a result, synthetic 
urine sample applications have confirmed that the 
method has been applied successfully. Thus, it has 
been proved that SBS in real samples can easily detect 
with the developed novel BF2BA/PtE and this 
BF2BA/PtE has the potential to be used in biomedical 
applications and in the medical field.  
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Abstract  
Sensitive and easy applicable analysis of Quercetin molecules was executed whereby solid 
phase extraction (SPE) and molecular spectrophotometric determination. For the 
determination of quercetin, an accurate, economical, time-saving and a new environmentally 
friendly method has been developed with a simple spectrophotometer device available in every 
laboratory. As a solid-phase sorbent, a new polymer nanocomposite has been synthesized and 
characterized by Fouirer Transform Infrared Spectroscopy (FT-IR) and Scanned Electron 
Microscopy (SEM). Experimental solid phase extraction variables have been investigated and 
optimized step by step, such as pH, adsorption time and desorption conditions, etc. According 
to optimization results, desorption of quercetin molecules was carried out by 2-propanol 
solvent and absorbance of eluent solutions were measured as systematic at 255 nm and at 370 
nm. However, the best results were obtained at 370 nm wavelength. Therefore, all 
measurements were made at 370 nm.  (LOD) means that the detection limit and (LOQ), the 
quantitation limit values for quercetin were calculated as 5.97 ng mL-1and 17.91 ng mL-1, 
respectively. Standard addition and recovery experiments were performed as an indicator of 
the accuracy of the method. The method developed was effectively conducted to model 
solutions. 
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1. Introduction 

 

Flavonoid molecules in food samples have a long 
history of natural sources of antioxidants. The 
determination of such molecules in real samples 
attracts much attention in many countries.  Main 
properties of these compounds can be displayed such 
as anti-carcinogenic, anti-allergic, anti-inflammatory, 
and antiviral action[1]. Quercetin, which is 
systematically named as (3,5,7,3′, 4′-
pentahydroxyflavone) by IUPAC, is in the flavonoid 
class of bioflavonoids. Molecular formula of quercetin 
was given in Figure 1.  

 
Figure 1. Molecular structure of quercetin 

Quercetin is mostly existed in various samples such as, 
coffee, tea, vegetables, seeds, fruits, fern and natural 
dyes. Flavonoids are actually bioflavonoids that are 
composed of more than 6000 different species found in 
every plant. It gives plants bright yellow, orange and 
red colors that dazzle our eyes. Most flavonoids act as 
antioxidants in the human body. With these functions, 
they prevent the cells from being damaged by 
neutralizing the excessively reactive molecules 
containing oxygen. They show a 2-phenyl benzopyron 
structure (C6-C3-C6) with 15 C atoms. They are 
considered as polyphenolic compounds due to their 
structure. Since their skeletal structures are different, 
they have derivatives such as flavone, flavonol, 
flavonone, biflavonoid, chalcone. Flavonoids have 
been reported to have other properties than antioxidant 
properties. These properties can be summarized as 
follows; antitumor effect, antiviral effect, 
antithrombotic effect, anti-inflammatory effect, 
antiallergic effect, protection effect from 
atherosclerosis and coronary heart diseases[2,3]. 

Flavonoids constitute one of the most characteristic 
classes of compounds found in most plant species. The 
vast majority of flavonoids are easily recognized as 

http://dx.doi.org/10.17776/csj.937421
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flower pigments in the flowering plant family but are 
not always floral pigments. Analysis of flavonoids has 
interested much attention by many researchers from 
different and interdisciplinary so like that chemistry, 
pharmacy, medicine, biology area etc. Quercetin, a 
polyphenol belonging to the class of flavonoids, is 
categorized as flavonol, one of the subclasses of 
flavonoid compounds.[4]. Thanks to its superior 
chemical and biological properties, quercetin has 
proven to have an important role in the treatment of 
many diseases such as ulcers, allergies, diabetes, 
cancer, cardiovascular and inflammatory diseases. 
[5,6]. Quercetin molecules acts as a free-radical 
scavenger and shows a useful antioxidant properties  
for human health [7]. Various analytical methods are 
used for analysis of quercetin molecules in real 
samples such as spectrophotometric [2], 
chromatographically [8] and electroanalytical methods 
[9]. Mostly, a pre-concentration method is combined 
with these technical[10]. Simple and reliable 
separation and pre-concentration methods are 
generally preferred for the sensitive determination of 
naturally occurring biomolecules in samples. The 
primary challenge of this type of analysis is to assess 
the success of the pretreatment method.  Solid phase 
extraction approaches are mostly preferred owing to 
easy applicable properties. The major advantages of 
combining this approach with the conventional 
analytical method are the ability to determine the trace 
analyte without the use of complicated or expensive 
tools. The richest food sources of natural antioxidant 
quercetin are  broccoli , grapes, apples, citrus fruits 
,strawberries, cherries,  onions ,capers, buckwheat, 
green leafy vegetables, hazelnuts and black tea[11]. By 
cause of the complex matrix and the trace amount of 
quercetin in real samples, a good sample preparation 
and method development is needed to identify target 
molecules. The main challenge in this procedure is to 
do the preconcentration method correctly. The better 
this step, the more successful the enrichment process. 
Magnetic solid phase extraction is preferred as a simple 
method to concentrate target molecules prior to the 
detection step. [12]. For this, it is applied by interacting 
with target molecules using magnetic solid phase 
extraction, which is one of the sample preparation 
techniques, before the determination process. [13]. 
Newly, more and more of these utilizations have given 
the use of hybrid nanoparticles for the selective 
extraction of trace species from a complex matrix 
environment[14–16]. The major advantage of 
combining this approach with the conventional method 
of analysis is the ability to determine the trace analyte 
without the use of complicated or costly tools[17].  

In the light of the information described above, as part 
of current study, a method for the adsorption and 
enrichment of quercetin in model solutions with a 
newly developed polymeric material was developed 
with the help of UV-VIS spectrophotometer. The 
developed method is applied to model solutions. A 
method has been developed for the separation and 
enrichment of quercetin in model solution and its 
determination by UV-VIS spectrophotometer. In this 
method, a new polymeric material was synthesized and 
characterization studies were carried out. By 
optimizing the necessary analytical parameters (pH, 
adsorption time, extraction solvent volume, etc.), 
recovery studies were carried out for the quantitative 
analysis of quercetin. 

2. Materials and Methods 

2.1. Apparatus   

A spectrophotometer (Shimadzu, UV-Visible 1800, 
Japan) equipped with a 1 cm quartz cell was used for 
absorbance measurements. This spectrophotometer has 
in the wavelength range of 190–1100 nm. A pH meter 
with a glass electrode (Hanna, Germany) was used to 
measure the pH values. A centrifuge (Elektromag 
centrifuge, Turkey) was used to accelerate the phase 
separation.  Orbital shaker (Elektromag) was used to  
achieve homogenization between the analyte and the 
synthesized material.  FT-IR analysis of developed 
material was carried out by using the FT-IR 
spectrophotometer (Bruker) for checking of functional 
groups in the range of 400–4000 cm−1. The surface 
morphology of solid phase material was observed with 
a scanning electron microscope (TESCAN MIRA3 
XMU, FEG-SEM, Brno, Czechia).    

2.2. Reagents 

Ultrapure Milli-Q water (18.2 MΩ cm, Millipore 
Corporation, Turkey) was used in all of the 
experiments.  A 500 μg mL-1 of Quercetin solution 
(Sigma, St. Loius, MO, USA) was prepared by 
dissolving quercetin in isopropanol 0.02 M Britton-
Robinson (BR) buffer solution was used to work at 
required pH values. Acryl amide(AA), N,N′-
methylenebisacrylamide , ammonium persulphate, and 
fuchsin acid (FA) were also used at analytical grade. 
The chemicals contained in this buffer are as follows. 
0.024 M H3BO3 (Merck), 0.02 M H3PO4 (Merck) and 
0.02 M CH3COOH (Merck) that has been set to the 
wanted pH with 0.1 M NaOH. 

2.3. Synthesis of solid phase material 

A new adsorbent was synhtezied for using as solid 
phase sorbent(PAA@FA).  It is widely known 
polymeric material with some minor modifications. 
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PAA@FA was prepared by a chemical reaction by 
means of adding fuchsin acid (FA) during poly acryl 
amide (PAA) formation. It is well known grafting 
procedure for this type[18,19] materials. Briefly, 200 
mg of FA were dissolved completely in the solution 
including 5 g of acrylamide and 0.5 g of cross-linker 
(N,N′-methylenebisacrylamide) in 10 mL of water. 
Then, the mixture was kept in ultrasonic water bath for 
10 min and mixture at 500 rpm on a magnetic stirrer. 
For starting of polymerization reaction, 0.2 g of 
ammonium persulphate was transferred to this solution 
immediately. After the polymerization reaction was 
sustained by adding 100 μL of N,N,N′,N′-
tetramethylethylenediamine (TEMED) at room 
temperature. PAA@FA was washed with ultra-pure 
water for five times and ethanol for 2 times in order to 
remove non-grafted reagents. The collocted composite 
was dried at 40 °C in a vacuum oven. 

2.4.The solid phase extraction procedure  

10 ml of fractional sample containing Quercetin 
(within 10- 1200 ng mL-1) was located in a falcon tube. 
Then 1.0 mL of pH: 4.00 buffer, 50 mg of adsorbent 
(PAA@FA) were suplemented and completed to 10 
mL with ultra-pure water. The latest solution was 
retained on an orbital shaker at 100 revolutions per 
minute for 40 minutes. At the end of this period, the 
adsorbent was isolated from the aqueous medium by 

centrifugation at 4000 revolutions per minute for 5 
minutes. The watery phase was ejected with the help of 
an injector and the adsorbent phase was gathered at the 
base of the tube. And then,  400 µL of 2-propanol was 
joined later, stripping adsorbed quercetin molecules 
using a wormhole for 30 s prior to spectrophotometric 
detection at 370 nm. Another blank solution was 
subjected to the same process. Finally, the quantity of 
Quercetin was determined using either the calibration 
curve obtained directly from the spectrophotometer or 
the standard addition method. 
2.5. Application to model solutions 

The suggested method was practiced to model 
solutions including quercetin at various 
concentrations. The prepared model solutions were 
filtered through Whatman grade No. 40 filter paper. 20 
mL of this solution was treated under the developed 
method.   

3.   Results and Discussion 

3.1. Selection of working wavelength  

  Figure 2 exhibits the absorption spectra of Quercetin 
after SPE for five different concentration levels. The 
obtained results showed that maximum absorbance 
occurs at 255 and 370 nm. As is shown, the absorbance 
of target molecules increased progressively with 
concentration at both wavelengths. 

  
Figure 2. Absorption spectrum of Quercetin solutions in different concentrations after SPE 
3.2. Characterization of synthesized material 

The FT-IR spectra of the used polymeric material 
(PAA@FA) was illustrated in Figure 3. The spectrum 
of PAA showed a broad band of NH2 at 3300 cm−1, 
peaks of carboxyl and amide groups (CONH2) at 1600–

1700 cm−1, and a C-N stretch at 1000–1200 cm−1  [20]. 
There was no significant difference between PAA and 
FA because the concentration of the grafted molecules 
was very low. Only, the grafting procedure can be 
provided by increasing peak at 2800 cm-1. 
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Figure 3. FTIR spectrum of new developed polymeric material (Red: PAA, Blue: PAA@FA) 

SEM images of PAA@FA was shown in Fig. 4. The 
surface morphology of PAA@FA is clearly seen in this 
figure with different focusing centers. The image of 
PAA@FA demonstrates a porous and bittie surface 

structure, while it displays an in-order surface and 
smoother structure. Adsorbent surface morphology is 
suitable for adsorption of target molecules.    

 
Figure 4. SEM image of new developed polymeric material 
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3.3. Effect of pH 

Considering the pH of the sample solution on both 
adsorption and enrichment factor, it is of great 
importance to study this parameter. The effect of pH 
on extraction efficiency was studied by changing the 
pH of the sample solution from 2 to 10. The results 
were shown in Figure 5. The signals of Quercetine 
increased until pH 4.0 and decreased beyond this pH. 
Possibly, an increase in pH resulted in a decrease in the 
transfer of Quercetin molecules.  The pKa value of the 
quercetin is 6.38 [21]. Beyond this value, hydrogen ion 
seperate from quercetine and the molecule turns into 
ionized negative charged form. And, this change 
decrease the extraction efficiency.  Then, the next 
studies were continued by using pH 4.0 buffer. After 
suitable pH were selected, the concentration of buffer 
(0.1 M) was studied within the framework 0-2 mL by 
means of changing volume of buffer. According to 
experimental results as illustrated Figure 5, better 
signals were achieved using 1 mL buffer solution.    
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Figure 5. The effect of pH on developed method 

                                       

Volume of pH 4.0 Buffer, mL

0,0 0,5 1,0 1,5 2,0 2,5

A
bs

or
ba

nc
e

0,02

0,04

0,06

0,08

0,10

0,12

0,14

 
Figure 6. The volume effect of pH on developed method 

3.4. Eluent( desorption) type and its volume 

The suitable solvent should be chosen for desorption 
process which directly effects success of pre-
concentration method. Therefore, one of the most 
important steps in SPE experiments is to determine the 
most ideal solvent for the elution process. In addition, 
when choosing the eluent, its suitability to the 
detection system should also be considered. The 
change of analytical signals by different solvent types 
on desorbing of Quercetin out of PAA@FA were 
studied and the results were presented in Figure 7. As 
shown in the Figure, the best signals of Quercetin after 
SPE were acquired through isopropanol (2-proponal).  
In our study, the volume of elution solvent is one of the 
important parameters to obtain a high preconcentration 
factor (PF). Because PF decrease while the volume 
increases due to dilution effect. For this reason, the 
affect of eluent volume on pre-concentration of 
Quercetin was examined in the scope of 300-1500 µL. 
As reflected from Figure 7 the best signal values were 
acquireed with 600 µL 2-propanol. Consequently, next 
steps were pursued utilizing this value. 
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Figure 7. The effect of desorption solvent   
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Figure 8. Volume optimization of desorption solvent 
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3.5. Optimization of adsorption and elution time  

Our goal in this optimization step is to ensure that the 
experimental procedure is completed as soon as 
possible. The developed method includes two main 
steps: pre-concentration and determination. As is 
known, the determination step is a routine 
spectrophotometric analysis and there is nothing that 
can be done to shorten this step. For this reason, solid 
phase extraction experiments, which the enrichment 
step, were studied and evaluated in terms of time. SPE 
procedures include adsorption and desorption steps. 
The adsorption step of SPE was carried out using 
orbital shaker at room temperature. Secondly, the 
desorption step of SPE was performed by vortexing at 
100 rpm. Time optimization for the adsorption step 
was investigated in the range of 0 to 100 minutes using 
200 ng mL-1 Quercetin model solutions. Desorption 
time was optimized using model solutions in the range 
of 5-60 s. As seen in Figure 9, 40 minutes is sufficient 
for complete adsorption of quercetin molecules at a 
shaking speed of 100 rpm. In addition, 30 seconds of 
vortexing is sufficient for all of the analyte to pass into 
the elution solution. 
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Figure 9. Optimization of adsorption time on the developed 
method 

3.6. Reusability properties of material 

One of the most important properties of a new 
developed material is reusability studies. The analysis 
cost of a new method is directly affected of new 
material.  In a solid phase extraction method, if sorbent 
phase can be applied once more, the cost of the analysis 
decreases. The measure of the reusability of a material 
shows the robustness of that material.  

For this study, the new polymeric material was 
weighed and run the optimized extraction conditions. 
After every use, the amount of adsorbed quercetin 
molecules was compared previous one. The 
experiments were kept to obtain 5.0 %   a change in 
measured amount of quercetin.  It was noticed that 
there isn’t significant change in the signal after 10 
times use. Then for each experiment, polymeric 
material was washed with 2.0 mL isopropanol twice 
after each use.   

3.7. Analytical characteristics 

The analytical frameworks of the proposed method 
were studied step by step that is, LOD and LOQ, linear 
range ,repeatability ,regression equation and pre-
concentration factor. The linearity of method was 
observed in the range of 20-800 ng mL-1.  

LOD and LOQ values were calculated as 5.97 and 
17.91 ng mL-1, respectively. The preconcentration 
factor was determined as a factor of 16.7 because SPE 
experiment started with 10 mL and final volume of 
solution was 0.6 mL after SPE. Moreover, the 
enrichment factor was also found as 36 by calculating 
the ration between slopes of the calibration plots before 
and after SPE.  

 

 

 

 
 Table 1. Analytical qualities of the presented method . 

Parameters The Values   

 Before SPE After SPE 

Linear range       0.8–5.0 µg mL-1 20–800 ng mL-1 

Slope 0.009 0.324 

Correlation coefficient (r2) 0.9928 0.9915 

RSD (%)   3.5 (for 1.00 µg L−1, n: 5) 2.8 ( for 200 ng mL-1, n: 5) 

LOD   0.24 µg L−1 5.97 ng mL-1 

LOQ   0.72 µg L−1 17.91 ng mL-1 
 Preconcentration factora - 16.7 

Enrichment factorb - 36 
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3.8. Determination of Quercetin in Model Solutions 

Application of the submitted method was tested via 
model solutions.   Repeatability, and accuracy values 
was evaluated by relative standard deviations and 
recovery values, respectively. Every sample was 
analyzed for 5 replicate.    The results were 

demonstrated in Table 2. Recovery studies were 
performed too after having been enriched with samples 
of known quercetin concentrations of 50 and 100 ng 
mL-1.  RSD % values were calculated as indicator of 
repeatability of method by considering intraday and 
interday analysis results. 

 

Table 2. Determination of Quercetin in model solutions (N=5) 

Sample 

 Added Found 
Recovery 

% 

intraday interday 
Quercetin  
ng mL-1 Quercetin 

ng mL-1 
    

RSD% 
    

RSD%   
  -  - -     - - - 

 Model Solution  50.00   50.78 ± 1.45  101.6 2.85 3.65 
  100.00 102.93 ± 2.52  102.9 2.45 3.52 

 

3. Conclusions 

In this presented study, a new polymeric adsorbent 
material was firstly synthesized for the enrichment and 
determination of Quercetin molecules. Solid phase 
extraction experiments and all necessary optimization 
processes were performed with this original material. 
The data obtained as a result of all these optimization 
processes; A new, economical, very simple and 
environmentally friendly analytical method has been 
developed for the separation and enrichment of 
quercetin molecules in model solutions by UV-

spectrophotometric determination.  An effective and 
easily method for determination of Quercetin 
molecules by means of the SPE. The method offers 
significant green advantages very little the use of 
organic solvents in the extracting process. The 
proposed methodology consists of a simple 
experimental procedure. The required experimental 
equipment can simply be provided by each analytical 
laboratory.  A comparison table was shown in table 3. 
As can be seen, the proposed method has similiar and 
comparable properties with literature.

 
Table 3. Comparison of the developed method with other existing methods. 

 

 

Pre-treatment Determination Limit of 
detection 

Pre-concentration factor 
(PF)or Enrichment 

factor(EF) 
Ref. 

Procedure Method 

Deep eutectic solvent in ultrasound-
assisted emulsification UV-VIS 18.8 μg L− 1 15 (PF)  [2] 

microextraction 
Amine-based liquid phase 

microextraction UV–VIS 70 μg L− 1 26.7 (PF) 
 

[21] 
Ultrasonic-assisted restricted access 
supramolecular solvent-based liquid 

phase microextraction 
UV–VIS 9.93 μg L− 1 30 (PF) [16] 

Magnetic solid phase extraction HPLC-DAD 1.46 ng mL-1 
125 (PF) 

[14]  
103.7 (EF) 

Solid Phase Extraction (SPE) UV–VIS 5.97 ng mL-1 16.7 (PF) 
36 (EF) 

The 
Developed 

Method 
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The number of methods used in the literature for 
analysis of quercetin molecules is generally used 
chromatographicall approeches. But, it is well known, 
every laboratury does not have this facilities. 
Spectrohotomeric methods and the used equipment are 
available in almost research laboratory. For this reason, 
the important of developed method can be understood 
better. 
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Abstract  
In this study, the adsorption of tetracycline (TC) onto polymeric microbeads was investigated. 
For this purpose, suspension polymerization was used to synthesize poly(2-hydroxyethyl 
methacrylate) [poly(HEMA)] microbeads. Cibacron Blue F3GA (CB) was covalently attached 
to poly(HEMA) microbeads and the microbeads were tested as an adsorbent for subsequent 
TC adsorption. The effects of various parameters, such as pH value, initial TC concentration, 
temperature, and contact time, were investigated. The maximum adsorption capacity (Q) of 
microbeads was found to be 9.63 mg g-1 at pH 7.0. The results showed that the adsorption 
process was fast and occurred spontaneously within the first 5 minute. The adsorption process 
was fitted to the Freundlich isotherm model. The thermodynamic parameters of the adsorption, 
the enthalpy (∆H°) and entropy (∆S°), were calculated as 69.26 kJ mol-1 and 0.290 kJ mol-1 K-

1, respectively. The Gibbs free energy (∆G°) was also calculated in the range of -11.069 kJ 
mol-1 to -17.159 kJ mol-1 with increase in temperature from 277 K to 298 K indicating that the 
TC adsorption process was spontaneous and endothermic. The results revealed that the 
poly(HEMA) microbeads could be effectively used to adsorption of TC from aqueous solution. 
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1. Introduction 

Antibiotics are widely used to cure pathogenic or 
bacterial diseases in animals and humans [1]. Besides, 
they are also used as feed additives in aquaculture and 
the poultry industry to promote animal growth [2]. 
Since most antibiotics are difficult to metabolize, a 
large fraction of ingested antibiotics is excreted in 
feces or urine into the environment [3] and pollutes soil 
[4] and water sources [5]. 

Tetracyclines (TCs), which comprise oxytetracycline 
(OTC), chlortetracycline (CTC), and tetracycline (TC), 
are commonly used antibiotics worldwide [6]. TC is an 
aromatic polyketide product of the biosynthetic 
pathway with poor absorption, low metabolism and 
overexploitation. Thus, the environmental pollution by 
TC residues affects human health and aquatic 
ecosystems [7]. 

At present, there are various technologies to remove 
TC from water, like coagulation [8], photocatalytic 
degradation [9], electrochemical processes [10], ion 
exchange [11], filtration [12], biological processes 
[13], sedimentation [14], ozonation [15], and 
adsorption [16]. Among these, adsorption is an 
attractive and effective process [17] due to its removal 
efficiency, safety, low-cost adsorbents, and easy 

operation [18]. Furthermore, various adsorbents, such 
as biological sludge [19], cryogels [20], activated 
carbons [21], metal oxides [22], chitosan [23], and 
polymers [24], are used to remove TCs. 

Reactive dyes are often used as affinity ligands for the 
adsorption or separation of proteins, enzymes and 
heavy metals. In addition, they are effective and can 
easily be attached to the carrier matrix. Cibacron Blue 
F3GA (CB) is a monochlorotriazine dye containing 
four amino and three sulfonate groups and has been 
used as an affinity ligand in various biotechnological 
studies [25]. 

In the present study, poly(2-hydroxyethyl 
methacrylate) [poly(HEMA)] microbeads were 
synthesized via suspension polymerization, and CB 
was covalently attached onto microbeads. 
Poly(HEMA)-CB microbeads were characterized by 
Fourier transform-infrared spectroscopy (FT-IR), 
elemental analysis, and scanning electron microscopy 
(SEM). Then, the effects of pH, initial TC 
concentration, temperature, and contact time on the TC 
adsorption onto poly(HEMA)-CB microbeads were 
examined. Furthermore, the adsorption mechanism, 
adsorption isotherms and kinetic parameters of TC 
adsorption were evaluated, and the thermodynamic 
parameters were also calculated and discussed. 

http://dx.doi.org/10.17776/csj.944066
https://orcid.org/0000-0002-7161-7003
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2. Materials and Methods 

2.1. Materials 

2-hydroxyethyl methacrylate (HEMA) and ethylene 
glycol dimethacrylate (EGDMA) were obtained from 
Fluka. 2,2’-azobisisobutyronitrile (AIBN), toluene, 

NaOH and ethylene glycol were obtained from Merck. 
Cibacron Blue F3GA (CB), tetracycline (TC), 
poly(vinyl alcohol) (PVA), CH3COOH, CH3COONa, 
NaH2PO4, Na2HPO4 and KNO3 were purchased from 
Sigma. The chemical structures of TC and CB were 
given in Figure 1.  
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Figure 1. The chemical structures of (a) TC and (b) CB  

2.2. Preparation of poly(HEMA) microbeads  

Poly(HEMA) microbeads were prepared by 
suspension polymerization in aqueous media [26]. 
Ethylene glycol dimethacrylate (EGDMA, 4 mL) and 
2-hydroxyethyl methacrylate (HEMA, 4 mL) were 
used as comonomers and mixed with toluene (4 mL) to 
prepare the organic phase. First, 0.2 g poly(vinyl 
alcohol) (PVA) was dissolved in 50 mL distilled water 
to prepare the dispersion medium. Then, 0.1 g of 2,2’-
azobisisobutyronitrile (AIBN) was dissolved in the 
monomer phase which was used as the polymerization 
initiator. The mixture was poured into a glass 
polymerization reactor (100 mL) and then, stirred 
magnetically at 400 rpm. The polymerization was 
performed at 65 °C for 4 h and at 80 °C for 2 h. After 
polymerization, the poly(HEMA) microbeads were 
washed with distilled water and ethanol several times 
to remove residuals. 

2.3. Cibacron Blue F3GA attachment to 
poly(HEMA) microbeads 

Poly(HEMA) microbeads (3.0 g) were magnetically 
stirred (400 rpm) with CB aqueous solution (3.5 
mg/mL, 100 mL) which was containing NaOH (4.0 g) 
at 80 °C for 4 h [26]. After incubation, CB-attached 
microbeads were filtered and for removing unattached 
CB, washed with ethanol and distilled water several 
times. 

2.4. Characterization studies 

To identify the morphology of the microbeads SEM 
(ZEISS EVO 40, Carl Zeiss AG, Germany) was used. 
FTIR spectrophotometer was used to characterized the 
poly(HEMA) microbeads, CB and CB-modified 

poly(HEMA) (poly(HEMA)-CB) microbeads (Perkin 
Elmer, Spectrum 100, USA). 
Elemental analysis was performed to determine the 
amount of CB attached to the poly(HEMA) 
microbeads (Leco Elemental Analyzer, CHNS-932, St. 
Joseph, MI). 
The size distribution and average size of the 
microbeads were detected by screen analysis 
performed with Tyler standard sieves (Retsch Gmb & 
Co., KG, Haan, Germany). 

2.5. Adsorption studies 

Adsorption studies were performed in a batch system 
containing 20 mL of TC solution and 0.02 g 
poly(HEMA)-CB microbeads. To detect the effect of 
the pH of the medium on the adsorption capacity (Q) 
of the poly(HEMA)-CB microbeads, TC solutions with 
various pH values (in the range of 3.0  to 9.0, 10 mg L-

1, 20 mL) were prepared using acetate or phosphate 
buffer (0.1 M). The microbeads were stirred 
magnetically at 200 rpm at 25 °C. In the concentration 
range of 1.0 mg L-1 to 50.0 mg L-1, the TC solutions 
were prepared at pH 7.0 to investigate the effect of the 
initial TC concentration on the Q of the poly(HEMA)-
CB microbeads at 4 °C, 12 °C and 25 °C (20 mL, 200 
rpm). After the adsorption of TC onto poly(HEMA)-
CB microbeads, the suspensions were centrifuged 
(Allegra 64R, Beckman Coulter) at 10,000 rpm for 10 
min. The concentrations of the initial and final TC 
solutions were measured spectrophotometrically at 358 
nm (Shimadzu-2100 UV-vis spectrophotometer). All 
batch studies were performed in triplicate. The amount 
of adsorbed TC was calculated as follows: 
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𝑄𝑄 =  (𝐶𝐶0 − 𝐶𝐶𝑒𝑒) 𝑉𝑉
𝑚𝑚

                (1) 
 
where Q (mg g-1) is the adsorption capacity, C0 and Ce 
(mg L-1) are the initial and final concentrations of the 
solution, respectively, V (L) is the volume of the initial 
solution, and m (g) is the adsorbent weight. 

2.6. Desorption and repeated studies 

To specify the performance of the adsorbent, 
adsorption-desorption cycles were performed five 
times by using the same microbeads. The initial TC 
concentration of the solution was 5 mg L-1 and the final 
volume was 20 mL at 25 °C. KNO3 (1 M) solution, 
ethylene glycol (10 %, w/w %) solution and 
KNO3:ethylene glycol (1:1; 1 M:10 %) mixture were 
used as desorption agents. The total volume of the 

desorption agents was 20 mL and was stirred 
magnetically (200 rpm) at 25 °C. The final TC 
solutions were measured spectrophotometrically. The 
desorption ratio was calculated as follows: 

 
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑅𝑅𝑅𝑅𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑎𝑎𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎𝑜𝑜 𝑇𝑇𝐶𝐶 𝑑𝑑𝑑𝑑𝑑𝑑𝑎𝑎𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑎𝑎𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎𝑜𝑜 𝑇𝑇𝐶𝐶 𝑎𝑎𝑑𝑑𝑑𝑑𝑎𝑎𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
× 100         (2) 

3.   Results and Discussion 

3.1. Characterization of the poly(HEMA)-CB 
microbeads 

The surface morphology was determined by SEM 
analyses (Figure 2). The SEM images reveal that the 
beads were homogeneous and spherical with a rough 
surface and a diameter in the range of 106 to 300 μm.

  

 
Figure 2. SEM images of poly(HEMA) microbeads 
 
According to the nitrogen stoichiometry determined by 
elemental analysis, the amount of attached CB to 
poly(HEMA) microbeads was 10.44 mg CB/g 
microbeads [26]. 

To examine the interaction between the poly(HEMA) 
microbeads and CB, the FTIR spectra of poly(HEMA) 
microbeads, CB and poly(HEMA)-CB microbeads 
were achieved (Figure 3). The FTIR spectrum of 
poly(HEMA) microbeads exhibited a characteristic O-
H stretching vibration band at 3200-3600 cm-1. The C-
H stretching band of CH3, the C=O stretching band, 
and the C-O ester stretching vibration band were 
observed at 2948 cm-1, 1716 cm-1, and 1247 cm-1, 
respectively. The C-Cl stretching band at 1087 cm-1 
and the S-O stretching vibration band at 1042 cm-1 and 
1022 cm-1, respectively, appeared in the FTIR 

spectrum of CB. In the FTIR spectrum of 
poly(HEMA)-CB microbeads, the characteristic O-H 
stretching vibration band appeared as a broad peak at 
3200-3600 cm-1. Due to the dye attachment to the 
polymer, some additional absorption bands that 
differed from poly(HEMA) microbeads were observed 
in the spectrum of poly(HEMA)-CB microbeads. The 
bands at 1022 cm-1, 1073 cm-1, and 1154 cm-1 can be 
attributed to the stretching vibration of S-O, the 
symmetric stretching of S=O, and the asymmetric 
stretching of S=O, respectively, and are a result of the 
CB attachment to poly(HEMA) microbeads. 
Additionally, vibrations of the primary and secondary 
amine groups of CB were observed at 849 cm-1 and 897 
cm-1. At 1534 cm-1, N-H bending was determined as a 
broad band. This result shows that CB was successfully 
attached to poly(HEMA) microbeads [26-28].
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Figure 3. FTIR spectra of poly(HEMA)-CB (green), CB (red), and poly(HEMA) (blue) 
 
3.2. Effect of pH value on TC adsorption 

One of the most important parameter in an adsorption 
proceses is the initial pH value of the solution. To 
identify the effect of the pH on the TC adsorption on 
poly(HEMA)-CB microbeads, 10 mg L-1 TC solution 
was prepared at various pH values ranging from 3.0 to 
9.0 (Figure 4). TC exhibits ionizable and polar groups 
such as amino, phenol, ketone, carboxyl and alcohol 
groups. It has three dissociation constants, and under 
acidic, partially acidic to neutral, and alkaline 
conditions, it appears as cationic species (pKa = 3.3), 
zwitterionic species (pKa = 7.68) and anionic species 
(pKa = 9.7), respectively [29]. Due to the amphoteric 
character of TC, the initial pH value of the aqueous 
solution can easily affect both the protonation of the 
TC molecule and the physicochemical properties of the 
adsorbent [30]. CB (pKa = 0.78), a monochlorotriazine 

dye, contains four basic primary and secondary amino 
groups and three sulfonic acid groups that affect ionic 
and hydrophobic interactions. CB dye molecules were 
covalently attached to the poly(HEMA) microbeads 
via the hydroxyl groups of the polymer and the reactive 
triazine ring of the dye [31]. The adsorption capacity 
of poly(HEMA)-CB for TC increased in the pH 
ranging from 4.0 to 7.0 and dramatically decreased for 
pH values higher than 8.0. These results could be 
caused by repulsive electrostatic forces between TC 
and the CB dye. Q was observed as 1.17 mg g-1 at pH 
7.0. Specific interactions, such as hydrogen bonding 
and electrostatic and hydrophobic interactions between 
poly(HEMA)-CB microbeads and TC, may result from 
the ionization states of the dye (i.e., sulfonic acid and 
amino) and TC (i.e., amino) at pH 7.0. In Figure 5, 
possible interactions between poly(HEMA)-CB and 
TC are also given. 

 

Figure 4. Effect of the pH on TC adsorption (CTC = 10 mg/L; T = 25 °C; mpoly(HEMA)-CB = 0.02 g; V = 20 mL) 
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Figure 5. Schematic representation of possible interactions between poly(HEMA)-CB and TC

3.3. Effects of initial concentration and contact time 
on TC adsorption 

Figure 6 shows the effect of the initial TC 
concentration on the adsorption at various 
temperatures (4 °C, 12 °C and 25 °C). The adsorption 

process was carried out for 24 hours. The adsorption 
capacity increased from 0.121 mg g-1 to 5.159 mg g-1 
and from 0.686 mg g-1 to 9.627 mg g-1 after increasing 
the initial TC concentration from 1 mg L-1 to 50 mg L-

1 at 12 °C and 25 °C, respectively. The maximum 
adsorption capacity did not change dramatically at 4 °.

 
Figure 6. Effect of the initial TC concentration on adsorption at different temperatures (CTC = 1-50 mg/L; mpoly(HEMA)-CB = 
0.02 g; V = 20 mL) 
 
To develop an effective and applicable adsorption 
process, it should be performed in a short time [32]. To 
determine the TC adsorption performance over time, 
the adsorption process was performed at different 
contact times ranging from 5 min to 60 min at various 
temperatures (4 °C, 12 °C and 25 °C). TC adsorption 
occurred quickly within the first 5 min and continued 
for 60 min with no remarkable change after 60 min. 

The adsorption capacities for 10 mg L-1 initial 
concentration of TC were calculated as 1.323 mg g-1, 
1.985 mg g-1 and 3.415 mg g-1 at 4 °C, 12 °C and 25 
°C, respectively (Figure 7). The adsorption of TC onto 
poly(HEMA)-CB microbeads occurred at a fast rate; 
therefore, the kinetic parameters could not be 
calculated. 
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Figure 7. Effect of contact time on TC adsorption (CTC = 10 mg/L; mpoly(HEMA)-CB = 0.02 g; V = 20 mL) 
 
3.4. Adsorption isotherms 

Isothermal analysis was also performed to investigate 
the adsorption capacity of poly(HEMA)-CB 
microbeads for TC. The Langmuir (Eq. 3), Freundlich 
(Eq. 4) and Dubinin-Raduskhevich (D-R) (Eq. 4) 
isotherm models were applied to analyze the 
adsorption process of poly(HEMA)-CB microbeads at 
277, 285 and 298 K (Figure SI 1-Figure SI 9). 

The Langmuir isotherm model is defined as follows: 
𝐶𝐶𝑒𝑒
𝑞𝑞𝑒𝑒

 =  1
𝑄𝑄𝐿𝐿𝐾𝐾𝐿𝐿

 +  𝐶𝐶𝑒𝑒
𝑄𝑄𝐿𝐿

                       (3) 

where Ce (mg L-1) is the concentration of the adsorbate 
in solution at equilibrium, QL (mg g-1) is the maximum 
adsorbate uptake, qe (mg g-1) is the adsorbate uptake at 
equilibrium, and KL (L mg-1) is the Langmuir 
adsorption equilibrium constant [33]. 

The Freundlich isotherm model is defined as follows: 

𝑙𝑙𝐷𝐷𝑞𝑞𝑑𝑑  = ln𝐾𝐾𝐹𝐹  + 1
𝑎𝑎

ln𝐶𝐶𝑑𝑑                      (4) 

where Ce (mg L-1) is the concentration of the adsorbate 
in solution at equilibrium, KF (mg g-1) is the Freundlich 
adsorption equilibrium constant, n is the Freundlich 
linearity index, and qe (mg g-1) is the adsorbate uptake 
at equilibrium [34]. 

The Langmuir and Freundlich parameters were 
determined by the MATLAB package program. The 
adjusted R2 (R2

adj) and standard deviation (SD) of the 
obtained models were calculated. The adsorption 

isotherms of TC for various temperatures are given in 
Table 1. 

The Dubinin-Radushkevich isotherm model is defined 
as follows: 

ln𝑄𝑄𝑑𝑑  = ln𝑄𝑄𝐷𝐷−𝑅𝑅  −  𝐾𝐾𝐷𝐷−𝑅𝑅𝜀𝜀2                       (5) 

where Qe (mg g-1) is the amount of adsorbed solute, KD-

R (mol2 J-2) is the D-R constant, and QD-R (mg g-1) is the 
maximum adsorption capacity. ε is the Polanyi 
potential (J mol-1) and can be defined as: 

𝜀𝜀 = 𝑅𝑅𝑅𝑅𝑙𝑙𝐷𝐷 �1 +  1
𝐶𝐶𝑒𝑒
�                      (6) 

where R (J mol-1 K-1) is the gas constant, Ce (mg L-1) is 
the equilibrium concentration of the adsorbate, and T 
(K) is the temperature [35]. KD-R values were used to 
calculate the free energy of adsorption (Efe) (Eq. 7): 

𝐸𝐸𝑜𝑜𝑑𝑑  =  1
�−2𝐾𝐾𝐷𝐷−𝑅𝑅

                      (7) 

The Langmuir, Freundlich and Dubinin-Radushkevich 
isotherm models were used to fit the experimental data. 
The Langmuir isotherm model describes adsorption 
processes on a homogeneous surface. The Freundlich 
model can be applied to multilayer adsorption with a 
nonuniform distribution over a heterogeneous surface 
[34]. In the present study, the Freundlich model (R2 > 
0.9647, R2

adj > 0.9576) and the Langmuir model (R2 > 
0.9823, R2

adj > 0.9787) were fitted to adsorption data 
with high correlation coefficients (Table 1).
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Table 1. Parameters of adsorption isotherms of TC onto poly(HEMA)-CB at different temperatures 

Isotherm Model Parameter Temperature (K) 
  277 285 298 
Langmuir Qexp (mg g-1) 0.989 5.158 9.620 
 QL (mg g-1) 1.565 9.676 16.880 
 KL x 103 (L mg-1) 33.830 24.400 27.090 
 R2 0.9965 0.9823 0.9848 
 R2

adj 0.9958 0.9787 0.9818 
 SD 0.0229 0.3049 0.4675 
Freundlich KF (mg g-1) (L mg-1)1/n 0.1013 0.3897 0.899 

 N 1.693 1.478 1.626 
 R2 0.9931 0.9647 0.9906 
 R2

adj 0.9917 0.9576 0.9906 
 SD 0.0323 0.4303 0.3356 
D-R Qexp (mg g-1) 0.989 5.158 9.620 
 QD-R (mg g-1) 0.536 4.230 7.120 
 KD-R

 (mol2 J-2) 6.13 x 10-7 7.14 x 10-6 2.01 x 10-5 
 E (kJ mol-1) 0.902 0.264 0.160 
 R2 0.8239 0.8004 0.8903 

 
In Langmuir model in spite of high values of R2 and 
R2

adj, Qexp values are not close to QL values at all 
studied temperatures. According to the results, 1/n < 1, 
where 1/n is a heterogeneity parameter, fit the 
Freundlich isotherm model. 

The Dubinin-Radushkevich isotherm model, which is 
a pore-filling model, is generally applied to explain the 
adsorption mechanism onto a heterogeneous surface 
with a Gaussian energy distribution, and it is 
temperature-dependent [35]. The values of the free 
energy of adsorption (Efe) were 0.902 kJ mol-1, 0.264 
kJ mol-1 and 0.160 kJ mol-1 for 277 K, 285 K and 298 
K, respectively. D-R model is used to determine the 
nature of the adsorption prosesess as whether chemical 
(8 < Efe < 16 kJ mol-1) or physical (< 8 kJ mol-1). The 

results show that the adsorption of TC onto 
poly(HEMA)-CB microbeads was a physical process.  

Numerous adsorbents were used for TC adsorption, 
and the comparative results of some adsorption 
capacities for different adsorbents are shown in Table 
2. The adsorption capacity of poly(HEMA)-CB is 
comparable with other adsorbents which have been 
used in TC removal from aqueous solutions. As can be 
seen in Table 2, poly(HEMA)-CB has the second best 
performance. The size and shape of adsorbents also 
have an important role in adsorption process. It effects 
the adsorption capacity. Also, the physical 
composition of adsorbent can be easily controlled in 
the polymerization compared to given methods used to 
prepare biochars. 

 

Table 2. Comparative results of different adsorbents for TC adsorption. 

Adsorbent pH qe 
(mg g-1) 

Time (min) Adsorption 
isotherm 

Reference 

Magnetic chitosan 6.0 14.34 120 Freundlich [36] 
Rice husk ash 5.0 8.37 600 Langmuir [37] 
Biochar  6.0 5.26 1440 Freundlich [38] 
Microplastics - 0.12 1440 Linear [39] 
Poly(HEMA)-CB microbeads 7.0 9.63 1440 Freundlich This study 

 

  



 

645 
 

Göçenoğlu Sarıkaya, Osman / Cumhuriyet Sci. J., 42(3) (2021) 638-648 
 

3.5. Thermodynamic parameters 

Thermodynamic parameters play an important role in 
predicting the adsorption mechanism, whether it is a 
chemical or physical process. Thermodynamic 
parameters (i.e., enthalpy (∆H°), the Gibbs free energy 
(∆G°), and entropy (∆S°)) explain the spontaneity and 
feasibility of an adsorption process, and are directly 
dependent on the equilibrium constant between two 
phases. Generally, the van’t Hoff equation is used to 
determine the thermodynamic parameters: 

ln𝐾𝐾  =  −∆𝐻𝐻°
𝑅𝑅𝑇𝑇

 +  ∆𝑆𝑆°
𝑅𝑅

                         (8) 

where R (8.314 J mol-1 K-1) is the universal gas 
constant, and 𝐾𝐾 is the equilibrium constant, and T (K) 
is the temperature. 

The values of ∆G° (kJ mol-1) were calculated from the 
𝐾𝐾 values for each temperature, and the values of ∆S° 
(kJ mol-1 K-1) and ∆H° (kJ mol-1) were calculated from 
the intercept and slope of the plot of ln K versus 1/T, 
respectively. ∆G° can be calculated as: 

∆𝐺𝐺° =  ∆𝐻𝐻° − 𝑅𝑅∆𝑆𝑆°                  (9) 

From Eq. 9, ∆G° was calculated as -11.069 kJ mol-1, -
13.389 kJ mol-1 and -17.159 kJ mol-1 at 277 K, 285 K 
and 298 K, respectively. The negative value of ∆G° 
indicates a spontaneous adsorption process. In 
addition, more negative values of ∆G° with increasing 
temperature suggest that the adsorption is more 
favorable at higher temperatures [40]. From the van’t 
Hoff equation, ∆S° and ∆H° were calculated as 0.290 
kJ mol-1 K-1 and 69.26 kJ mol-1, respectively. These 
results indicate that the reaction is endothermic with an 
increased randomness of the adsorbent-liquid interface 

during TC adsorption onto the active sites of 
poly(HEMA)-CB microbeads and that this adsorption 
process is possible and occurs spontaneously. 

3.6. Desorption studies 

Desorption studies indicate that KNO3:ethylene glycol 
(1:1; 1 M:10 %) mixture was more efficient than KNO3 
(1 M) solution or ethylene glycol (10 %, w/w %) 
solution in desorbing TC. The desorption efficiency of 
KNO3:ethylene glycol mixture, KNO3 solution and 
ethylene glycol solution was calculated as 94.87 %, 
78.38 %, and 55.55 %, respectively. To examine the 
reusability of the microbeads, five adsorption-
desorption cycles were conducted, and it was found 
that the Q decreased from 9.63 mg g-1 to 8.97 mg g-1 
(6.85 %) during an adsorption-desorption cycle. The 
results showed that the adsorbent can be used 
repeatedly without losing efficiency. 

3.7. Comparison of poly(HEMA) and poly(HEMA)-
CB microbeads 

To examine the efficiency of TC adsorption onto CB-
attached poly(HEMA) microbeads, TC adsorption 
experiments were performed with both of the 
microbeads. TC adsorption was performed for 24 h at 
25 °C with a total solution volume of 20 mL. 
According to the results, for a 50 mg L-1 initial TC 
concentration, the maximum adsorption capacities of 
TC on poly(HEMA) and poly(HEMA)-CB were 
calculated as 2.02 mg g-1 and 9.63 mg g-1, respectively 
(Figure 8). Thus, the TC adsorption onto 
poly(HEMA)-CB is higher than the adsorption onto 
poly(HEMA). The higher adsorption of TC onto 
poly(HEMA)-CB can be based on the increased 
number of binding sites due to covalently attached CB.

 

 

 
Figure 8. TC adsorption onto poly(HEMA) and poly(HEMA)-CB (CTC = 10 mg/L; T = 25 °C; mpoly(HEMA)-CB = 0.02 g; V = 
20 mL) 
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4. Conclusion 

Tetracycline is an important endocrine-disrupting 
chemical (EDC) and can be effectively removed from 
aquatic solutions or waste waters. Adsorption is an 
easy, low cost and attractive method for water 
treatment. The main goal of this study is to prepare an 
effective adsorbent for TC removal from aqueous 
solutions. Dye attached poly(HEMA) microbeads have 
good adsorption capacity for TC and they can be used 
repeatedly for five times without losing their 
efficiencies.  

In this study, Cibacron Blue G3FA-attached 
poly(HEMA) microbeads were synthesized, 
characterized, and used as adsorbent for tetracycline 
adsorption from aqueous solution. The optimum pH 
value and temperature for the adsorption of TC were 
determined to be 7.0 and 25 °C, respectively. All 
adsorption experiments were performed at this 
optimum pH value and temperature. The maximum 
adsorption capacity (Q) of the poly(HEMA)-CB was 
determined to be 9.63 mg g-1 at 25 °C. In addition, 
decreasing the temperature from 12 °C to 4 °C 
decreased  Q  by 5.16 mg g-1 to 0.99 mg g-1. Isotherm 
models such as Langmuir, Freundlich, and D-R models 
were used to represent the adsorption process. The 
mean values of the thermodynamic parameters of the 
standard entropy (∆S°= 0.29 kJ mol-1 K-1), standard 
enthalpy (∆H°= 69.26 kJ mol-1) and standard free 
energy of the adsorption were determined. In 
conclusion, the CB-attached poly(HEMA) microbeads 
were used as adsorbents for TC, and the nature of the 
adsorption process was discussed. 
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Abstract  
In this study some novel Schiff bases derivatives of benzimidazole containing thiophene ring 
were designed and synthesized by using various aldehydes. Seven different aromatic 
aldehydes with various side groups were used for synthesized. 1H-NMR, 13C-NMR spectra 
and LC-MS were used to identify all of the compounds. All synthesized compounds anti urease 
activities were calculated according to phenol-hypochlorite method by Weatherburn. The 
results indicated that all compounds have anti urease activity between 12.70±0.11 µg/mL and 
14.00±0.08 µg/mL IC50 values. Especially the compound N'-[(1E)-2-furylmethylene]-2-[5,6-
dimethyl-2-(2-thienylmethyl)-1H-benzimidazol-1-yl]acetohydrazide (5g) has very close IC50 
value (12.70±0.11 µg/mL) to thiourea (12.60±0.10 µg/mL) that is the standard inhibitor. 5g 
bearing furan ring at the N-3 position on the benzimidazole nucleus has the smallest volume 
of side group than others. 
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1. Introduction 

Enzyme inhibition studies, which are important areas 
of pharmaceutical research, have already led to the 
discovery of wide variety of drugs useful in a number 
of diseases. Urease inhibitors are important to control 
the damaging effects of ureolytic bacterial infections in 
humans such as urinary stone formation, peptic ulcer 
and hepatic coma. Also, urease inhibitors have been 
regarded as targets for new antiulcer drugs [1,2]. 
Urease inhibitors have received special attention over 
the past few years because of their potential uses 
besides of using medicine. Controlling hydrolysis of 
urea in soil is crucial situation. Urease inhibitors 
protect soil from pH elevation [3]. These inhibitors, 
which are generally divided into two classes, substrate 
structural analogs like hydroxamic acid and those 
which affect the mechanism of the reaction like 
phosphoramidat, lansoprazole, omeprazole, thiol-
compounds, quinines and Schiff base derivatives are 
reported as potent urease inhibitors [4]. In our recent 
studies we have investigated Schiff base derivatives, 
which were most active inhibitors of Jack bean urease 
[5,6]. 

Benzimidazoles are significant heterocyclic 
compounds because of their structurally similarity to 
purine and its derivatives, proteins inside the bacterial 

cell wall and it is the basic part of the structure of 
vitamin B12. [7] Also, benzimidazoles have a wide 
range of biological activities including antioxidant [8], 
anticancer, antimicrobial [9], antihistaminic, 
antiinflammatory [10], enzyme inhibitions [11,12] and 
they have an important role in the field of medicine. A 
condensation reaction between aldehydes or ketones 
with primary amines in alcoholic conditions form 
Schiff bases. Aromatic-based Schiff bases have many 
advantages and  show more potential in biological 
applications as a result of the free electron 
delocalization with the ring structure. They are very 
significant class of organic compounds that show 
interest in industrial sectors with many biological and 
pharmaceutical applications [13]. The heterocyclic 
compounds such as imidazole and benzimidazole and 
also thiophene ring have most predominant 
heteroatoms which are mainly nitrogen, oxygen, and 
sulfur (N, O, S).  Also, they are  important class of 
pharmacophores and they are well known as drugs 
[14,15].  

The present study covers the synthesis of novel 
benzimidazoles containing thiophene ring linked with 
Schiff base and their evaluation as urease inhibitors. 
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2. Results and Discussion 
 

2.1.  Chemistry 

I have synthesized seven new Schiff bases based of 
benzimidazole. Synthesis scheme of all target  
compounds is shown in Scheme 1. Firstly, iminoester 

hydrochloride (1) was prepared according to the 
procedure [16]. Compound 1 was added to the solution 
of 4,5-dimethyl-1,2-phenylenediamine in methanol 
and refluxed. The starting benzimidazole (2) was 
reacted with ethyl bromoacetate in acetone with K2CO3 

to synthesize ethyl[5,6-dimethyl-2-(thiophen-
2ylmethyl)-1H-benzimidazol-1-yl]acetate (3). 
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Scheme 1. The synthetic way of the target compounds 

Ethyl [5,6-dimethyl-2-(thiophen-2-ylmethyl)-1H-
benzimidazol-1-yl]acetate (3) reacted with hydrazine 
hydrate in pure ethanol gave benzimidazole derivative 
of hydrazide compound 4. After this stage, hydrazide 
(4) was treated with seven different aromatic aldehydes 
catalysed with AcOH in ethanol to synthesize Schiff 
bases (5a-g). The structures of all these compounds 
were identified by Infirared (IR), Proton and Carbon 
Nuclear Magnetic Resonance data and Mass spectra. 
All data of compounds are compatible with each other. 
IR spectra gave NH bands from benzimidazoles of 
these compounds between 3187 and 3407 cm-1 ,C=O 
band between 1656 and 1706 cm1 and C=N band 
between 1521 and 1600 cm-1. Proton NMR spectra of 
Schiff bases (5a-f) gave the correct signals with 
proposed structures. NH signals are appeared at about 
11.43-11.86 ppm with different cis/trans conformer 
ratios. NCH2 signals are between 5.14 and 5.44 ppm. 

There are two -CH3 signals in spectrum from 
benzimidazole ring. C═N signals of benzimidazoles 
are at about 152.64 ppm in carbon NMR spectra for all 
compounds. The imine carbon atoms from Schiff bases 
(5a-g) are resonated at 149.11 (for 5a), 150.32 (for 5b), 
149.06 (for 5c), 152.79 ppm (for 5d) ,151.26 (for 5f), 
149.41 (for 5g) in the 13C-NMR spectrum. 
2.2. Urease inhibitory assay 

Urease inhibition studies of new compounds were 
calculated according to Phenol-hypochlorite method 
by Weatherburn (1967) [17]. All of the compounds and 
thiourea were dissolved in DMSO and  screened at 20 
µg/mL final concentration. Schiff bases showed 
inhibitor activity at low final concentrations. Thiourea 
was used as positive control. In this study lower IC50 
values of compounds display higher enzyme inhibitory 
effectiveness. 
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Table 1: The new Schiff Bases Chemical Structures and IC50 values 

Compounds Chemical Structure IC50 (µg/mL) 

 

5a 

N

N

S

O

NH N

H3C

H3C

 

 

12.79±0.10 µg/mL 

 

5b 

N

N

S

O

NH N

H3C

H3C

Cl

 

 

12.80±0.08 µg/mL 

 

5c 

N

N

S

O

NH N

H3C

H3C

N

 

 

13.50±0.12 µg/mL 

 

5d 

N

N

S

O

NH N

H3C

H3C

F

Br

 

 

14.00±0.08 µg/mL 

 

5e 

N

N

S

O

NH N

H3C

H3C

HO

 

 

13.12±0.09 µg/mL 

 

5f 

N

N

S

O

NH N

H3C

H3C

HO

Cl

Cl

 

 

13.60±0.06 µg/mL 

 

5g 

N

N

S

O

NH N

H3C

H3C

O

 

 

12.70±0.11 µg/mL 

Thiourea 

C

S

NH2H2N  

12.60±0.10 µg/mL 
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Table 1 shows IC50 values of compounds and the 
standard at 20 µg/mL final concentrations. All Schiff 
bases have anti urease activity between 12.70±0.11 and 
14.00±0.08 µg/mL values. 5g has the best inhibition 
activity with IC50: 12.70±0.11 µg/mL. 5g bearing furan 
ring at the N-3 position on the benzimidazole nucleus. 
The results show that antiurease activity decreases with 
increased volume of side groups. 
3. Experimental 
3.1.  Synthesis of compound 2 

0.2 g (0.010 mol) iminoester hydrocloride (1) was 
added to the solution of 0.13 g 4,5-dimethly1,2-
phenylenediamine (1 mmol) in 40 ml dry methanol. 
The mixture was stirred about an hour and then 
refluxed at about 2h. When the reaction completed 
controlled by TLC, the balloon was cooled until room 
temperature. Water was added to the mixture to 
precipitate the product. White compound was filtrated 
and recrystallized from ethanol.   

3.1.1. 5,6-Dimethyl -2- (thiophen-2-ylmethyl) -1H-
benzimidazole (2) 

 Yield 83%, mp: 147-149°C , IR (ⱱmax, cm-1): 3250 
(NH), 1500 (C=N). 1H-NMR (400 MHz, DMSO-d6): 
1.17 (t, J= 6.8 Hz, 3H, CH3), 4.40 (s, 2H, CH2), 6.80–
7.45 (m, 5H, ArH) and 12.08 (s, 1H, NH).13C-NMR 
(100 MHz, DMSO-d6): 20.36 (CH3), 29.77 (CH2), 
125.32, 126.62, 126.40, 127.32, 130.07, 140.17 (Ar–
C) and 152.11 (C=N). LC-MS, m/z: 242.98 [M+H]+. 

3.2. Synthesis of compound 3 

2.42 g compound 1 (0.010 mol) in 10 mL of acetone 
and 3.45 g K2CO3 (0.025 mol) was stirred at room 
temperature for 1h in a balloon. Ethyl bromoacetate 
(0.011 mol) was added into the mixture and stirred at 
room temperature for further 8h. The mixture was 
poured into water and the white solid was filtered off 
and recrystallized from a solution of ethanol:water 
(1:3).  

3.2.1. Ethyl [5,6-dimethyl-2-(thiophen-2-ylmethyl)-
1H-benzimidazol-1-yl]acetate (3): Yield 90%, mp: 
114-116 °C, IR (ⱱmax, cm-1): 1738 (C=O), 1515 (C=N). 
1H-NMR (400 MHz, DMSO-d6): 1.12 (t, 3H, J= 7.2 
Hz, CH3), 4.02 (m, 2H, OCH2), 4.41 (s, 2H, CH2), 5.08 
(s, 2H, NCH2), 6.92 (t, J= 7.2 Hz, 3H, ArH), 7.19 (s, 
1H, ArH), 7.35 (d, J=7.2 Hz 1H, ArH). 13C-NMR (100 
MHz, DMSO-d6): 14.38 (CH3), 20.27 (CH3), 20.51 
(CH3),  28.03 (CH2), 44.92 (NCH2), 61.55 (OCH2), 
ArC [110.65, 119.30, 125.69, 126.65, 130.31, 131.07, 
134.60, 139.15, 140.99], 152.39 (C=N) and 168.24 
(C=O). LC-MS, m/z: 328.94 [M+H]+. 

3.3. Synthesis of compound 4 
To a solution of compound 2 (3.28 g, 0.010 mol) in 10 
mL of ethanol, hydrazine monohydrate (0.035 mol) 
was added and the mixture was stirred for 4h. The 
reaction was scanned by TLC (ethanol:ethyl acetate, 
3:1). The mixture was filtered off, dried and 
recrystallized. 

3.3.1. 2-[5,6-Dimethyl-2-(thiophen-2-ylmethyl)-
1H-benzimidazol-1-yl]acetohydrazide (4) 

Yield 85%, mp: 237-239 °C. IR (ⱱmax, cm-1): 3379-
3165 ( NH-NH2), 1663 (C=O), 1518 (CN).  1H-NMR 
(400 MHz, DMSO-d6): 9.45 (s, 1H, NH), 7.86 (m, 2H, 
ArH), 7.17 (s, 1H, ArH), 6.94 (m, 3H, ArH), 4.72 (s, 
2H, NCH2), 4.42 (s, 2H, NH2), 4.02 (s, 2H, CH2). 13C-
NMR (100 MHz, DMSO-d6): 20.29, 20.57 (CH3), 
28.15 (CH2), 44.86 (NCH2), ArC [110.59, 119.27, 
125.55, 126.61, 127.18, 130.13, 134.52, 139.34, 
141.08], 152.71 (C=N), 166.41 (C=O), 170.59 (C-S). 
LC-MS, m/z: 314.94 [M+H]+. 

3.4. Synthesis of compounds 5a–g.  

About ten mmol of aromatic aldehyde was added to the 
solution of compound 3 (3.14 g, 10 mmol) in 15 mL 
dry ethanol and containing 0.5 mL of glacial acetic 
acid. The mixture was then refluxed for 5h and the 
reaction was viewed by TLC. Then, the mixture was 
cooled to room temperature, and a white solid was 
precipitated. The product was filtrated, washed with 
water, and recrystallized from ethanol to obtain pure 
compounds 5a–g. 

3.4.1. 2-[5,6-Dimethyl-2-(2-thienylmethyl)-1H-
benzimidazol-1-yl]-N'-[(1E)-phenylmethylene] 
acetohydrazide (5a) 

 Yield: 90%, mp: 217–219°C. IR (ⱱmax, cm-1): 
3187 (NH), 1700 (C═O), 1521(C═N) cm-1. 1H-
NMR (400 MHz, DMSO-d6): 1.10 (3H,t, J=8.0 
Hz, CH3), 4.46 (2H, s, CH2), 5.44 (2H, s, 
NCH2), 6.94 (1H, s, ArH), 7.27 (1H, s, ArH), 
7.36–7.52 (3H, m, ArH), 7.79 (2H, d, J=8.0 Hz,  
ArH),  8.31 (1H, s, CH ), 11.85 (1H, s, NH). 13C-
NMR (100 MHz, DMSO-d6): 20.28, 20.44 (CH3), 
27.83 (CH2), 44.88 (NCH2), ArC:[111.12, 118.51, 
125.79, 126.87, 127.21, 129.13, 129.20, 129.33, 
133.41, 134.92, 138.64, 143.29, 146.67 ], 149.11 
(C=N, Schiff base), 152.64 (C=N, 
benzimidazole), 168.34 (C=O). LC-MS, m/z: 
242.98 [M+H]+. LC-MS, m/z: 403.05 [M+H]+. 
Cal: 402.51 [M+]. 
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3.4.2.  N'-[(1E)-(4-chlorophenyl)methylene]-2-[5,6-
dimethyl-2-(2-thienylmethyl)-1H-benzimidazol-1-
yl]acetohydrazide (5b) 
 Yield: 90%, mp: 114–116°C. IR (ⱱmax, cm-1): 3207 
(NH), 1697 (C═O), 1608 (C═N). 1H-NMR (400 MHz, 
DMSO-d6): 1.12 (3H, t, J= 8.2 Hz, CH3), 4.48 (2H, s, 
CH2), 5.44 (2H, s, NCH2, ), 6.92-7.27 (3H ,m, ArH), 
7.37 (1H, s, ArH), 7.52 (1H, d, J=8.0 Hz, ArH), 7.71 
(2H, d, J=8.0 Hz,  ArH), 7.78 (1H, d, J=8.0 Hz, ArH), 
8.32 (1H, s, CH), 11.85 (1H, s, NH). 13C-NMR (100 
MHz, DMSO-d6): 20.28, 20.43 (CH3), 27.82 (CH2), 
44.87 (NCH2), ArC: [111.10, 118.49, 125.79, 126.87, 
127.21, 129.13, 129.32, 130.85, 131.50, 134.40, 134.92, 
135.08, 138.86, 143.31, 146.68], 150.32 (C=N, Schiff 
base), 152.63 (C=N, benzimidazole), 168.32 (C=O). 
LC-MS, m/z: 437.00 [M+H]+. Cal: 436.96  [M+]. 
3.4.3. N'-{(1E)-[4-(dimethylamino) phenyl] 
methylene } -2-[5,6-dimethyl -2-(2-thienylmethyl) -
1H- benzimidazol-1-yl]acetohydrazide (5c) 
Yield: 92%, mp: 199-200 °C. IR (ⱱmax, cm-1): 3190 
(NH), 3024 (ArCH), 1656 (C═O), 1597 (C═N) cm-1 . 
1 H-NMR (400 MHz, DMSO-d6): 1.18 (3H, t, J= 8 Hz, 
CH3), 4.44 (2H, s, CH2) and 5.31 (2H, s, NCH2), 6.70 
(2H, t, J = 8 Hz, ArH), 6.92 (1H, s, ArH), 7.19 (1H, s, 
ArH), 7.25 (1H, s, ArH), 7.34 (1H, s, ArH), 7.49-7.52 
(2H, m, ArH), 7.93 (1H, s, CH), 11.43 (1H, s, NH). 
13C-NMR (100 MHz, DMSO-d6): 20.25, 20.41, 20.48 
(CH3), 40.19 (N–CH3), 44.65 (CH2) and 45.28 (NCH2), 
ArC: [110.91, 112.16, 118.76, 121.61, 125.70, 126.74, 
127.27, 128.79, 129.02, 130.70, 131.37, 134.34, 
134.68, 138.96, 140.25, 145.74], 149.06 (C═N, Schiff 
base), 152.05 (C═N, benzimidazole), 167.70 (C═O). 
LC-MS, m/z: 446.10 [M+H]+. Cal: 445.58 [M+]. 
3.4.4. N'- [(1E) - ( 3-bromo - 4- fluorophenyl ) 
methylene ] -2- [5,6-dimethyl -2- (2-thienylmethyl)  
-1H- benzimidazol -1 -yl]acetohydrazide (5d) 
Yield: 93%, mp: 258–260 °C. IR (ⱱmax, cm-1): 3407 
(NH), 3094 (ArCH), 1707 (C═O), 1609, 1540 (C═N) 
cm-1. 1H-NMR (400 MHz, DMSO-d6), δ, ppm: 1.05 
(3H, s, CH3), 4.40 (2H, s, CH2), 5.42 (2H, s, NCH2), 
6.93 (s, 2H, ArH), 7.20–7.45 (3H, m, Ar–H), 7.79 (1H, 
s, Ar–H), 8.01 (1H, s, N═CH), 8.14 (1H, s, ArH), 11.81 
(1H, s, NH). 13C-NMR (100 MHz, DMSO-d6), : 20.29, 
28.18 (CH3), 44.68 (CH2), 45.75 (NCH2), ArC: 
[109.37, 110.79, 117.48, 119.18, 125.55, 126.60, 
127.10, 129.06, 129.98, 130.75, 131.87, 132.82, 
135.03, 139.32, 141.11, 141.86], 152.79 (C═N, Schiff 
base), 158.18 (Benzimidazole, C═N), 160.66 (C-F, d, 
JCF = 247 Hz), 168.76 (C═O). LC-MS, m/z: 500.00 
[M+H]+. Cal M+: 499.40 [M+]. 
 
 

3.4.5. N'-[(1E)-(2-hydroxyphenyl)methylene]-2-[5,6-
dimethyl-2-(2-thienylmethyl)-1H-benzimidazol-1-
yl]acetohydrazide (5e):  
Yield: 89%, mp: 200–202 °C. IR (ⱱmax, cm-1): 3397 (NH), 
1698 (C═O), 1606, 1548 (C═N) cm-1. 1 H-NMR (400 
MHz, DMSO-d6): 1.20 (3H, t, J=7.2 Hz, CH3), 4.34 (2H, 
s, CH2), 5.14 (2H, s, NCH2), 6.91 (s, 2H, ArH), 7.20–7.34 
(3H, m, Ar–H), 7.75 (1H, s, Ar–H), 8.36 (1H, s, N═CH), 
8.56 (1H, s, ArH), 10.23 (1H, s, OH), 11.71 (1H, s, NH). 
13C-NMR (100 MHz, DMSO-d6): 21.29, 30.18 (CH3), 
44.62 (CH2), 45.75 (NCH2), ArC:[110.62, 119.36, 122.05, 
124.40, 126.66, 127.68, 128.07, 128.76, 129.16, 130.32, 
130.75, 131.04, 134.66, 135.02, 139.30, 141.07], 147.19, 
151.26 (C═N, Schiff base), 152.72 (Benzimidazole, 
C═N), 164.01, 168.50 (C═O). LC-MS, m/z: 418.94 
[M+H]+. Cal: 418.51 [M]+. 
3.4.6. N'-[(1E) - (3,5-dichloro-2-hydroxyphenyl) 
methylene]-2-[5,6-dimethyl-2-(2-thienylmethyl)-
1H-benzimidazol-1-yl]acetohydrazide (5f) 
Yield: 95%, mp: 278–280 °C. IR (ⱱmax, cm-1): 3076 
(NH), 1706 (C═O), 1479 (C═N) cm-1. 1 H-NMR (400 
MHz, DMSO-d6): 1.12 (3H, t, J=8.0 Hz, CH3), 4.44 
(2H, s, CH2), 5.44 (2H, s, NCH2), 6.90-6.98 (m, 2H, 
ArH), 7.35 (1H, d, J=8.0 Hz, ArH), 7.23 (1H, d, J=8.0 
Hz, ArH), 7.79 (1H, s, Ar–H), 8.29 (1H, s, N═CH), 
8.39 (1H, s, ArH), 10.33 (1H, s, OH), 11.86 (1H, s, 
NH). 13C-NMR (100 MHz, DMSO-d6): 20.29, 28.18  
(CH3), 44.68 (CH2), 45.75 (NCH2), ArC: [110.62, 
119.34, 123.05, 124.40, 125.54, 126.68, 127.07, 
128.76, 130.00, 130.32, 130.75, 131.04, 134.66, 
135.02, 139.30, 141.07], 147.19, 151.26 (C═N, Schiff 
base), 152.72 (Benzimidazole, C═N), 164.01, 168.50 
(C═O). LC-MS, m/z: 486.98 [M+H]+. 487.40 [M]+. 
3.4.7. N'-[ (1E) -2-furylmethylene ] -2- [5,6-
dimethyl -2- (2-thienylmethyl) - 1H –
benzimidazol -1- yl] acetohydrazide (5g) 
Yield: 82%, mp: 208–210 °C. IR (ⱱmax, cm-1): 3087 
(NH), 1702 (C═O), 1509 (C═N) cm-1. 1H-NMR 
(400 MHz, DMSO-d6): 1.04, (3H, s, CH3), 4.40 
(2H, s, CH2), 5.28 (2H, s, NCH2), 6.61-6.93 (m, 3H, 
ArH), 7.19, (1H, s, ArH), 7.34 (1H, s, ArH), 7.92 
(2H, t, ArH), 8.11(1H, s, ArH), 11.66 (1H, s, NH). 
13C-NMR (100 MHz, DMSO-d6): 19.00, 20.27  
(CH3), 44.56 (CH2), 56.47 (NCH2), ArC:[110.62, 
112.64, 114.37, 119.15, 125.56, 126.57, 127.12, 
130.05, 130.86, 134.67, 134.93, 137.79, 139.33, 
141.05, 145.59], 149.41 (C═N, Schiff base), 152.79 
(Benzimidazole, C═N), 163.57, 168.26 (C═O). 
LC-MS, m/z: 392.97 [M+H]+. Cal: 392.47 [M]+. 
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3.5.  Antiurease activity assay 

Urease enzyme inhibition studies were performed 
according to the method developed by Weatherburn 
(1967) in the literature [17]. Phenol-hypochlorite 
method based on enzyme substrat interaction resulting 
ammonium ion. Reaction mixtures including 400 µL 
of buffer at pH 8.2 (100 mM urea, 0.01 M K2HPO4, 1 
mM EDTA and 0.01 M LiCl), 200 µL of Jack Bean 
Urease and 100 µL of the test compound solution in 
DMSO were incubated at room temperature for 15 
min. 650 µL phenol reagent (1% w/v phenol and 
0.005% w/v sodium nitroprusside) and 650 µL alkali 
reagent (0.5% w/v sodium hydroxide and 0.1% v/v 
NaOCl) were added to each tube and the increasing 
absorbance at 625 nm with blue-navy colour was 
measured after 50 min, using a UV/vis 
spectrophotometer. Jack bean urease was used as 
model enzyme. Thiourea was used as positive control. 
Different concentrations of inhibitory compounds were 
used and IC50 values were calculated.  

The percentage inhibition was calculated using the 
following equation 100 −(ODtest 
well/ODcontrol)×100. 

 
4. Conclusions 

I designed and synthesized new Schiff bases 
containing thiophene ring and derivatives of 
benzimidazoles. I used seven different aromatic 
aldehydes with several side groups. Schiff bases 
synthesized with high efficiency and their chemical 
structures were confirmed by spectral methods. Their 
urease inhibition activities were evaluated using 
Phenol-hypochlorite method by Weatherburn and 
compared to the standard inhibitor thiourea. Results 
indicate that all synthesized Schiff bases have 
antiurease activity and especially compound N'-[(1E)-
2-furylmethylene]-2-[5,6-dimethyl-2-(2-
thienylmethyl)-1H-benzimidazol-1-yl]acetohydrazide 
has the best IC50 value that is bearing furan ring at the 
N-3 position on the benzimidazole nucleus, which has 
the smallest volume of side group than others. 
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Abstract  
Thioredoxin which is induced by thioredoxin reductase causes the proliferation of cancerous 
cells and metastasis due to its effects on cell growth, besides its regulatory effects on the 
amount of reactive oxygen species. One of the procedures recently used in cancer treatment is 
thioredoxin reductase inhibition. Different types of bioactivities of NHC and metal-NHC 
complexes have been studied and anti-cancer is one of these activities. In addition to in-vitro 
anticancer activity, molecular docking methods are also one of the important methods used in 
drug design. This method achieves foresight about future studies and the mechanisms that are 
difficult to analyze experimentally. In this study, previously synthesized and characterized [1-
(2-methyl-2-propenyl)-3-(4-methylbenzyl) benzimidazolium]+ (1a) and [1-(2-methyl-2-
propenyl)-3-(4-isopropylbenzyl) benzimidazolium]+ (1b) molecules and their Ag(I)-NHC 
complexes (2a and 2b) were investigated using molecular docking method for thioredoxin 
reductase. In addition, the interaction of these molecules with DNA was evaluated. 2b has the 
best binding energy of -8.95 kcal/mol with the region that comprised Ile10, Phe254, Ala38, 
Val41 of thioredoxin reductase. Also, ligands interacted with Cyt11, Gua10, Cyt9, and Thy8 
while complexes interacted with Ade5, Ade6, Thy7, and Thy8 part of DNA. 
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1. Introduction  

Cancer is one of the highly fatal diseases in the world 
[1]. One of the most important causes of cancer is 
oxidative stress [2]. It is known that cellular 
metabolisms produce Reactive Oxygen Species 
(ROS). The amount of ROS is important in many 
cellular processes such as gene expression and cell 
proliferation [3]. High ROS level lead degradation in 
some components such as proteins, lipids, nucleic 
acids, and even cell death in later stages. The formation 
of ROS and their scavenging by intracellular 
antioxidant systems must be in balanced for healthy 
cells. In cancerous cells, a ROS level increment is 
observed due to abrupt proliferation and high 
metabolic rate [4]. The conditions in which the ROS 
level increases dramatically is called oxidative stress 
[5]. 

The Thioredoxin (Trx) system contains the redox-
active protein Thioredoxin, Thioredoxin Reductase 
(TrxR) enzyme, and NADPH [6]. The Trx system 
plays an important role in many cellular functions such 
as redox control of transcription factors, synthesis of 
deoxyribonucleotides, cell growth, and protection 

against oxidative stress [7]. Trxs are small proteins 
conserved in all species, from bacteria to humans. All 
Trxs contain redox-active sites that reduce disulfides in 
proteins and peptides [8]. Reduced Trx catalyzes the 
reduction of ROS in many intracellular and 
extracellular proteins and oxidizes in this process. 
TrxR is required for oxidation of Trx [9]. Since cancer 
cells generally lead to high oxidative stress, the 
expression of antioxidant proteins such as Trx is 
increased [10]. It has been noted that Trx expression 
increases in many cancer types such as lung, 
pancreatic, colorectal, and breast cancer [11]. 
However, overexpression of thioredoxin due to 
oxidative stress gives rise to the growth of cancer cells, 
metastasis, and resistance to chemotherapeutic agents 
[12]. So Trx can be considered a potential target in 
cancer and the inhibition of TrxR could be a good 
strategy for treatment. Because Trx system can be 
regulated by the inhibition of TrxR, some synthetic 
TrxR inhibitors have reached the clinical test stage 
while some of them have received FDA approval for 
cancer treatment. For example, arsenic trioxide is used 
in the treatment of leukemia. This molecule 
irreversibly inhibits TrxR, and it is also recorded that 
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this inhibition is efficient in MCF-7 breast cancer [13]. 
Curcumin is a recent well-known anti-cancer agent, 
and it has been determined that the detected activity of 
this molecule is emerged from TrxR inhibition [14]. 
Further studies are still needed to resolve the effects of 
the thioredoxin system and TrxR inhibition in cancer 
treatment. The studies must be focused on both 
elucidating the thioredoxin system and synthesizing 
more effective TrxR inhibitors [15]. 

NHCs are known as easily synthesized and modified 
molecules [16]. These molecules which are known for 
their catalytic activity have remarkable results in many 
bioactivity researches [17]. Many metal-NHC 
complexes have been synthesized and analyzed after 
the usage of metal complexes in treatment procedures 

[18]. Besides the many known activities of metal-NHC 
complexes, good results have been obtained from 
anticancer studies especially for Au-NHC and also Ag-
NHC [19,20]. Therefore, evaluation of the interaction 
of Ag(I)-NHC complexes with TrxR for analysis of the 
anticancer activity seems as a reasonable strategy. In 
this study, previously synthesized and characterized 
[1-(2-methyl-2-propenyl)-3-(4-
methylbenzyl)benzimidazolium]+ (1a) and [1-(2-
methyl-2-propenyl)-3-(4-isopropylbenzyl) 
benzimidazolium]+ (1b) molecules [21] and their Ag(I) 
complexes (2a and 2b) (Figure 1) were investigated 
using molecular docking method for TrxR. In addition, 
the interaction of these molecules with DNA was 
evaluated.

 

 

  

Figure 1. Alkyl substituted allyl benzimidazolium molecules and their Ag(I)-NHC complexes 

2. DFT Optimization and Molecular Docking 
Method 

Before the molecular docking process, molecules are 
optimized with ORCA package program. ORCA 
version 2.8 using the BP86 functional were used for 
DFT-based calculations, with a def2-SVP def2-SVP/j 
basis set for ligand and complexes. Also, grid4, and 
tightscf options were used for geometry optimizations 
[22,23]. Molecular docking was performed using 
AutoDock 4.2. with the crystal structure of thioredoxin 
reductase (PDB id: 4CBQ) [24] and DNA dodecamer 
(PDB id: 1BNA) [25] from RCSB protein data bank 
[26]. Water in the proteins was removed and polar 
hydrogen atoms and Kollman charges were evaluated 
for target molecules in the docking process. Gasteiger 
charges, randomized starting positions, optimizations, 
and torsions have been evaluated for ligand molecules. 
The genetic algorithm population was used as 150 
while applying Lamarkian genetic algorithms [27]. 
The spacing values of the 1a and 2a were used as 0.375 
and npts are 68-58-54 against for TrxR docking. 
Additionally, the molecular dockings were performed 

with 0.375 spacing and 46-46-54 npts values for 2a and 
2b. In DNA docking performance all the crystal 
structure were scanned. 
3. Results and Discussion 

In a healthy person, the body has a perfect balance, and 
the disease could actually be considered as an 
imbalance in the body. The type of imbalance 
determines the type of the disease. The body has 
mechanisms that work to reconstruct the balance [28-
30]. Cancer is still one of the most fatal diseases in the 
world. The most important cause of cancer is the 
imperfection of the balance of ROS in the body [31]. 
The increasing amount of ROS leads to decay of basic 
components such as lipids, proteins. Various 
mechanisms are induced in order to rearrange the 
deteriorated ROS balance. Trx system is one of the 
systems that works for the regulation of ROS balance 
as well as having important functions in many 
processes such as cell growth and synthesis of 
deoxyribonucleotides [32]. Cancer increases ROS 
levels in the body and Trx system is induced. This 
causes overexpression of Trx, and this overexpression 
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also causes cancer cell growth, metastasis, and 
resistance to the chemotherapeutic agent [33]. Trx 
system consists of Trx, TrxR, and NADPH and TrxR 

induces Trx. Inhibition of TrxR for restriction of Trx 
over-expression is considered as a possible cancer 
treatment procedure.

 

 

    

Figure 2. Ribbon style crystallographic structure of thioredoxin reductase (upper). Docked residues of the 
molecules in thioredoxin reductase (down)  
 
 

The basic principle in standard in vitro anticancer 
studies is to examine the effect of molecules on 
specific cancer cells [34,35]. It is clear that the in vitro 
analysis of the effects is important. However, it is very 
difficult (sometimes impossible) to examine the 
mechanism of action of molecules in treatment. 
Therefore, molecular docking methods have recently 
become an essential tool in activity and drug design 
studies. Many experimental studies are supported by 
molecular docking studies with suitable target 
molecules [36-38]. In this study, the interactions of 
NHC ligands and their Ag(I) complexes were 
investigated by molecular docking with TrxR (Figure 
2 and Figure 3) and DNA (Figure 4). 

1a interacted with the region which comprised Ala38, 
Ile88, Ile10, Gly35, Glu34, Thr117, Gly11, Ser12, and 
Val41 in TrxR with -7.13 kcal/mol binding energy. 
Van der Waals interactions occur most intensely, and 
amino acids in these interactions can be analyzed in 

Figure 3. The molecule made alkyl and pi-alkyl 
interactions with Ile88, Ile10, Val41, and Ala38. Ala38 
also shows pi-sigma interactions with the conjugate 
electrons of the benzimidazole ring of the molecule. 
Carbon hydrogen bonding with Glu34 and Ser12 also 
contribute to the binding energy. 2a, the Ag(I) complex 
of 1a, has a binding energy of -7.37 kcal/mol with 
approximately the same region of TrxR. Van der Waals 
interactions are more remarkable in 2a, like 1a. Pi-
sigma interaction with Thr117, and the alkyl/pi-alkyl 
interactions with Val41, Phe254, and Ala38 also are 
also noteworthy. 1b was docked in a region where 
Ala38, Il10, Ile88, Pro14, Thr117 were located in 
TrxR. Pi-sigma interaction between Ala38 and 
benzimidazole, alkyl interactions with Ile10, Ile88, and 
Pro14, and many van der Waals interactions contribute 
to the binding energy of -8.58 kcal/mol. 2b, the Ag(I) 
complex of 1b, was docked with a binding energy of -
8.95 kcal/mol to approximately the same region as the 

1a 
1b 2a 

2b 
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other molecules. In this molecule, van der Waals 
interactions are conspicuous, and the amino acids that 
make up these interactions can be studied in Figure 3. 

Pi-sigma interaction with Ile10 and the alkyl/pi-alkyl 
interactions with Phe254, Ala38, Val41 are also 
noteworthy.

 

  

1a 1b 

 
 

2a 2b 

Figure 3. Graphical illustration of the interactions between TrxR and the molecules 

In previous anti-cancer studies of the molecules [21] 
analyzed in this study, it has been determined that 
complex molecules have higher anti-cancer activity 
than ligand molecules. In addition, it had been stated 
that the isopropyl substituted molecule had higher anti-
cancer activity than the methyl-substituted molecule. 
In molecular docking studies, the binding energy is 
accepted as a suitable criterion for comparing the 
activity. Accordingly, the binding energies obtained 
within this study are in accordance with the 
experimental results. 

It is important to get information about the interaction 
between molecules and DNA in many activity studies, 
especially in anti-cancer studies. The obtained results 
will also be important in new drug design studies. For 
this reason, the interactions of the molecules in this 
study with DNA were made by using DNA dodecamer 
(pdb id: 1BNA). 1a and 1b ligands interacted with 
Cyt11, Gua10, Cyt9, and Thy8 (Figure 4). However, 
2a and 2b complexes interacted with Ade5, Ade6, 
Thy7, and Thy8. The interactions are mostly pi-pi 
(pink) and pi-alkyl (purple) interactions (Figure 4).
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1a 1b 

 

  

2a 2b 

Figure 4.  Graphical illustration of the interactions between DNA dodecamer and the molecules 

4. Conclusion

New developments have been provided in cancer 
research in every day. Since the disease is wide in 
terms of diversity and mechanism of action, 
unfortunately, the studies have not been able to catch 
up with the pace of the disease. In addition to in vitro 
anti-cancer studies, all kinds of methods to understand 
the mechanism of action are important in these studies. 
The Trx system is one of the mechanisms examined in 
recent cancer studies. The studies about the synthesis 
and analysis of molecules for restricting Trx 

expression by TrxR inhibition are continuing. 
However, due to the difficulty of conducting these 
studies, it is reasonable to carry out these studies in 
silico. In silico studies both give an idea about the 
mechanism of action of the molecule and provide 
foresight in designing new studies. In this study, the 
interactions of molecules with thioredoxin reductase 
were examined and the binding energy results obtained 
with TrxR agree with the experimental results, but it is 
clear that much more studies must be done. In the next 
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studies, it is planned to diversify the studies with 
different substituted ligands and molecules. 
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 Abstract  

There are many extensions and generalizations of Gamma and Beta functions in the literature. 

However, a new extension of the extended Beta function 𝐵𝜁,   𝛼1

𝛼2; 𝑚1, 𝑚2(𝑎1, 𝑎2) was introduced 

and presented here because of its important properties. The new extended Beta function has 

symmetric property, integral representations, Mellin transform, inverse Mellin transform and 

statistical properties like Beta distribution, mean, variance, moment and cumulative 

distribution which ware also presented. Finally, the new extended Gauss and Confluent 

Hypergeometric functions with their propertied were introduced and presented.    
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1.  Introduction  

Functions like factorial and others attracted the attention of Mathematicians for a long period of time. For 

example, in 1729 a Swiss Mathematician, Leonard Euler generalized factorial function from the domain of natural 

numbers to the domain over the positive complex plane. Also, in 1811, French Mathematician Adrien-Marie 
Legendre decomposed Euler’s Gamma function into incomplete gamma functions and later in 1814 he introduced 

the notation of   𝛤 for gamma function. In 1730, Euler also introduced beta function, 𝐵(𝑎1, 𝑎2)  for a pair of 

complex numbers 𝑎1 and 𝑎2 with real positive parts through the integrand. Later on, various extensions of 

classical gamma and beta functions were studied by renowned Mathematicians and proved to be significantly 
important in different areas of Applied Mathematics, Statistics, Physics and Engineering such as heat conduction, 

probability theory, Fourier, Laplace, K-transforms and so on [1-20]. 

Definition 1. [21] Oraby et al., proposed the following extended beta function:  

  𝐵𝜁,   𝛼1

𝛼2;  𝑚1(𝑎1, 𝑎2) = ∫ 𝑡𝑎1−1(1 − 𝑡)𝑎2−11

0
𝐸𝛼1, 𝛼2

(−
𝜁

𝑡𝑚1(1−𝑡)𝑚1
) 𝑑𝑡,           (1) 

 (𝑅𝑒(𝑎1) > 0, 𝑅𝑒(𝑎2) > 0, 𝑅𝑒(𝜁) ≥ 0, 𝑅𝑒(𝛼1) > 0, 𝑅𝑒(𝛼2) > 0, 𝑅𝑒(𝑚1) > 0), 

𝐸𝛼1,𝛼2
(; ) is two parameters Mittag-leffler function. 

 Definition 2. [22, 23] Wiman function or two parameters Mittag-Leffler function is defined by 

      𝐸𝛼1,  𝛼2
(𝑧) = ∑

𝑧𝜘

𝛤(𝜘𝛼1+𝛼2)
∞
𝜘=0 , (𝛼1,  𝛼2 ∈ ℂ, 𝑅𝑒(𝛼1) > 0, 𝑅𝑒(𝛼2) > 0).               (2) 

 Definition 3. [24 -26] Classical Mittag-Leffler or one parameter Mittag-Leffler function is defined by 

      𝐸𝛼1
(𝑧) = ∑

𝑧𝜘

𝛤(𝜘𝛼1+1)
∞
𝜘=0 ,  (𝛼1 ∈ ℂ, 𝑅𝑒(𝛼1) > 0).                                                          (3) 
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 Definition 4. [27] Classical gamma function is defined using integral representation as 

    𝛤(𝛼1) = ∫ 𝑡𝛼1−1𝑒−𝑡∞

0
𝑑𝑡,    (𝑅𝑒(𝛼1) > 0).                                                                     (4) 

With the Euler reflection formula 

           𝛤(𝛼1) 𝛤(1 − 𝛼1) =
𝜋

𝑠𝑖𝑛𝜋𝛼1
,        (𝛼1 > 0).                                                                       (5) 

Definition 5. [27] Classical beta function is defined as 

            𝐵(𝛼1, 𝛼2) = {
∫ 𝑡𝛼1−1(1 − 𝑡)𝛼2−11

0
𝑑𝑡,    (𝑅𝑒(𝛼1) > 0, 𝑅𝑒(𝛼2) > 0),

    𝛤(𝛼1)  𝛤(𝛼2)

𝛤(𝛼1+𝛼2)
,                         (𝛼1,  𝛼2 ∈ ℂ\ℤ0

−).                    
                         (6) 

The relation also holds 

           𝐵(𝛼1,  𝛼2 − 𝛼1) =
𝛼2

𝛼1
𝐵(𝛼1 + 1,  𝛼2 − 𝛼1),  (𝑅𝑒(𝛼2) > 𝑅𝑒(𝛼1) > 0).              (7)                       

Definition 6. [20, 28] Classical pochhammer symbol is defined as 

             (𝛼1)𝜘 =
  𝛤(𝛼1+𝜘)

𝛤(𝛼1)
= {

𝛼1(𝛼1 + 1)(𝛼1 + 2) ⋯ (𝛼1 + 𝜘 − 1),             (𝜘 ≥ 1),

1,                                                             (𝜘 = 0, 𝛼1 ≠ 0),
               (8) 

with the well-known binomial theorem 

             ∑  (𝛼1)𝜘
∞
𝜘=0

(𝑧𝑡)𝛼1

𝜘!
= (1 − 𝑧𝑡)−𝛼1 .                                                                                    (9) 

 Definition 7. [29, 30] The Mellin transform of integrable function 𝑓(𝑧) with index 𝑙 is defined by 

              𝑓∗(𝑙) = 𝑀{𝑓(𝜁); 𝑙} = ∫ 𝜁𝑙−1∞

0
𝑓(𝜁)𝑑𝜁.                                                                  (10)     

The inverse Mellin transform is defined by 

             𝑓(𝜁) = 𝑀−1{𝑓(𝜁); 𝑙} =
1

2𝜋𝑖
∫𝐵𝑆   𝜁−𝑙𝑓∗(𝑙)𝑑𝑙.                                                                    (11) 

Definition 8. [31] Classical Gauss hypergeometric function is defined  

              𝐹(𝛼1, 𝛼2;   𝛼3;  𝑧) = ∑
(𝛼1)𝜘(𝛼2)𝜘

(𝛼3)𝜘

𝑧𝜘

𝜘!
∞
𝜘=0 ,                                                                            (12) 

             (𝑅𝑒(𝛼1) > 0, 𝑅𝑒(𝛼2) > 0, 𝑅𝑒(𝛼3) > 0, |𝑧| < 1). 

And  

             𝐹(𝛼1, 𝛼2;  𝛼3;  𝑧) =
1

𝐵(𝛼2, 𝛼3−𝛼2)
∫ 𝑡𝛼2−1(1 − 𝑡)𝛼3−𝛼2−11

0
(1 − 𝑧𝑡)−𝛼1𝑑𝑡,                         (13) 

            (𝑅𝑒(𝛼3) > 𝑅𝑒(𝛼2) > 0, |arg(1 − 𝑧)| < 1). 
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Definition 9. [31] Classical confluent hypergeometric function is defined as 

            𝛷(𝛼2;  𝛼3;  𝑧) = ∑
(𝛼2)𝜘

(𝛼3)𝜘

𝑧𝜘

𝜘!
∞
𝜘=0 ,   (𝑅𝑒(𝛼2) > 0, 𝑅𝑒(𝛼3) > 0, |𝑧| < 1).                              (14) 

And 

           𝛷( 𝛼2;  𝛼3;  𝑧) =
1

𝐵(𝛼2,   𝛼3−𝛼2)
∫ 𝑡𝛼2−1(1 − 𝑡)𝛼3−𝛼2−11

0
𝑒𝑧𝑡 𝑑𝑡,                                        (15) 

               (𝑅𝑒(𝛼3) > 𝑅𝑒(𝛼2) > 0, |arg(1 − 𝑧)| < 1). 

Definition 10. [32] The relations between Mittag-Leffler and gamma function is 

         ∫ 𝑢𝑙−1𝐸𝛼1, 𝛼2

𝛼3 (−𝜇𝑢)𝑑𝑢 =
𝛤(𝑙) 𝛤(𝛼3−𝑙)

𝜇𝑙  𝛤(𝛼3) 𝛤(𝛼2−𝑙𝛼3)

∞

0
.                                                               (16) 

Setting 𝛼3 = 𝜇 = 1 in equation (16), becomes 

                  ∫ 𝑢𝑙−1𝐸𝛼1, 𝛼2
(−𝑢)𝑑𝑢 =

𝛤(𝑙) 𝛤(1−𝑙).

𝛤(,𝛼2−𝑙)

∞

0
                                                                              (17) 

Definition 11. The extended beta function is defined as  

 𝐵𝜁,   𝛼1

𝛼2; 𝑚1, 𝑚2(𝑎1, 𝑎2) = ∫ 𝑡𝑎1−1(1 − 𝑡)𝑎2−11

0
𝐸𝛼1, 𝛼2

(−
𝜁

𝑡𝑚1(1−𝑡)𝑚2
) 𝑑𝑡,          (18) 

  

 is two parameters Mittag-Leffler function.  

 Definition 12. The extended Gauss hypergeometric function is defined as 

 ,                                 (19)                   

(   

Definition 13. The extended Gauss hypergeometric function is defined as 

                                      (20)                      

        

2.   Special Cases  

Some special cases of the new extended beta function are  



 

666 

 

Abubakar, Kaurangini  / Cumhuriyet Sci. J., 42(3) (2021) 663-676 
 

Cases 1: When  then the new extended beta function reduces to the beta function [21]: 

               (21) 

      . 

Cases 2: If and  then the new extended beta function reduces to the beta function [33]: 

,  (22)     

  . 

Cases 3: If and  then the new extended beta functions reduce to the beta function [34]: 

   ,            (23)  

  . 

Cases 4: When   then the new extended beta function reduces to the beta function as in [35]: 

 ,        (24)   

  . 

Cases 5: When  and  then the new extended beta function reduces to the beta function as 

in [36]: 

 ,           (25)  

  . 

Cases 6: If  then the new extended beta function reduces to the beta function as in 

[37]: 

  ,                               (26)    
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    . 

Cases 7: If  and  then the new extended beta function reduces to the classical 

beta function as in [27]: 

 ,                           (27) 

    . 

3.  Generalized Beta Function 

Theorem 1.  

                              (28) 

Proof. On setting left hand side of (28) to be L and direct calculation 

                        (29) 

On simplification of the equation (29),  

                        (30) 

Applying equation (18) to (30), the desired result in (28) is obtained. 

Theorem 2.  

                                         (31) 

Proof. By direct calculation 

                          (32) 

Applying equation (9) to (32), yield 

                        (33) 

 On interchanging the order of summation and integration in equation (33), 
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                              (34) 

Applying equation (18) to (34), the desired result is obtained. 

Theorem 3. 

                                              (35) 

Proof. By direct calculation 

 .              (36) 

Applying equation (9) to (36), yield 

                             (37) 

On interchanging the order of summation and integration in equation (37), we have 

                       (38) 

 Applying equation (18) to (38), gives the desired result. 

Theorem 4. For the new extended beta function, 

                         (39) 

Proof. Setting  in equation (18), gives the required result in (39). 

4.  Integral Representations 

Theorem 5.  

,          (40)  

,                      (41) 

 ,  (42) 



 

669 

 

Abubakar, Kaurangini  / Cumhuriyet Sci. J., 42(3) (2021) 663-676 
 

.                  (43) 

Proof.  Equations (40), (41), (42) and (43) can be obtained by putting    

 and , respectively in equation (18) and by changing of variable. 

Theorem 6.  

 ,               (44) 

 .                        (45) 

Proof.  Equations (44) and (45) can be obtained by putting  and   respectively in equation (18) 

and change of variable. 

5.  Mellin Transform 

Theorem 7.  

 .                            (46) 

Proof. Using definition of Mellin transform in equation (10), we have 

                                              (47) 

Substituting equation (18) into (47), we get 

                           (48) 

Interchanging the order of integrations in equation (48), yield 

             (49) 

On setting  in equation (49), we obtain 

                             (50) 

On applying equations (4), (5) and (17) to (50), the desired result can be obtained. 
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Corollory 8. The inverse Mellin transform: 

 =                     

where 

. 

6.  Beta Distribution  

The beta distribution of the new extended beta function is 

       (51) 

    

The moment of X, is given by: 

   .                           (52) 

On setting  in (52), we obtained the mean of the distribution as  

                                                                                    

The variance of the distribution given in equation (51) is  

    

Cumulative distribution is  

                                                                                          

where  is the new extended incomplete beta function defined by: 
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7.   Gauss and Confluent Hypergeometric Function  

Theorem 9.  

    

              (53) 

Proof. Applying equation (18) to (19), gives 

  

                                                                                (54) 

Interchanging the order of summation and integration in equation (54), we have 

   

                                                      (55) 

Applying equation (9) to (55), give the desired result in (53).  

Theorem 10.  

      (56) 

 

                                                                       (57) 

 

                                                                              (58) 
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which are the new extended hypergeometric function integral representations. 

Proof. Equations (56), (57) and (58) can be obtained by substituting   and 

, respectively in to (53). 

Theorem 11.  

        (59) 

which is the new extended confluent hypergeometric function integral representation. 

Proof. Applying equation (18) to (20), gives 

.    (60) 

Interchanging the order of summation and integration in equation (60), we have 

  

                                                              .      (61) 

Corollary 12. For the new extended confluent hypergeometric function, the following formula hold. 

 .  

Theorem 13. 

                     (62) 

                                  (63) 

which are differential formulas.  

Proof. Using equation (19), we have 

              .                 (64) 

Setting  in equation (64), we get 
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                     (65)  

Applying equation (7) to (65), the desired result in equation (62) is obtained. On successive differentiation of 

equation (62), also the required result in (63) is obtained. 

Corollary 14.  

                                           

                                          

8.  Mellin Transform 

Theorem 15.  

        (66) 

Proof. Using definition of the Mellin transform in equation (10), we have 

                (67) 

Substituting equation (19) into (67), we have 

  

                                                                (68) 

Interchanging the order of integrations in equation (68), yields 

   

                                                                     (69) 

On setting  in (69), we obtain 

  

                                                                                    (70) 
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On applying equations (4), (5) and (17) to (70), the desired result obtained. 

Corollary 16.  

 =     

                                                                    

where 

 

 

Corollary 17.  

                         

                                                                    

 =     

                                                                        

Where 

  

 

. 

Theorem 18.  

                         (71) 

                                      (72) 
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which are the transformation formulas for the extended Gauss hypergeometric and Kumar confluent 

hypergeometric functions. 

Proof. Setting  in equations (53) and (59), we obtained the required results in (71) and (72), 

respectively. 

Theorem 19.  

                                                   (73) 

is the extended Gauss summation formula. 

Proof. Taking  in equation (53), the required result in (73) is obtained. 

9.   Conclusions 

The new extension of the extended beta function  B
ζ,   α1

α2; m1, m2 (a1,  a2), Gauss hypergeometric 

function 𝐹𝜁,   𝛼1

𝛼2; 𝑚1, 𝑚2(𝑎1, 𝑎2; 𝑎3;  𝑧) and confluent hypergeometric function 𝛷𝜁,   𝛼1

𝛼2; 𝑚1, 𝑚2(𝑎2; 𝑎3;  𝑧)  were 

obtained and presented with their important properties. The extended beta, Gauss and confluent hypergeometric 

functions and their special cases proposed in [21, 33-37] can be regained from the newly proposed functions. It 

is hoped that it will be useful in Science and Technology [38-40].  
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Abstract 
The spectrum and spectral divisions of band matrices are very new and popular topics of 
studies. In this paper, our aims are to investigate boundedness of Jacobi matrix which is a band 
matrix has important role in physics and give subdivisions of the spectra, which are 
approximate point spectrum, defect spectrum and compression spectrum, for a special type 
Jacobi matrix. Moreover, we will find the fine division of spectrum which is given by 
Goldberg with the help of it. 
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1. Introduction  

The band matrices are an interesting topic for 
researchers since they have important applications in 
applied mathematics. In the summability theory and 
functional analysis, there are applications of band 
matrices. Also, they are used in linear algebra, 
computation in classical and fractional situations and 
approximation theory. The spectrum and spectral 
divisions of band matrices are very new and popular 
topics of studies. 

In recent years, some authors have investigated the 
spectral decomposition of generalized difference 
matrices on various sequence spaces. In 2011, Amirov, 
Durna and Yıldırım [1] calculated the approximate 
point spectrum, the defect spectrum, and the 
compression spectrum of the operators using the 
relationship between the spectral decompositions of 
the operators. Many researchers have benefited from 
this study and found the fine division of the operator. 
In the studies conducted so far, the approximate point 
spectrum, the defect spectrum and the compression 
spectrum were calculated using the fine spectrum of 
the operator. Generally, in order to examine the fine 
spectrum of operator, we investigate injectivity and 
surjectivity of  its adjoint. Because it is well-known 
that "𝑇𝑇 has a dense range if and only if 𝑇𝑇∗ is 1-1" and 
" 𝑇𝑇 has a bounded inverse if and only if 𝑇𝑇∗ is onto". 
But we can not always find adjoint operator. Even if 
we find it, we can not investigate the character of the 

series obtained while examining the injectivity and 
surjectivity of the adjoint operator. For example, it is 
not possible to talk about the adjoint of operator in 
general on ℓ∞, because ℓ∞ does not have the Schauder 
basis in the usual sense. And so, we will first calculate 
the approximate point spectrum, the defect spectrum 
and the compression spectrum of operator using the 
relationship between spectral division of operator and 
spectral division of its adjoint. Moreover, we will find 
the fine division of spectrum which is given by 
Goldberg with the help of it. 

Firstly, we will recall basic definitions and properties 
of operator which are used by us. 

Definition 1.1 Let 𝑇𝑇:𝐷𝐷(𝑇𝑇) → 𝑋𝑋 be a linear operator, 
defined on 𝐷𝐷(𝑇𝑇) ⊂ 𝑋𝑋, where 𝐷𝐷(𝑇𝑇) denote the domain 
of 𝑇𝑇 and 𝑋𝑋 is an infinite-dimensional complex normed 
space. Let 𝑇𝑇𝜆𝜆 ∶= 𝜆𝜆𝜆𝜆 − 𝑇𝑇 for 𝑇𝑇 ∈ 𝐵𝐵(𝑋𝑋) and 𝜆𝜆 ∈ ℂ where 
𝜆𝜆 is the identity operator, then different definitions and 
notations of spectra are defined as follows [2-3]: 

(1) The spectrum: 𝜎𝜎(𝑇𝑇,𝑋𝑋) ∶= {𝜆𝜆 ∈ ℂ:𝑇𝑇𝜆𝜆  is not 
invertible}, 

(2) The resolvent set 𝜌𝜌(𝑇𝑇,𝑋𝑋) is the complement of 
𝜎𝜎(𝑇𝑇,𝑋𝑋) in ℂ, 

(3) The point spectrum: 𝜎𝜎𝑝𝑝(𝑇𝑇,𝑋𝑋) ∶= {𝜆𝜆 ∈ ℂ:𝑇𝑇𝜆𝜆  is not 
injective}, 

(4) The continuous spectrum: 𝜎𝜎𝑐𝑐(𝑇𝑇,𝑋𝑋) ∶= �𝜆𝜆 ∈
ℂ:𝑇𝑇𝜆𝜆 is injective and 𝑅𝑅(𝑇𝑇𝜆𝜆) =X but 𝑅𝑅(𝑇𝑇𝜆𝜆) ≠ X�, 
where 𝑅𝑅(𝑇𝑇𝜆𝜆) denote the domain of 𝑇𝑇𝜆𝜆, 
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(5) The residual spectrum: 𝜎𝜎𝑟𝑟(𝑇𝑇,𝑋𝑋) ∶= �𝜆𝜆 ∈
ℂ:𝑇𝑇𝜆𝜆 is injective but 𝑅𝑅(𝑇𝑇𝜆𝜆) ≠ X �, 

(6) The defect spectrum: 𝜎𝜎𝛿𝛿(𝑇𝑇,𝑋𝑋) ∶= {𝜆𝜆 ∈
𝜎𝜎(𝑇𝑇,𝑋𝑋):𝑅𝑅(𝑇𝑇𝜆𝜆) ≠ X}, 

(7) The compression spectrum: 𝜎𝜎𝑐𝑐𝑐𝑐(𝑇𝑇,𝑋𝑋) ∶= �𝜆𝜆 ∈ ℂ: 

𝑅𝑅(𝑇𝑇𝜆𝜆) ≠ X �, 
(8) The approximate point spectrum: 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋)

∶={ 𝜆𝜆 ∈ ℂ: there exists a sequence (𝑥𝑥𝑛𝑛) in X such 
that ‖𝑥𝑥𝑛𝑛‖ = 1  for all 𝑛𝑛 ∈ ℕ and 
𝑙𝑙𝑙𝑙𝑙𝑙𝑛𝑛→∞‖𝑇𝑇𝜆𝜆(𝑥𝑥𝑛𝑛)‖ = 0. 

In Banach spaces, Proposition 1.2 is frequently used 
for calculating the partition of the spectrum of the 
linear operator. 

Proposition 1.2 [2] The spectra and subspectra of an 
operator 𝑇𝑇 ∈ 𝐵𝐵(𝑋𝑋) and its adjoint 𝑇𝑇∗ ∈ 𝐵𝐵(𝑋𝑋∗) are 
related by the following relations: 

(a) 𝜎𝜎(𝑇𝑇∗,𝑋𝑋∗) = 𝜎𝜎(𝑇𝑇,𝑋𝑋),    

(b) 𝜎𝜎𝑐𝑐(𝑇𝑇∗,𝑋𝑋∗) ⊆ 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋), 

(c) 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇∗,𝑋𝑋∗) = 𝜎𝜎𝛿𝛿(𝑇𝑇,𝑋𝑋),    

(d) 𝜎𝜎𝛿𝛿(𝑇𝑇∗,𝑋𝑋∗) = 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋), 

(e) 𝜎𝜎𝑝𝑝(𝑇𝑇∗,𝑋𝑋∗) = 𝜎𝜎𝑐𝑐𝑐𝑐(𝑇𝑇,𝑋𝑋),    

(f) 𝜎𝜎𝑐𝑐𝑐𝑐(𝑇𝑇∗,𝑋𝑋∗) ⊇ 𝜎𝜎𝑝𝑝(𝑇𝑇,𝑋𝑋), 

(g) 𝜎𝜎(𝑇𝑇,𝑋𝑋) = 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋) ∪ 𝜎𝜎𝑝𝑝(𝑇𝑇∗,𝑋𝑋∗) = 𝜎𝜎𝑝𝑝(𝑇𝑇,𝑋𝑋) ∪
𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇∗,𝑋𝑋∗). 

1.1. Goldberg's classification of spectrum 
If   𝑋𝑋 is a Banach space and 𝑇𝑇 ∈ 𝐵𝐵(𝑋𝑋), then there are 
three possibilities for 𝑅𝑅(𝑇𝑇): 

(𝜆𝜆) 𝑅𝑅(𝑇𝑇) = 𝑋𝑋, (𝜆𝜆𝜆𝜆) 𝑅𝑅(𝑇𝑇) =X, but 𝑅𝑅(𝑇𝑇)≠X, 

(𝜆𝜆𝜆𝜆𝜆𝜆) 𝑅𝑅(𝑇𝑇) ≠ X 

and three possibilities for 𝑇𝑇−1: 

(1) 𝑇𝑇−1 exists and continuous, 

 (2) 𝑇𝑇−1 exists but discontinuous, 

 (3) 𝑇𝑇−1 does not exist. 

If these possibilities are combined in all possible ways, 
nine different states are created. These are labelled by: 
𝜆𝜆1, 𝜆𝜆2, 𝜆𝜆3, 𝜆𝜆𝜆𝜆1, 𝜆𝜆𝜆𝜆2, 𝜆𝜆𝜆𝜆3, 𝜆𝜆𝜆𝜆𝜆𝜆1, 𝜆𝜆𝜆𝜆𝜆𝜆2, 𝜆𝜆𝜆𝜆𝜆𝜆3. If an operator is in 
state 𝜆𝜆𝜆𝜆𝜆𝜆2 for example, then 𝑅𝑅(𝑇𝑇) ≠ X and 𝑇𝑇−1 exist 
but is discontinuous (see [4]). 

If 𝜆𝜆 is a complex number such that 𝑇𝑇𝜆𝜆 ∈ 𝜆𝜆1 or 𝑇𝑇𝜆𝜆 ∈ 𝜆𝜆𝜆𝜆1, 
then 𝜆𝜆 ∈ 𝜌𝜌(𝑇𝑇,𝑋𝑋). All scalar values of 𝜆𝜆 not in 𝜌𝜌(𝑇𝑇,𝑋𝑋) 
comprise the spectrum of 𝑇𝑇. The further classification 
of 𝜎𝜎(𝑇𝑇,𝑋𝑋) gives rise to the fine spectrum of 𝑇𝑇. That is, 
𝜎𝜎(𝑇𝑇,𝑋𝑋) can be divided into the subsets 𝜆𝜆2𝜎𝜎(𝑇𝑇,𝑋𝑋) =
∅, 𝜆𝜆3𝜎𝜎(𝑇𝑇,𝑋𝑋), 𝜆𝜆𝜆𝜆2𝜎𝜎(𝑇𝑇,𝑋𝑋), 𝜆𝜆𝜆𝜆3𝜎𝜎(𝑇𝑇,𝑋𝑋), 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝑇𝑇,𝑋𝑋), 
𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝑇𝑇,𝑋𝑋), 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎(𝑇𝑇,𝑋𝑋). For example, if 𝑇𝑇𝜆𝜆 is in a 
given state, 𝜆𝜆𝜆𝜆𝜆𝜆2 (say), then we write 𝜆𝜆 ∈ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝑇𝑇,𝑋𝑋). 

Let us give a short survey concerning the spectrum and 
the fine spectrum and subdivision of the spectrum of 
the linear operators over certain sequence spaces. 

First, the spectrum of the Cesàro operator of order one 
over the sequence space ℓ2 has been examined by 
Brown, Halmos, and Shields [5] in 1965. In 1977, Cass 
and Rhoades [6], in 1978, Cardlidge [7] computed the 
spectrum of Weighted mean matrices. 

Subdivisions of the spectrum for an operator on a 
sequence space were given by [8], [9] and [10] firstly. 

Besides the above listed workers, the spectrum, fine 
spectrum and subdivision of the spectrum for various 
matrix operators have been investigated by many 
authors in the recent years, [11-25].  

By the definitions given above, the following 
statements are obtained from the Table given by Durna 
and Yıldırım in [9]: 
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Table 1. Subdivisions of the spectrum of a linear operator 
 
 
 
 
 
 
 
 
 
 
 
 
 

In this paper, we computed subdivisions of the spectrum for constant Jacobi matrix. 

2. Boundedness of Jacobi Matrix 𝑱𝑱(𝒔𝒔𝒏𝒏, 𝒓𝒓𝒏𝒏) 

A matrix of the form 𝐽𝐽 = (𝑎𝑎𝑖𝑖𝑖𝑖) is called a Jacobi matrix, where 𝑎𝑎𝑖𝑖𝑖𝑖 = 0 unless |𝑗𝑗 − 𝑙𝑙| < 1. More specifically, 

𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛) =

⎝

⎜
⎛
𝑠𝑠0 𝑟𝑟0 0 0 ⋯
𝑟𝑟0 𝑠𝑠1 𝑟𝑟1 0 ⋯
0 𝑟𝑟1 𝑠𝑠2 𝑟𝑟2 ⋯
0 0 𝑟𝑟2 𝑠𝑠3 ⋯
⋮ ⋮ ⋮ ⋮ ⋱⎠

⎟
⎞

         (1) 

where all 𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛 are real. If we get some constant sequences such as (𝑠𝑠𝑛𝑛) = (𝑠𝑠) and (𝑟𝑟𝑛𝑛) = (𝑟𝑟) , this 𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛) =
𝐽𝐽(𝑠𝑠, 𝑟𝑟) matrix is called constant Jacobi matrix. The spectral results are clear when 𝑟𝑟 = 0, so for the sequel we 
will have 𝑟𝑟 ≠ 0. 

Lemma 2.1 [25] Let 𝑇𝑇 be an operator with the associated matrix 𝐴𝐴 = (𝑎𝑎𝑛𝑛𝑛𝑛). Then the followings hold: 

i. 𝑇𝑇 ∈ 𝐵𝐵(𝑐𝑐) if and only if 

‖𝐴𝐴‖ ∶= sup
𝑛𝑛
∑ |𝑎𝑎𝑛𝑛𝑛𝑛|∞
𝑛𝑛=1 < ∞,          (2) 

𝑎𝑎𝑛𝑛 ∶= lim
𝑛𝑛→∞

𝑎𝑎𝑛𝑛𝑛𝑛  exists for each 𝑘𝑘,         (3) 

𝑎𝑎 ∶= lim
𝑛𝑛→∞

∑ 𝑎𝑎𝑛𝑛𝑛𝑛∞
𝑛𝑛=1   exists          (4) 

are valid. 

ii. 𝑇𝑇 ∈ 𝐵𝐵(𝑐𝑐0) if and only if (2) and (3) with 𝑎𝑎𝑛𝑛 = 0 for each 𝑘𝑘 are valid. 

iii. 𝑇𝑇 ∈ 𝐵𝐵(ℓ∞) if and only if (2) is valid. 

In these cases, the operator norm of 𝑇𝑇 is 

‖𝑇𝑇‖(ℓ∞:ℓ∞) = ‖𝑇𝑇‖(𝑐𝑐:𝑐𝑐) = ‖𝑇𝑇‖(𝑐𝑐0:𝑐𝑐0) = ‖𝐴𝐴‖.        (5) 

iv. 𝑇𝑇 ∈ 𝐵𝐵(ℓ1) if and only if 

‖𝐴𝐴𝑡𝑡‖ ∶= sup
𝑛𝑛
∑ |𝑎𝑎𝑛𝑛𝑛𝑛|∞
𝑛𝑛=1 < ∞          (6) 

is valid.  

  
1 2 3 

𝑇𝑇𝜆𝜆−1   exits and is 
bounded 

𝑇𝑇𝜆𝜆−1    exits and is 
unbounded 𝑇𝑇𝜆𝜆−1    does not exits 

𝜆𝜆 𝑅𝑅(𝑇𝑇𝜆𝜆) = 𝑋𝑋 
𝜆𝜆 ∈ 𝜌𝜌(𝑇𝑇,𝑋𝑋) 
𝜆𝜆 ∈ 𝜌𝜌(𝑇𝑇,𝑋𝑋) 

_ 
𝜆𝜆 ∈ 𝜎𝜎𝑝𝑝(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋) 

𝜆𝜆𝜆𝜆 𝑅𝑅(𝑇𝑇𝜆𝜆) =X 𝜆𝜆 ∈ 𝜌𝜌(𝑇𝑇,𝑋𝑋) 
𝜆𝜆 ∈ 𝜎𝜎𝑐𝑐(𝑇𝑇,𝑋𝑋) 
𝜆𝜆 ∈ 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝛿𝛿(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝑝𝑝(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝛿𝛿(𝑇𝑇,𝑋𝑋) 

𝜆𝜆𝜆𝜆𝜆𝜆 𝑅𝑅(𝑇𝑇𝜆𝜆) ≠X 

𝜆𝜆 ∈ 𝜎𝜎𝑟𝑟(𝑇𝑇,𝑋𝑋) 
𝜆𝜆 ∈ 𝜎𝜎𝛿𝛿(𝑇𝑇,𝑋𝑋) 
𝜆𝜆 ∈ 𝜎𝜎𝑐𝑐𝑐𝑐(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝑟𝑟(𝑇𝑇,𝑋𝑋) 
𝜆𝜆 ∈ 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝛿𝛿(𝑇𝑇,𝑋𝑋) 
𝜆𝜆 ∈ 𝜎𝜎𝑐𝑐𝑐𝑐(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝑝𝑝(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝑎𝑎𝑝𝑝(𝑇𝑇,𝑋𝑋) 

𝜆𝜆 ∈ 𝜎𝜎𝛿𝛿(𝑇𝑇,𝑋𝑋) 
𝜆𝜆 ∈ 𝜎𝜎𝑐𝑐𝑐𝑐(𝑇𝑇,𝑋𝑋) 
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In these cases, the operator norm of 𝑇𝑇 is ‖𝑇𝑇‖(ℓ1:ℓ1) = ‖𝐴𝐴𝑡𝑡‖. 

Theorem 2.2 𝜇𝜇 ∈ {𝑐𝑐0, 𝑐𝑐, ℓ1,ℓ∞}. 𝐽𝐽(𝑠𝑠, 𝑟𝑟) ∈ 𝐵𝐵(𝜇𝜇) and ‖𝐽𝐽(𝑠𝑠, 𝑟𝑟)‖(𝜇𝜇:𝜇𝜇) ≤ 2|𝑟𝑟| + |𝑠𝑠|. 

Proof It is clear from Lemma 2.1. 

Theorem 2.3 𝐽𝐽(𝑠𝑠, 𝑟𝑟) ∈ 𝐵𝐵�ℓ𝑝𝑝� (1 < 𝑝𝑝 < ∞) and ‖𝐽𝐽(𝑠𝑠, 𝑟𝑟)‖�ℓ𝑝𝑝:ℓ𝑝𝑝� ≤ 2|𝑟𝑟| + |𝑠𝑠|. 

Proof Since 

‖𝐽𝐽(𝑠𝑠, 𝑟𝑟)𝑥𝑥‖ℓ𝑝𝑝 = ��|𝑟𝑟𝑥𝑥𝑛𝑛−1 + 𝑠𝑠𝑥𝑥𝑛𝑛 + 𝑟𝑟𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

 

= ��|𝑟𝑟(𝑥𝑥𝑛𝑛−1 + 𝑥𝑥𝑛𝑛+1) + 𝑠𝑠𝑥𝑥𝑛𝑛|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

 

≤ |𝑟𝑟|��|𝑥𝑥𝑛𝑛−1 + 𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

+ |𝑠𝑠|��|𝑥𝑥𝑛𝑛|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

 

≤ 2|𝑟𝑟|‖𝑥𝑥‖ℓ𝑝𝑝 + |𝑠𝑠|‖𝑥𝑥‖ℓ𝑝𝑝 ≤ (2|𝑟𝑟| + |𝑠𝑠|)‖𝑥𝑥‖ℓ𝑝𝑝 ,

 

where 𝑥𝑥0 = 0, we have 𝐽𝐽(𝑠𝑠, 𝑟𝑟) ∈ 𝐵𝐵�ℓ𝑝𝑝�  and ‖𝐽𝐽(𝑠𝑠, 𝑟𝑟)‖�ℓ𝑝𝑝:ℓ𝑝𝑝� ≤ 2|𝑟𝑟| + |𝑠𝑠|. 

Theorem 2.4 𝐽𝐽(𝑠𝑠, 𝑟𝑟) ∈ 𝐵𝐵�𝑏𝑏𝑏𝑏𝑝𝑝� (1 < 𝑝𝑝 < ∞) and ‖𝐽𝐽(𝑠𝑠, 𝑟𝑟)‖�𝑏𝑏𝑏𝑏𝑝𝑝:𝑏𝑏𝑏𝑏𝑝𝑝� ≤ |𝑠𝑠 − 𝑟𝑟| + 3|𝑟𝑟|. 

Proof We have 

‖𝐽𝐽(𝑠𝑠, 𝑟𝑟)𝑥𝑥‖𝑏𝑏𝑏𝑏𝑝𝑝
𝑝𝑝 = |𝑟𝑟𝑥𝑥1 + 𝑠𝑠𝑥𝑥2 + 𝑟𝑟𝑥𝑥3 − 𝑠𝑠𝑥𝑥1 − 𝑟𝑟𝑥𝑥2|𝑝𝑝 + |𝑟𝑟𝑥𝑥2 + 𝑠𝑠𝑥𝑥3 + 𝑟𝑟𝑥𝑥4 − 𝑟𝑟𝑥𝑥1 − 𝑠𝑠𝑥𝑥2 − 𝑟𝑟𝑥𝑥3|𝑝𝑝 + ⋯

= |(𝑟𝑟 − 𝑠𝑠)𝑥𝑥1 + (𝑠𝑠 − 𝑟𝑟)𝑥𝑥2 + 𝑟𝑟𝑥𝑥3|𝑝𝑝 + |(𝑟𝑟 − 𝑠𝑠)𝑥𝑥2 + (𝑠𝑠 − 𝑟𝑟)𝑥𝑥3 + 𝑟𝑟𝑥𝑥4 − 𝑟𝑟𝑥𝑥1|𝑝𝑝 + ⋯

≤ �|(𝑟𝑟 − 𝑠𝑠)𝑥𝑥𝑛𝑛+1 + (𝑠𝑠 − 𝑟𝑟)𝑥𝑥𝑛𝑛+2 + 𝑟𝑟(𝑥𝑥𝑛𝑛+3 − 𝑥𝑥𝑛𝑛+2 + 𝑥𝑥𝑛𝑛+2 − 𝑥𝑥𝑛𝑛+1 + 𝑥𝑥𝑛𝑛+1 − 𝑥𝑥𝑛𝑛)|𝑝𝑝
∞

𝑛𝑛=0

 

= ���|(𝑠𝑠 − 𝑟𝑟)(𝑥𝑥𝑛𝑛+2−𝑥𝑥𝑛𝑛+1) + 𝑟𝑟(𝑥𝑥𝑛𝑛+3 − 𝑥𝑥𝑛𝑛+2 + 𝑥𝑥𝑛𝑛+2 − 𝑥𝑥𝑛𝑛+1 + 𝑥𝑥𝑛𝑛+1 − 𝑥𝑥𝑛𝑛)|𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

�

𝑝𝑝

≤ ���|𝑠𝑠 − 𝑟𝑟|𝑝𝑝|𝑥𝑥𝑛𝑛+2−𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

+��|𝑟𝑟|𝑝𝑝|𝑥𝑥𝑛𝑛+3 − 𝑥𝑥𝑛𝑛+2 + 𝑥𝑥𝑛𝑛+2 − 𝑥𝑥𝑛𝑛+1 + 𝑥𝑥𝑛𝑛+1 − 𝑥𝑥𝑛𝑛|𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

�

𝑝𝑝

≤ ��|𝑠𝑠 − 𝑟𝑟| �|𝑥𝑥𝑛𝑛+2−𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

+�|𝑟𝑟|�(|𝑥𝑥𝑛𝑛+3 − 𝑥𝑥𝑛𝑛+2| + |𝑥𝑥𝑛𝑛+2 − 𝑥𝑥𝑛𝑛+1| + |𝑥𝑥𝑛𝑛+1 − 𝑥𝑥𝑛𝑛|)𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

�

𝑝𝑝

 



Durna et al. / Cumhuriyet Sci. J., 42(3) (2021)677-687 
 

681 
 

≤ �|𝑠𝑠 − 𝑟𝑟|��|𝑥𝑥𝑛𝑛+2−𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

+ |𝑟𝑟| ���|𝑥𝑥𝑛𝑛+3 − 𝑥𝑥𝑛𝑛+2|𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

+ ��|𝑥𝑥𝑛𝑛+2 − 𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

+ ��|𝑥𝑥𝑛𝑛+1 − 𝑥𝑥𝑛𝑛|𝑝𝑝
∞

𝑛𝑛=0

�
1/𝑝𝑝

��

𝑝𝑝

≤ �|𝑠𝑠 − 𝑟𝑟|‖𝑥𝑥‖𝑏𝑏𝑏𝑏𝑝𝑝 + |𝑟𝑟|3‖𝑥𝑥‖𝑏𝑏𝑏𝑏𝑝𝑝�
𝑝𝑝

= [|𝑠𝑠 − 𝑟𝑟| + 3|𝑟𝑟|]𝑝𝑝‖𝑥𝑥‖𝑏𝑏𝑏𝑏𝑝𝑝
𝑝𝑝

 

where 𝑥𝑥0 = 0. Then 

‖𝐽𝐽(𝑠𝑠, 𝑟𝑟)𝑥𝑥‖𝑏𝑏𝑏𝑏𝑝𝑝 ≤ (|𝑠𝑠 − 𝑟𝑟| + 3|𝑟𝑟|)‖𝑥𝑥‖𝑏𝑏𝑏𝑏𝑝𝑝. 

Hence we get 𝐽𝐽(𝑠𝑠, 𝑟𝑟) ∈ 𝐵𝐵�𝑏𝑏𝑏𝑏𝑝𝑝�  and ‖𝐽𝐽(𝑠𝑠, 𝑟𝑟)‖�𝑏𝑏𝑏𝑏𝑝𝑝:𝑏𝑏𝑏𝑏𝑝𝑝� ≤ |𝑠𝑠 − 𝑟𝑟| + 3|𝑟𝑟|. 

Theorem 2.5 𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛) ∈ 𝐵𝐵(𝜇𝜇) and ‖ 𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛)‖(𝜇𝜇:𝜇𝜇) ≤ 2‖𝑟𝑟‖∞ + ‖𝑠𝑠‖∞  where 𝜇𝜇 ∈ {𝑐𝑐0, 𝑐𝑐, ℓ1,ℓ∞}, (𝑠𝑠𝑛𝑛), (𝑟𝑟𝑛𝑛) ∈
𝜇𝜇. 

Proof It is clear from Lemma 2.1. 

Theorem 2.6 𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛) ∈ 𝐵𝐵�ℓ𝑝𝑝� (1 < 𝑝𝑝 < ∞) and ‖ 𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛)‖�ℓ𝑝𝑝:ℓ𝑝𝑝� ≤ 2‖𝑟𝑟‖𝑝𝑝 + ‖𝑠𝑠‖𝑝𝑝  where (𝑠𝑠𝑛𝑛), (𝑟𝑟𝑛𝑛) ∈ ℓ𝑝𝑝. 

Proof Since 

‖𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛)𝑥𝑥‖𝑝𝑝 = ��|𝑟𝑟𝑛𝑛−1𝑥𝑥𝑛𝑛−1 + 𝑠𝑠𝑛𝑛𝑥𝑥𝑛𝑛 + 𝑟𝑟𝑛𝑛𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

 

≤ ��|𝑟𝑟𝑛𝑛−1𝑥𝑥𝑛𝑛−1 + 𝑠𝑠𝑛𝑛𝑥𝑥𝑛𝑛|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

+  ��|𝑟𝑟𝑛𝑛𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

≤ ��|𝑟𝑟𝑛𝑛−1𝑥𝑥𝑛𝑛−1|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

+ ��|𝑠𝑠𝑛𝑛𝑥𝑥𝑛𝑛|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

+ ��|𝑟𝑟𝑛𝑛𝑥𝑥𝑛𝑛+1|𝑝𝑝
∞

𝑛𝑛=1

�

1
𝑝𝑝

 

≤ �2‖𝑟𝑟‖𝑝𝑝 + ‖𝑠𝑠‖𝑝𝑝�‖𝑥𝑥‖𝑝𝑝,

 

we have 𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛) ∈ 𝐵𝐵�ℓ𝑝𝑝�  and ‖ 𝐽𝐽(𝑠𝑠𝑛𝑛, 𝑟𝑟𝑛𝑛)‖�ℓ𝑝𝑝:ℓ𝑝𝑝� ≤ 2‖𝑟𝑟‖𝑝𝑝 + ‖𝑠𝑠‖𝑝𝑝. 

3. Spectrum of Jacobi Matrix 𝑱𝑱(𝒔𝒔,𝒓𝒓) with constant entries 

In this section, we will give the spectral decomposition of Jacobi Matrix 𝐽𝐽(𝑠𝑠, 𝑟𝑟) with constant entries with the 
help of the spectrum and the fine spectrum, which were previously studied in [27] and [18]. 

3.1. Subdivision of the spectrum of 𝑱𝑱(𝒔𝒔, 𝒓𝒓) on 𝒄𝒄𝟎𝟎 

Theorem 3.1 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof From Table 1, we know 

𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0)\𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0). 
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Since 𝜎𝜎𝑟𝑟(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅ from [27, Theorem 3.3], we have 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅ and we know 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) =
[𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, Theorem 2.5]. Hence 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Theorem 3.2 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof We have 

𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0)\𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) 

from Table 1. Since 𝜎𝜎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅ from [27, Theorem 2.1], we get 𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅ and we know 
𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, Theorem 2.5]. Hence 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Theorem 3.3 𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅. 

Proof From Table 1, we get 

𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) ∪ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) ∪ 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0). 

Since 𝜎𝜎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅ from [27, Theorem 2.1] and 𝜎𝜎𝑟𝑟(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅ from [27, Theorem 3.3], we have  

𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅. 

Therefore 𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅. 

3.2. The fine spectrum and subdivision of the spectrum of 𝑱𝑱(𝒔𝒔, 𝒓𝒓) on 𝒄𝒄 

Theorem 3.4 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = {𝑠𝑠 + 2𝑟𝑟}. 

Proof By [27, Theorem 3.5], 𝜎𝜎𝑟𝑟(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = {𝑠𝑠 + 2𝑟𝑟}. So that 𝑠𝑠 + 2𝑟𝑟 ∈ 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) ∪ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐). 
Now we investigate either 𝑠𝑠 + 2𝑟𝑟 ∈ 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) or 𝑠𝑠 + 2𝑟𝑟 ∈ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐). For this we must show that 
�(𝑠𝑠 + 2𝑟𝑟)𝜆𝜆 − 𝐽𝐽(𝑠𝑠, 𝑟𝑟)�−1 is whether bounded or not. 

(𝑠𝑠 + 2𝑟𝑟)𝜆𝜆 − 𝐽𝐽(𝑠𝑠, 𝑟𝑟) = �

𝑠𝑠 + 2𝑟𝑟 0 0 ⋯
0 𝑠𝑠 + 2𝑟𝑟 0 ⋯
0 0 𝑠𝑠 + 2𝑟𝑟 ⋯
⋮ ⋮ ⋮ ⋱

� − �

𝑠𝑠 𝑟𝑟 0 0 ⋯
𝑟𝑟 𝑠𝑠 𝑟𝑟 0 ⋯
0 𝑟𝑟 𝑠𝑠 𝑟𝑟 ⋯
⋮ ⋮ ⋮ ⋮ ⋱

�

= 𝑟𝑟 �

2 −1 0 0 ⋯
−1 2 −1 0 ⋯
0 −1 2 −1 ⋯
⋮ ⋮ ⋮ ⋮ ⋱

� .

 

The inverse of above matrix is 

1
𝑟𝑟

⎝

⎜
⎛

1 1 1 1 ⋯
1 2 2 2 ⋯
1 2 3 3 ⋯
1 2 3 4 ⋯
⋮ ⋮ ⋮ ⋮ ⋱⎠

⎟
⎞

 

which is unbounded matrix. Therefore we get 𝑠𝑠 + 2𝑟𝑟 ∈ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐). Hence 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) =
{𝑠𝑠 + 2𝑟𝑟}, from 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) ⊂ 𝜎𝜎𝑟𝑟(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐). 

Corollary 3.5 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = ∅. 

Proof By [27, Theorem 3.5], 𝜎𝜎𝑟𝑟(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = {𝑠𝑠 + 2𝑟𝑟} and 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = ∅ from Theorem 3.4 
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Corollary 3.6 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof From Table 1, we get 

𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐)\𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐). 

Since 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = ∅ from Corollary 3.5 and 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, Theorem 2.5], we 
have 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Corollary 3.7 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof We know 

𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐)\𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) 

from Table 1. Since 𝜎𝜎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = ∅ from [27, Theorem 2.1] and 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, 
Theorem 2.5], we get 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Corollary 3.8 𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = {𝑠𝑠 + 2𝑟𝑟}. 

Proof By Table 1, we get 

𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) ∪ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) ∪ 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐). 

Using 𝜎𝜎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = ∅ from [27, Theorem 2.1], we get 𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐) = {𝑠𝑠 + 2𝑟𝑟} from Theorem 3.4 and 
Corollary 3.5. 

3.3. The fine spectrum and subdivision of the spectrum of 𝑱𝑱(𝒔𝒔, 𝒓𝒓) on 𝓵𝓵𝟏𝟏 

Theorem 3.9 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = ∅. 

Proof We know 

𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽∗(𝑠𝑠, 𝑟𝑟), 𝑐𝑐∗ ≡ ℓ1) = 𝜎𝜎(𝐽𝐽∗(𝑠𝑠, 𝑟𝑟),ℓ1)\𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽∗(𝑠𝑠, 𝑟𝑟),ℓ1) 

by Table 1 and we have 

𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽∗(𝑠𝑠, 𝑟𝑟) = 𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) 

by the Proposition 1.2. We get 

𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0)\𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) 

by Table 1. Since 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, Theorem 2.5], and 𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = ∅, we have 
𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟), 𝑐𝑐0) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. Therefore 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽∗(𝑠𝑠, 𝑟𝑟) = 𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] and since 
𝜎𝜎(𝐽𝐽∗(𝑠𝑠, 𝑟𝑟),ℓ1) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from Proposition 1.2, we get 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = ∅. 

Corollary 3.10 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = (𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟). 

Proof We know 𝜎𝜎𝑟𝑟(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = (𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟) by [27, Theorem 3.4] and we have 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) =
(𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟) by Theorem 3.9. 

Corollary 3.11 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof From Table 1, we know 
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𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1)\𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1). 

Since 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, Theorem 2.5] and 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = ∅ from Theorem 3.9, 
we have 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Corollary 3.12 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof Since 𝜎𝜎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = ∅ from [27, Theorem 2.1], we have 𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = ∅. And since 

𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1)\𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) 

by Table 1, we have 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Corollary 3.13 𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = (𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟). 

Proof From Table 1, we have 

𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) ∪ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) ∪ 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1). 

Using 𝜎𝜎𝑟𝑟(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = (𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟) from [27, Theorem 3.4] and 𝜎𝜎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = ∅ from [27, Theorem 
2.1], we have 𝜎𝜎𝑐𝑐𝑐𝑐(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) = (𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟) from Theorem 3.9 and Corollary 3.10. 

3.4. Subdivision of the spectrum of 𝑱𝑱(𝒔𝒔, 𝒓𝒓) on 𝓵𝓵𝒑𝒑 

Theorem 3.14 𝜎𝜎𝑎𝑎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof We know 

𝜎𝜎𝑎𝑎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝�\𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� 

by the Table 1. Since 𝜎𝜎𝑟𝑟�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅ from [18, Corollary 3.5], we find 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅ and we have 
𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [18, Theorem 3.2]. Therefore 𝜎𝜎𝑎𝑎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Theorem 3.15 𝜎𝜎𝛿𝛿�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof From Table 1, we have 

𝜎𝜎𝛿𝛿�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝�\𝜆𝜆3𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝�. 

We have 𝜆𝜆3𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅ and 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [18, Theorem 3.2] since 
𝜎𝜎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅ from [18, Theorem 3.3]. Hence 𝜎𝜎𝛿𝛿�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Theorem 3.16 𝜎𝜎𝑐𝑐𝑐𝑐�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅. 

Proof We know 

𝜎𝜎𝑐𝑐𝑐𝑐�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� ∪ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� ∪ 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� 

by the Table 1. Since 𝜎𝜎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅ from [18, Theorem 3.3] and 𝜎𝜎𝑟𝑟�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅ from [18, Corallary 
3.5], we get 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅. Hence 𝜎𝜎𝑐𝑐𝑐𝑐�𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ𝑝𝑝� = ∅. 
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3.5. The fine spectrum and subdivision of the spectrum of 𝑱𝑱(𝒔𝒔, 𝒓𝒓) on 𝓵𝓵∞ 

Theorem 3.17 𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = ∅. 

Proof From Table 1, we have 

𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞)\𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞). 

We get 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽∗(𝑠𝑠, 𝑟𝑟),ℓ1) from Proposition 1.2. Using Corollary 3.11, 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) =
[𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] and 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, Theorem 2.5], we have 𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = ∅. 

Theorem 3.18 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = ∅. 

Proof We know 

𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞)\𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) 

by Table 1. 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽∗(𝑠𝑠, 𝑟𝑟) = 𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) from Proposition 1.2. Since 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ1) =
[𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from Corollary 3.12 and 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, Theorem 2.5], we have 
𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = ∅. 

Corollary 3.19 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof From Table 1, we get 

𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞)\𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞). 

We have 𝜎𝜎𝑎𝑎𝑝𝑝(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] since 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27 Theorem 2.5] and 
𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = ∅ from Theorem 3.18. 

Corollary 3.20 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof We know 

𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞)\𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) 

by the Table 1. Since 𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [27, Theorem 2.5] and 𝜆𝜆3𝜎𝜎(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = ∅ from 
Theorem 3.17, we have 𝜎𝜎𝛿𝛿(𝐽𝐽(𝑠𝑠, 𝑟𝑟),ℓ∞) = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

3.6. Subdivision of the spectrum of 𝑱𝑱(𝒔𝒔, 𝒓𝒓) on 𝒃𝒃𝒃𝒃𝒑𝒑 

Theorem 3.21 𝜎𝜎𝑎𝑎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof From Table 1, we get 

𝜎𝜎𝑎𝑎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝�\𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝�. 

Since 𝜎𝜎𝑟𝑟�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅ from [18, Theorem 4.3 (iii)], we have 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅ and 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� =
[𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [18, Theorem 4.2]. Therefore 𝜎𝜎𝑎𝑎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Theorem 3.22 𝜎𝜎𝛿𝛿�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Proof We know 
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𝜎𝜎𝛿𝛿�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝�\𝜆𝜆3𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� 

by the Table 1. Since 𝜎𝜎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅ from [18, Theorem 4.3 (i)], we have 𝜆𝜆3𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅ and we 
have 𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟] from [18, Theorem 4.2]. Hence 𝜎𝜎𝛿𝛿�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = [𝑠𝑠 − 2𝑟𝑟, 𝑠𝑠 + 2𝑟𝑟]. 

Theorem 3.16 𝜎𝜎𝑐𝑐𝑐𝑐�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅. 

Proof From Table 1, we get 

𝜎𝜎𝑐𝑐𝑐𝑐�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� ∪ 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� ∪ 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� 

Since 𝜎𝜎𝑝𝑝�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅ from [18, Theorem 4.3 (i)] and 𝜎𝜎𝑟𝑟�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅ from [18, Theorem 4.3 (iii)], we 
have 𝜆𝜆𝜆𝜆𝜆𝜆1𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = 𝜆𝜆𝜆𝜆𝜆𝜆2𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = 𝜆𝜆𝜆𝜆𝜆𝜆3𝜎𝜎�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅. Hence 𝜎𝜎𝑐𝑐𝑐𝑐�𝐽𝐽(𝑠𝑠, 𝑟𝑟),𝑏𝑏𝑏𝑏𝑝𝑝� = ∅. 
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 Abstract  

Proton therapy as one of the radiotherapy applications, aims to treat the tumor by using the 
accelerated proton particle. High radiation dose distributions delivered to the tumor tissue, is 
characterized with Bragg curves, while the radiation in the tissues surrounding the tumor is 
expected to be as low as possible. In our study, proton treatment of the tumor volume placed 
in the brain created by GATE software was simulated. The absorbed doses in other organs 
created by GATE software during treatment were determined using DoseActor and 
TLEDoseActor algorithms. Nuclear interactions of the accelerated proton with the nucleus of 
the target atom make the target atom reactive and cause secondary radiation. Similar to the 
TLEDoseActor algorithm, NTLE algorithm was used to determine the doses caused by 
neutrons from these secondary radiations. With the algorithms used, out-of-field doses and 
secondary doses for proton beams at 250 MeV energy were determined. It is important to 
determine the secondary radiations caused by the interaction of the proton with the tissue and 
to determine the doses out of the field. These results may be helpful in determining and 
preventing secondary cancer formation in proton therapy in clinical applications. 
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1. Introduction 

Proton therapy is the application of radiotherapy, 
which allows proton, one of the particles that make up 
the atom, to be used in the treatment of cancer. The 
basic principle of radiotherapy applications is to 
provide high doses to the tumor while minimizing the 
radiation dose that healthy tissues will receive. While 
the deep dose characteristics of protons increase tumor 
doses, the quality of life is improved by maintaining 
healthy tissues and providing local control of the 
tumor. [1] Considering the clinical advantages of 
proton therapy compared to traditional photon 
radiotherapy, their publications in the literature in this 
field are increasing. Although protons are considered 
to have clinical superiority in many types of cancers 
such as pediatric cancer, ocular melanoma, head and 
neck cancers, studies are limited to small research. [2] 
One of the most important reasons for this is that it is 
inadequate in number due to the cost and cost of proton 
therapy centers. When protons move through tissue, 
accelerated protons interact with atomic electrons, 
while high-energy protons can cause nuclear 

interactions in atomic nuclei. The nucleus, which 
becomes reactive by nuclear interactions, allows 
secondary radiation in the form of smaller 
fragmentation and gamma release.[3] From these 
secondary radiations, neutrons in particular can cause 
extraterrestrial doses in healthy tissues located away 
from the treatment area. The likelihood of radiation-
related tumor formation in organs other than the 
treatment area is less likely than tumor formation in 
organs close to the target volume. [4] Secondary 
radiation can cause cancer to recur in patients 
undergoing treatment. Therefore, it is important to 
calculate out-of-field doses caused by secondary 
radiation. [5] 
The draft of the article is as follows: in the next section 
we describe the anthropomorphic phantom simulation 
installation, GATE software, algorithms used to 
calculate out-of-field doses and their calculations. In 
the findings section, we give the dose values obtained 
by GATE software, brain and out-of-field dose 
distributions and end our work with the result and 
interpretation part. 

https://orcid.org/0000-0001-6446-4195
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2. Materials and Methods 

2.1. Anthropomorphic phantom preparation with 
GATE v.9.8 

GATE is a simulation application that enables 
visualization using the Geant4 toolkit, which simulates 
interactions between particles and matter. [6] Shaping 
the simulation is done through simple macros to learn. 
It has a wide range of studies that can be used in many 
researches such as improving image quality in imaging 
and determining radiation doses taken in radiotherapy. 
In the coordinate system, the World volume, which we 
have determined to be 2.1 m at the x, y and z 
coordinates, is created. It is created using MIRD 
female phantom data defined in skull, brain, tumor, 
thyroid, lungs, heart, breast, liver, spleen, kidneys, 
stomach and pancreatic GATE [7]. Excluding phantom 
as out-of-area doses are studied especially in the 
external environment where staff can be exposed 
calculation of doses has also been targeted. Global 
geometries are therefore placed outside the phantom. 4 
spherical water-filled geometries are placed outside the 
MIRD phantom. 250 MeV proton energy has been 
selected as the typical upper energy limit for treatments 
in this area.The global tumor volume placed inside the 
brain is irradiated by a bundle of protons created by 
100K accelerated protons in 250 MeV proton beam. 
Pen beam scanning method (PBS) was used for 
irradiation with proton. Different resource types can be 
defined in GATE. With the PBS source, the tumor is 
irradiated with ultra-narrow proton beams. With the 
PlanDescription file, parameters such as particle 
energy, patient position, and treatment head position 
are determined, while the SourceDescription file 
determines the source information for each pen beam 
source location and direction. Secondary radiation 
production in the treatment head is prevented by using 
the pencil beam scanning (PBS) method. Secondary 
radiation in irradiations using PBS method occurs as a 
result of nuclear interactions in patient tissues. 
DoseActor and TLEDoseActor are placed in all 
geometries for the calculation of out-of-field doses. 
DoseActor and TLEDoseActor algorithms will be 
mentioned in chapter 2.2. 
  
 
 

 

 

Figure 1. Image from phantom prepared in GATE 

Figure 2. Representation of organs in phantom prepared in 
GATE 

2.2 Description of DoseActor and TLEDoseActor 
algorithms 

In the simulation, the source was selected as a proton 
particle with energy of 250 MeV and irradiation was 
performed by pencil beam scanning method (PBS). In 
GATE, actors are tools that record a lot of information, 
such as doses accumulated and particles accumulated 
as a result of interactions in simulation. In our study, 
we used two of these actors, DoseActor and 
TLEDoseActors. We placed these actors in all the 
organs we created and determined the doses and 
secondary doses accumulated in the organs. We 
filtered neutrons within both algorithms with the help 
of dose values we received from DoseActor and 
TLEDoseActor algorithms for each organ, as well as 
particle filters that we added to these algorithms. In 
algorithms, care should be taken that the step length is 
not too large compared to the voxel. Along this line, 
the position determined for the actor to hold the 
information can be chosen randomly. In our study, it 
was chosen as (post) because it is suitable for 
calculating out-of-area doses. We have received a total 
of 4 separate data from both algorithms in two ways, 
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total doses and neutron doses. We viewed and 
calculated the analysis of all data using ROOT. [8] 
During the analysis phase, the dose absorbed in an area 
of GATE can be calculated by the DoseActor 
algorithm. The DoseActor algorithm is placed at the 
desired volume. The volume in which DoseActor is 
placed is divided into three-dimensional vocsels and 
calculated by the energies left in the vocsel by the 
particles passing through the vocsels. This algorithm 
can calculate the absorbed dose volumetrically or mass 
ively. [9] 

Volume-weighted algorithm is given in Equation 1. 

 =  =    =                                                                                                                                                                            

(1) 
The energy stored in the dosel volume is calculated by 
dividing the total energy in the region to which 
DoseActor is connected by 𝐸𝐸İ, Dosel volume ( 𝑉𝑉𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑)  
and density of the region ( 𝜌𝜌𝑖𝑖 ). 

Similarly, the mass-weighted algorithm is given in 
Equation 2. 

 =  =    =  =

                                                                            (2) 

The energy stored in the dosel volume is calculated by 
dividing the dosel energy 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  by dosel mass 𝑚𝑚𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. 

Similar to the DoseActor method, GATE uses the 
TLEDoseActor algorithm to determine photons with 
energies below approximately 1 MeV of energy. [10] 
With this algorithm, photon flux is shown in Equation 
3 by determining the number of trace length (L) left by 
photons entering voxel volume (V): 

  ɸ                                                                               (3) 

 The dose absorbed based on flux and trace length is 
shown in Equation 4: 

   D=ɸ.E.                                                                       (4) 

Here ɸ is photon flux, E is the energy of photons, and  
 is the mass energy absorption coefficient.         

3.   Results and Discussion 

Total dose values absorbed for 11 different organ 
structures and 4 spherical geometries created and 
photon and neutron doses resulting from interaction of 
high-energy protons with target volume are given in 
Table 1. In addition to the absorcited doses in our 
study, the percentage of doses absorbed in organs and 
spherical geometries was determined and 77.26 % of 
the total dose was absorbed in the tumor as expected. 
%16.3 of the absorded dose is absorbed by the brain 
and 6.33 % by the skull. Percentages of doses in non-
field organs remain below %1. In our study, it is seen 
that bragg peak, which is defined as the characteristic 
dose curve of proton, indicates the highest doses to the 
tumor, while doses in out-of-field organs are quite low 
compared to traditional photon radiotherapy. [11] In 
addition to the total absorbed doses, doses resulting 
from photons and neutrons produced as a result of 
nuclear interactions during the irradiation of the brain 
tumor are given in Table 1.  
Clinically, the treatment of a brain tumor is planned to 
be treated with approximately 1.8 Gy absorbed 
radiation daily, depending on the tumor size, only 5 
days a week for approximately 6-7 weeks. In line with 
this planning, it is aimed to give approximately 60 Gy 
doses to the tumor at the end of the treatment. [12] In 
our simulation study, when the tumor dose of the 
patient is calculated to be 60 Gy at the end of the 
treatment based on the absorption dose values given in 
the DoseActor total dose column, the total doses that 
the brain and skull will absorb are 12.74 Gy and 4.94 
Gy respectively, while the total doses absorbed in other 
organs range from 0.3 mGy to 38.4 mGy. In our study, 
neutron and photon doses that contributed to these total 
absorbed doses were calculated and it was observed 
that the doses of neutrons absorbed in the organs were 
formed in the kidneys with at least 0.07 μGy and in the 
skull with a maximum of 921.9 μGy. These values are 
seen to be very low in the formation of secondary 
cancer of proton therapy.  

TLEDoseActor algorithm, it was possible to calculate 
the dose by absorption of low-energy photons in the 
tissue. At the end of the treatment process, photon 
doses of the skull, brain and tumor ranged from 65mGy 
to 397mGy, while in remote organs outside the 
treatment area, these doses were calculated to be as low 
as 7.62 µGy. 
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Table 1.DoseActor and TLEDoseActor algorithms for dose values absorbed in organs (250 MeV) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

With this study, we calculated the total doses absorbed by tumor and other organs with DoseActor algorithm 
using accelerated proton beams in the irradiation of the brain tumor, neutron doses that contribute to the total 
dose absorbed in the organs using particle filter in the DoseActor algorithm.  Using particle filtering in the TLE 
algorithm, we filtered neutrons defined as NTLE. NTLE was used to determine neutrons that are part of the 
secondary dose. [13] Figures 3 and 4 show particle and dose distributions in brain tissue and out off-field global 
dosimetry. 

TLE and NTLE algorithms as in actual measurements does not depend on the absorbed dose. This is experimental 
algorithms are being developed. On the tumor, the protons sent directly The direct interaction with the absorption 
is the dominant interaction. On the other hand dose in the tumor, since off-field doses were taken into account 
is outside the scope of the study. As a result; TLE and NTLE algorithms in calculating the dose amount in the 
directly affected tissue alone unusable result. 
 

                  PROTON BEAM 

 DoseActor TLE DoseActor 

 Total dose (Gy) Neutron dose (Gy) Total dose (Gy) NTLE dose (Gy) 
Skull 1,24511 e-05 2,58111 e-09 9,99404 e-07 1,39916 e-07 

Brain 3,21134 e-05 1,94425 e-09 7,36327 e-07 1,0308578 e-07 

Tumor 1,51157 e-04 4,2541 e-09 1,64756 e-07 2,306584 e-08 

Thyroid 1,32034 e-08 6,98735 e-10 5,09889 e-10 7,138446 e-11 

Lung 6,98735 e-09 8,2216 e-12 2,08297 e-11 2,916158 e-12 

Liver 4,8393 e-09 4,44157 e-11 2,57861 e-09 3,610054 e-10 

Breast 9,69003 e-07 1,96138 e-10 8,1 e-09 1,134 e-09 

Stomach 1,04147 e-09 1,76101 e-11 4,97604 e-10 6,966456 e-11 

Heart 2,12196 e-09 5,38965 e-11 3,6467 e-10 5,10538 e-11 

Kidney 1,61768 e-09 2,2062 e-12 5,09065 e-10 7,12691 e-11 

Pancreas 5,25745 e-09 3,44521 e-12 9,4511 e-10 8,41123 e-11 

Sphere 1 5,16413 e-09 1,98501 e-11 1,48072 e-09 2,073008 e-10 

Sphere 2 9,79271 e-09 3,28908 e-11 3,8489 e-10 5,38846 e-11 

Sphere 3 1,07722 e-09 1,80002 e-11 4,01108 e-10 5,615512 e-11 

Sphere 4 5,32978 e-09 3,52746 e-11 2,74903 e-09 3,848642 e-10 

Total 1,96625 e-04 9,89946 e-09 1,918 e-06 2,67534 e-07 
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Figure 3. Measured by simulation in brain tissue; 3B particle distribution (left), 2B particle distribution (centre) dose 
distribution (right) TLE algorithm (top) and DoseActor algorithm (bottom) dose data 

 

Figure 4. Measured by simulation in the out-of-field dosimeter (Sphere 4); 3B particle distribution (left), 2B particle 
distribution (centre) dose distribution (right) TLE algorithm (top) and DoseActor algorithm (bottom) dose data 

4. Conclusion 

As in this study, it is very important to determine the 
characteristic dose distributions and out-of-field doses 

of proton in proton treatment applications in GATE 
software. The treatment of complex brain tumors 
becomes possible with protons after surgical procedure 
or without the need for surgical procedure. However, it 
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is very important to determine the out-of-field doses 
exposed to protect healthy tissues in the patient and to 
minimize the exposure of radiation-powered health 
workers to radiation. In general dose calculations, the 
proton therapy (N)TLE and DoseActor algorithms 
calculated doseactor chi-square value 13,6767.10−6, 
TLEDoseActor ki-squared value 18,6570.10−6 and no 
significant difference was seen according to the 
comparison of %5 alpha value. It has been observed 
that the TLE algorithm determines particle 
distributions and scattered secondary particles with 
higher precision. This result is however, statistically, 
(N)TLE and Doseactor algorithms are both applicable 
in dose calculations to issue similar results that 
justified by our simulation data. Note that it is critical 
to determine out-of-field doses so that doses taken in 
proton therapy do not lead to secondary cancers and 
other diseases in the long term. 
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 Abstract  

In the current study, linear, nonlinear and total relative refractive index changes of a single 

shallow hydrogenic donor atom confined in semiconductor core/shell/shell quantum dot 

heterostructure are investigated in detail by compact density matrix formalism. For this 

purpose, the energy eigenvalues and the corresponding wave functions are calculated by 

diagonalization method in the effective mass approximation. Then, intersubband 1𝑠 → 1𝑝 and 

1𝑝 → 1𝑑 donor transition energies are calculated. In the study, the effects of core/shell sizes, 

donor position and depth of confinement potential are analyzed. The numerical results show 

that the linear and nonlinear refractive index changes undergo significant changes.  
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1. Introduction 

It is accepted that the progress of electronic and opto-

electronic devices depends on understanding the basic 

chemical and physical properties of low-dimensional 

structures (LDSs). In these LDSs, the geometric 

confinement limits the movement of charge carriers in 

space and it causes major changes in electrical and 

optical properties due to the occurrence of discrete 

electronic energy distribution. Therefore, in recent 

years, intensive research activities have been 

conducted around the world on the behavior of matter 

at nanoscale. Although various devices have been 

devoted to nanoscale particles, the properties of 

controlled nanoscale materials such as light emitting 

diodes, photo detectors and quantum dot (QD) single 

photon source are still the biggest problem of 

scientists. 

Due to the recent development of semiconductor 

nanoelectronics, it has become possible to reduce 

dimensionality from bulk semiconductors to zero-

dimensional semiconductor nanostructures (QDs). 

These nanostructures are very important because their 

charge carrier motion is confined in three directions, 

and therefore efficient control of the physical 

properties of these structures becomes possible. Proper 

adjustment of the physical properties of QDs is 

advantageous because of their potential applications in 

the development of semiconductor optoelectronic 

devices. For this reason, some optical properties of 

semiconductor QDs such as dipole transition [1,2], 

oscillator strength [3,4], photoionization cross-sections 

[5], optical absorption coefficients (OACs) [6,7] and 

refractive index changes (RICs) [3,8] have attracted the 

attention of researchers in experimental and theoretical 

studies in recent years. 

Since the electronic and optical properties in a QD are 

affected by the impurity, the physical properties related 

to impurity have been investigated using different 

methods such as variational approximation [5], tight-

binding model [9], perturbation theory [10] and 

diagonalization method [6]. Some studies have 

revealed that it is possible to realize a single dopant 

scheme in QDs [11-13]. This enables the production of 

various optoelectronic devices. 

Moreover, it should be noted that in the presence of the 

donor atom, calculating energy levels and wave 

functions is a difficult task that requires theoretical 

effort. In this case, it is very difficult to find analytical 

solutions. To overcome this difficulty, the calculation 

of the electronic state in the presence of donor atom 

will be done by the diagonalization method. It is hoped 

that this will allow a more detailed description of the 

impurity states in the structures under study. 
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In theoretical studies, it is common to use spherical 

shaped QDs, and many researchers have focused on the 

optical properties of this type of structure [3,6,14-16]. 

Thanks to the rapid development of material growth 

techniques such as molecular beam epitaxy, metal-

organic chemical vapor deposition and electron 

lithography and the advancement of chemical 

production processes, various dimensional new 

generation quantum nanostructures that allow 

electrons to be confined in these nanostructures have 

been produced, one of which is the coated spherical 

QDs called core/shell/shell QDs (CSSQDs) [17,18]. 

These structures consist of two semiconductors with 

different band gaps. They are spatially arranged in such 

a way that the larger bandwidth core acting as a 

substrate is covered by a smaller bandwidth spherical 

shells. The originality of these structures is that their 

physical properties can be adjusted in a controlled 

manner, leading to changes in energy levels. Therefore, 

it is important to study the electronic and optical 

properties of CSSQDs. 

Previously, some studies on RICs of donor atom in 

spherical core/shell QDs have been published. The 

relative RICs as well as the OACs in the 𝐺𝑎𝐴𝑠/𝐴𝑙𝐴𝑠 

core/shell QD were calculated by M'zerd et al [19], 

considering the effects of presence of the donor atom 

and the donor position, as well as the interaction with 

the LO-phonon. Taking into account the effects of 

structure parameters, magnetic field and dielectric 

mismatch, Feddi et al [20] investigated the OACs and 

relative RICs for the 1𝑠 − 1𝑝 transition of a single 

dopant confined in 𝐴𝑙𝐴𝑠/𝐺𝑎𝐴𝑠/𝑆𝑖𝑂2 core/shell QDs. 

Linear and nonlinear intersubband OACs and RICs in 

𝐺𝑎𝐴𝑠/𝐴𝑙𝐺𝑎𝐴𝑠 core/shell spherical QDs were 

theoretically investigated by Zhang et al [21] for te 

cases with and without impurity at the center. The 

effect of pressure on the binding energy and the linear 

and nonlinear OACs and RICs associated with the 

intersubband transition of a dopant in an 𝐴𝑙𝐴𝑠/𝐺𝑎𝐴𝑠 

spherical core/shell QD, were studied by El Haouari et 

al [22]. 

However, there is no study in the literature on RICs 

caused by 1𝑠 → 1𝑝 and 1𝑝 → 1𝑑 single dopant 

transitions in the CSSQDs. Therefore, in the current 

theoretical study, the effect of the impurity position 

and confinement potential on the linear, nonlinear and 

total RICs of a single impurity atom in a CSSQD is 

numerically analyzed and discussed using density 

matrix formalism. As a result of this research, it has 

been shown that the RICs in CSSQD are strictly 

dependent on its geometric parameters and donor 

position. 

 

2. Materials and Methods 

2.1. Electron-impurity Hamiltonian and wave 

function 

Since the optical behavior of nanoscale 

semiconductors is related to the electronic properties 

of the structure, the energy behavior of the confined 

donor must first be examined. 

Consider a hydrogen-like shallow donor impurity 

located anywhere in the core region of a CSSQD 

nanocrystal with a spherically symmetrical 

𝐺𝑎𝐴𝑠(𝑐𝑜𝑟𝑒)/𝐴𝑙𝑥1
𝐺𝑎1−𝑥1

𝐴𝑠(𝑖𝑛𝑛𝑒𝑟 𝑠ℎ𝑒𝑙𝑙)/

𝐴𝑙𝑥2
𝐺𝑎1−𝑥2

𝐴𝑠(𝑜𝑢𝑡𝑒𝑟 𝑠ℎ𝑒𝑙𝑙) design, where 𝑥1 (𝑥2) is 

the aluminum concentration in the inner (outer) shell. 

GaAs core material with radius 𝑎1 is covered with 

𝐴𝑙𝑥1
𝐺𝑎1−𝑥1

𝐴𝑠 shell, which has a wider band gap. 

𝐴𝑙𝑥1
𝐺𝑎1−𝑥1

𝐴𝑠 inner shell material with thickness 𝑇𝑠 =

𝑎2 − 𝑎1 is covered with 𝐴𝑙𝑥2
𝐺𝑎1−𝑥2

𝐴𝑠 shell which has 

a wider band gap (𝑥2 > 𝑥1). In order to protect the 

nanostructure from contamination of the external 

environment, it is assumed that the structure is covered 

with a glass matrix. In the effective mass 

approximation, the Hamiltonian which describes the 

energy behavior of a single electron bound to the donor 

confined in such a system with a finite depth potential 

in the region 0 < 𝑟 ≤ 𝑎1, can be expressed as,  

𝐻 = −
ℏ2

2𝑚∗ 𝛻
2 + 𝑉(𝑟) + 𝑉𝐶,        (1) 

where the first term is the kinetic energy operator of 

the electron, ℏ is the reduced Planck constant, 𝑚∗ is the 

conduction band effective mass of the electron in the 

𝐺𝑎𝐴𝑠-core region, and 𝛻2 is Laplacian in spherical 

coordinates.  

The second term in Equation (1) represents the 

confinement potential. Due to the band gap difference 

between 𝐺𝑎𝐴𝑠 (𝐸𝑔 = 1.424 𝑒𝑉) and 𝐴𝑙𝑥𝐺𝑎1−𝑥𝐴𝑠 

(𝐸𝑔 = 1.424 + 1.247𝑥 𝑒𝑉) [23], it is thought that the 

probability density will mostly be limited within the 

core region and the charge carriers will be confined 

within 𝐺𝑎𝐴𝑠. It is a good approximation that the 

dielectric material outside the structure is considered to 

have an infinite potential barrier, and in this case it is 

possible to write the confinement potential in the form 

𝑉(𝑟) = {

0, 𝑟 < 𝑎1

𝑉1, 𝑎1 ≤ 𝑟 < 𝑎2

𝑉2, 𝑎2 ≤ 𝑟 < 𝑎3

∞, 𝑟 ≥ 𝑎3

,                   (2) 

where 𝑉1,2 = 0.6 (1247𝑥1,2) 𝑚𝑒𝑉 is the conduction 

band offset between 𝐴𝑙𝐺𝑎𝐴𝑠 and 𝐺𝑎𝐴𝑠. 
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The third term in Equation (1) shows the Coulomb 

potential energy between donor impurity and electron 

and it has the form 

𝑉𝐶 = −
𝑍𝑒2

𝜀|𝑟−𝑟𝑑|
,          (3) 

where 𝑍 =  0 (𝑍 =  1) corresponds to the case 

without (with) a hydrogenic donor impurity in the 

system, 𝑒 is the charge of electron, 𝜀 is the dielectric 

constant, |𝑟 − 𝑟𝑑| is the electron-impurity distance, 𝑟 

(𝑟𝑑) is the radial position of the electron (ionized 

donor) with respect to the center of the spherical QD. 

It is assumed that the ionized donor is placed along the 

𝑧-axis. In terms of spherical harmonics 1/|𝑟 − 𝑟𝑑| term 

is given by [10] 

1

|𝑟−𝑟𝑑|
= ∑

4𝜋

2𝜇+1𝜇 𝑓𝜇(𝑟) ∑ 𝑌𝜇,𝜈
∗𝜇

𝜐=−𝜇 (𝜃, 𝜙)𝑌𝜇,𝜈
∗ (𝜃𝑑 , 𝜙𝑑),  

         (4) 

where 𝑌𝜇,𝜈(𝜃, 𝜙) are spherical harmonics, 𝜃 and 𝜙 (𝜃𝑑 

and 𝜙𝑑) are the polar angles of the electron (impurity 

atom) and 𝑓𝜇(𝑟) is 

𝑓𝜇(𝑟) = {

1

𝑟𝑑
(

𝑟

𝑟𝑑
)
𝜇
, 𝑟 ≤ 𝑟𝑑

1

𝑟
(
𝑟𝑑

𝑟
)
𝜇
, 𝑟 ≥ 𝑟𝑑

.    (5) 

At this point, in order to simplify numerical 

calculations, reduced units are used, defining 𝑅𝑦𝑑∗  =

 
𝑚∗𝑒4

2ℏ2𝜀2 as energy unit and 𝑎𝐵
∗  =  

𝜀ℏ2

𝑚∗𝑒2 as length unit. 

With these units, the Hamiltonian becomes in the form 

𝐻 = −∇2 + 𝑉(𝑟) −

2𝑍 ∑
4𝜋

2𝜇+1𝜇 𝑓𝜇(𝑟) ∑ 𝑌𝜇,𝜈
∗𝜇

𝜐=−𝜇 (𝜃, 𝜙)𝑌𝜇,𝜈
∗ (𝜃𝑑 , 𝜙𝑑).      (6) 

The solution of the Schrödinger equation 

𝐻𝜓𝑛𝑙𝑚(𝑟, 𝜃, 𝜙) = 𝐸𝑛𝑙𝑚𝜓𝑛𝑙𝑚(𝑟, 𝜃, 𝜙) is sought to 

determine the allowed energy levels and wave 

functions of the system, where, 𝐸𝑛𝑙𝑚 is the electron 

energy eigenvalue for certain quantum numbers (𝑛 is 

the principal quantum number, 𝑙 is the orbital quantum 

number, and 𝑚 is the magnetic quantum number) and 

𝜓𝑛𝑙𝑚(𝑟, 𝜃, 𝜙) is the wavefunction corresponding to 

this energy. The orbital quantum number 𝑙 =  0,1,2,… 

is marked by the usual notation 𝑠, 𝑝, 𝑑, …. The 

diagonalization method will be used to solve this 

Schrödinger equation. For this purpose, the single 

electron wavefunctions of the infinite QD will be taken 

as the basis function: 

𝜓𝑛𝑙𝑚(𝑟, 𝜃, 𝜙) = ∑ 𝑐𝑛𝑗
𝜓𝑛𝑗𝑙𝑚

(0) (𝑟, 𝜃, 𝜙)𝑗 ,      (7) 

where 𝑐𝑛𝑗
 are the expansion coefficients and 

𝜓𝑛𝑗𝑙𝑚
(0) (𝑟, 𝜃, 𝜙) are the total wave functions describing 

the motion of the electron without the impurity atom. 

It should be remembered that the exact solutions for an 

electron in an infinite radial potential are [6] 

𝜓𝑛𝑗𝑙𝑚
(0)

(𝑟, 𝜃, 𝜙) = 𝑅𝑛𝑙
(0)

(𝑟)𝑌𝑙,𝑚(𝜃, 𝜙),   (8) 

where the radial wavefunction-𝑅𝑛𝑙
(0)

(𝑟) is given as 

𝑅𝑛𝑙
(0)(𝑟) = {

𝑁𝑗𝑙(𝑘𝑛𝑙𝑟), 𝑟 < 𝑎3

0, 𝑟 ≥ 𝑎3
,    (9) 

where 𝑁 is the normalization constant, 𝑘𝑛𝑙 is the 𝑛𝑡ℎ 

root of the spherical Bessel function-𝑗𝑙 and 𝑎3 (𝑎3 >>
𝑎2) is the radius of the infinite spherical QD. 

2.2. Linear, nonlinear and total RICs of the system 

In a monochromatic electromagnetic field with a 

frequency 𝜔, the probability of transition between 

states 𝑖 and 𝑗 is called as the oscillator strength-𝑃𝑖𝑗 

given by the Fermi golden rule and it is expressed in 

the form [22] 

𝑃𝑖𝑗 =
2𝑚∗

ℏ2 𝐸𝑖𝑗|𝑀𝑖𝑗|
2
,     (10) 

where, 𝐸𝑖𝑗 = 𝐸𝑗 − 𝐸𝑖 is the energy difference, while 

𝑀𝑖𝑗 is the dipole moment matrix element of the 

transition between the 𝑖 and 𝑗 states. The oscillator 

strength is highly dependent on the overlap of wave 

functions and the energy difference between states and 

thus it gives an idea of the dominant color of the 

emitted light. 

Expressions of RICs can be obtained by density matrix 

approximation. Analytical expressions of linear and 

third order nonlinear sensitivities for a two-level 

quantum system are given in the forms 

𝜒𝜔
(1)

(𝜔) =
𝜎𝑠|𝑀𝑖𝑗|

2

𝜀0(𝐸𝑖𝑗−ℏ𝜔−𝑖ℏ𝛤𝑖𝑗)
,    (11) 

and 

𝜒𝜔
(3)

(𝜔) =
𝜎𝑠ℏ𝜔|𝑀𝑖𝑗|

2
|�̃�|2

𝜀0(𝐸𝑖𝑗−ℏ𝜔−𝑖ℏ𝛤𝑖𝑗)
[

4|𝑀𝑖𝑗|
4

(𝐸𝑖𝑗−ℏ𝜔)
2
+(ℏ𝛤𝑖𝑗)

2 −

|𝑀𝑗𝑗−𝑀𝑖𝑖|
2

(𝐸𝑖𝑗−𝑖ℏ𝛤𝑖𝑗)(𝐸𝑖𝑗−ℏ𝜔−𝑖ℏ𝛤𝑖𝑗)
],    (12) 

where 𝜎𝑠 is the electron density in the system, 𝜀0 is the 

dielectric constant of the vacuum, 𝜔 is the angular 

frequency of light interacting with QD, ℏ𝜔 is the 

incident photon energy, ℏ𝛤𝑖𝑗 is Lorentzian line width, 

𝛤𝑖𝑗 = 1 / 𝑇𝑖𝑗 is the non-diagonal damping term known 

as the relaxation ratio between the final and initial 

states, and it is defined as the inverse of the relaxation 

time-𝑇𝑖𝑗. 

The sensitivity 𝜒(𝜔) is associated with the RIC in the 

form 
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∆𝑛(𝜔)

𝑛𝑟
= 𝑅𝑒 [

𝜒(𝜔)

2𝑛𝑟
2 ].    (13) 

Using Equations (11) and (12), linear and third order 

nonlinear RICs are obtained analytically in the form 

∆𝑛(1)(𝜔)

𝑛𝑟
=

1

2𝑛𝑟
2𝜀0

𝜎𝑠(𝐸𝑖𝑗−ℏ𝜔)|𝑀𝑖𝑗|
2

(𝐸𝑖𝑗−ℏ𝜔)
2
+(ℏ𝛤𝑖𝑗)

2,   (14) 

and 

∆𝑛(3)(𝜔,𝐼)

𝑛𝑟
= −

𝜇𝑐𝐼𝜎𝑠|𝑀𝑖𝑗|
4

𝑛𝑟
3𝜀0

𝐸𝑖𝑗−ℏ𝜔

[(𝐸𝑖𝑗−ℏ𝜔)
2
+(ℏ𝛤𝑖𝑗)

2
]
2

[
 
 
 
 

1 −

|𝑀𝑗𝑗−𝑀𝑖𝑖|
2
[𝐸𝑖𝑗

2−𝐸𝑖𝑗(ℏ𝜔+
(ℏ𝛤𝑖𝑗)

2

𝐸𝑖𝑗−ℏ𝜔
)−2(ℏ𝛤𝑖𝑗)

2
]

4|𝑀𝑖𝑗|
2
[𝐸𝑖𝑗

2 +(ℏ𝛤𝑖𝑗)
2
]

]
 
 
 
 

,   (15) 

respectively, where 𝐼 = 2𝜀0𝑛𝑟𝑐|�̃�|
2
 is the intensity of 

the linearly polarized electromagnetic field and μ 

indicates the magnetic susceptibility of the material. 

Thus, the total RIC is given as 

∆𝑛(𝜔,𝐼)

𝑛𝑟
=

∆𝑛(1)(𝜔)

𝑛𝑟
+

∆𝑛(3)(𝜔,𝐼)

𝑛𝑟
.    (16) 

Assuming that electromagnetic radiation is linearly 

polarized along the 𝑧-axis, the dipole moment matrix 

element is defined in a single electron system.by 

𝑀𝑖𝑗 = 𝑒⟨𝜓𝑖|𝑟 cos 𝜃 |𝜓𝑗⟩,    (17) 

where, 𝜓𝑖 and 𝜓𝑗 are wave functions of the initial and 

final states, respectively. In order for the dipole 

transition moment to be different from zero, the 

selection rules 𝛥𝑙 = ±1 and 𝛥𝑚 = 0 must be 

provided. Here, only the intersubband transitions 

between the 𝑚 = 0 states of the CSSQD will be 

considered. 

 3.   Results and Discussion 

In this section, the effects of geometric confinement 

and change in donor position on RICs will be discussed 

according to the spherical CSSQD nanostructure 

model outlined above. The values of the material input 

parameters taken into account are presented as follows: 

𝜀 = 13.18, 𝑚∗ = 0.067𝑚0 (𝑚0 =  9.10956 ×
10−31 𝑘𝑔 is the mass of the free electron), 𝐼 =
400 𝑀𝑊/𝑚2, 𝜎𝑠 =  1 × 1023 𝑚3, 𝑇𝑖𝑗 = 0.14 𝑝𝑠, 

𝑛𝑟 = 3.2, 𝑎𝐵
∗ = 10.42 𝑛𝑚, 𝑅𝑦𝑑∗ = 5.23 𝑚𝑒𝑉. 

In Figure 1, the variation of linear, nonlinear and total 

RICs associated with 1𝑠 → 1𝑝 and 1𝑝 → 1𝑑 

transitions is plotted as a function of photon energy for 

different core/shell sizes. The single donor is assumed 

to be located at the center of QD. As can be seen from 

the figure, the linear RICs increase with the photon 

energy and they reach a maximum value. Also, as can 

be seen from Equations 14 and 15, RICs are zero when 

ℎ𝜔 = 𝐸𝑖𝑗. When the core radius increases, the peaks 

of the RICs show a visible redshift (Figure 1 (a)). In 

addition, it is found that the increase in the peak 

amplitudes of the RICs is also associated with the 

increase in core size. Because the increase in the size 

of the core causes a decrease in the transition energy 

and an increase in the square of the non-diagonal 

electric dipole moment. It should also be noted that, 

due to the negative nonlinear term, the total RICs peaks 

get weaker compared to the linear response. The 

theoretical results reveal that the RICs associated with 

the 1𝑝 → 1𝑑 transition have a significant decrease in 

the peak amplitudes with the increase in shell 

thickness, while the RICs associated with the 1𝑠 → 1𝑝 

transition are not affected by the shell thickness (Figure 

1 (b)). Increasing shell thickness does not affect well-

localized 1𝑠 and 1𝑝 electrons in the core region, while 

1𝑑-level electron with greater energy than 

confinement potential-𝑉1 is localized in a larger region. 

In addition, it can be said that the nonlinear RICs are 

almost too weak. On the other hand, it is found that the 

peak positions of the RICs associated with the 1𝑝 →
1𝑑 transition shift to red by increasing the shell 

thickness, but that the peak positions of the RICs 

associated with the 1𝑠 → 1𝑝 transition are not affected 

by this increase. 
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Figure 1. The variation of linear (dashed), third order nonlinear (dotted) and total (solid) RICs of 1𝑠 → 1𝑝 and 1𝑝 → 1𝑑 

donor transitions for various core/shell sizes as a function of incident photon energy. The values are for 𝑥1 = 0.1 and 𝑥2 =
0.4. 

 

In order to examine the effect of the intra-core position 

of the impurity atom on the on linear, nonlinear, and 

total RICs against the incident photon energy for the 

three important positions of the impurity are presented 

in Figure 2. For the 1𝑠 → 1𝑝 transition, the peak 

amplitudes of the RICs increase as the impurity moves 

from the QD center to the core/shell boundary. The 

reason for this change is that as the impurity moves 

from the QD center to the core/shell boundary, the 

dipole matrix element increases as a result of better 

overlap of the wave functions of the respective states. 

However, due to the convergence of the 1𝑠 and 1𝑝 

energy states, the peak positions of the RICs show a 

redshift as the impurity moves away from the QD 

center. Moreover, since the peak amplitudes of 

nonlinear RICs are very small compared to linear ones, 

the peak amplitudes of total RICs show an equivalent 

variation to linear ones. The same is true for the 1𝑝 →
1𝑑 transition. However, as the impurity moves away 

from the QD center, the peak positions of the RICs for 

the 1𝑝 → 1𝑑 transition shifts slightly towards blue and 

then red. This is because as the donor atom moves 

away from the QD center, the energy difference 

between the 1𝑝 and 1𝑑 states first increases and then 

decreases. Also, the peak amplitudes of the RICs 

increase due to the larger dipole matrix element at the 

core/shell boundary. 
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Figure 2. (a) Linear, (b) nonlinear and (c) total RICs related to 1𝑠 → 1𝑝 and 1𝑝 → 1𝑑 donor transitions against incident 

photon energy for 𝑎1 = 𝑇𝑠 = 10 𝑛𝑚 and three impurity position values. The values are for 𝑥1 = 0.1 and 𝑥2 = 0.4. 

 

Finally, RICs as a function of photon energy for 

different 𝑥1 concentrations are presented in Figure 3. 

The figure shows that increasing 𝑥1 concentration 

shifts the peak positions of RICs to blue. This is 

because the transition energy increases due to the 

quantum size effect with increasing 𝑥1 concentration.  

In addition, it is found that the peak amplitudes of RICs 

monotonously decrease with increasing 𝑥1 

concentration. This is because the coincidence of the 

wave functions of the states of interest decreases as the 

𝑥1 concentration increases. 
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Figure 3. Linear (dotted), third-order nonlinear (dashed) and total (solid) RICs associated with 1𝑠 → 1𝑝 and 1𝑝 → 1𝑑 

central donor transitions as a function of photon energy for various 𝑥1 concentrations. 

 

In conclusion, in the current theoretical study, the 

linear, nonlinear and total RICs of a single donor 

impurity atom confined within the spherical 

𝐺𝑎𝐴𝑠(𝑐𝑜𝑟𝑒)/𝐴𝑙𝑥1
𝐺𝑎1−𝑥1

𝐴𝑠(𝑖𝑛𝑛𝑒𝑟 𝑠ℎ𝑒𝑙𝑙)/

𝐴𝑙𝑥2
𝐺𝑎1−𝑥2

𝐴𝑠(𝑜𝑢𝑡𝑒𝑟 𝑠ℎ𝑒𝑙𝑙) type CSSQD are 

extensively investigated, taking into account the 
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effects of core/shell sizes, donor position and depth of 

confinement potential. The results obtained show the 

following: The increase in core size increases the peak 

amplitudes of the RICs and shifts the peak positions to 

red. While the increase in shell thickness is not affect 

the peak amplitudes and peak positions of RICs related 

to the 1𝑠 → 1𝑝 transition, it decreases the peak 

amplitudes of the RICs related to the 1𝑝 → 1𝑑 

transition and shifts the peak positions to red. As the 

impurity moves from the QD center towards the 

core/shell boundary, the peak amplitudes of the RICs 

of the 1𝑠 → 1𝑝 transition increase and the peak 

positions shift to red. For the 1𝑝 → 1𝑑 transition, as 

the impurity moves away from the QD center, the peak 

positions of the RICs shift to blue and then to red, and 

the peak amplitudes first decrease and then increase. 

Increasing 𝑥1 concentration leads to a deeper 

confinement potential, and as a result, the peak 

amplitudes of the RICs decrease while the peak 

positions shift to blue. As a result, the theoretical 

results obtained here may contribute to experimental 

studies and offer a good model for practical 

applications such as optoelectronic devices and optical 

communication. 
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Abstract  

Thermoluminescence (TL) properties of synthesized Ca4LaO(BO3)3 exposed to beta radiation 

were analyzed and TL kinetic parameters of activation energy E (eV), the frequency factor s 

(s-1), and order of kinetics b were determined in this study. TL glow curve recorded in 25–500 

°C range presented two TL maxima around 70 and 200 °C and therefore, thermal cleaning was 

utilized for the further investigations on a single TL maximum. To investigate dosimetric 

characterizations of Ca4LaO(BO3)3, additive dose and various heating rates, reusability, and 

storage time measurements were performed. Ca4LaO(BO3)3 has a linear dose range between 

10 to 100 Gy with a heating rate of 2 °C/s. An anomalous case of heating rate behavior was 

attained for the TL measurements carried out using variable heating rates between 0.1 and 10 

°C/s which was considered through the semi-localized transition model. Reusability and 

storage time measurements indicated the results within the 5% standard deviation. The kinetic 

parameters were estimated by the initial rise (IR) and glow curve deconvolution (GCD) 

methods. Continuously distributed trapping levels were identified by TM–Tstop with 𝐸 ranging 

from 1.25 to 1.45 eV. GCD identified that the glow curve expressed general order kinetics and 

consist of three overlapping traps. 
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1. Introduction  

The thermoluminescence (TL) process includes the 

excitation of electrons into the conduction band from 

the valance band due to an exposure by a radiation 

source and pursued by their capture by electron traps 

connected with defects or impurities in the crystal 

lattice. During the TL readout procedure, the trapped 

electrons are released by the heating usually through 

the conduction band and may execute radiative 

recombination with hole centers in the sample. 

Produced luminescence is detected as a function of the 

temperature [1]. TL method is widely used in various 

fields such as radiation and retrospective dosimetry for 

personal and environmental monitoring [2]. In general, 

TL is preferred in the field of radiation dosimetry and 

dosimetric properties such as reusability, linear dose 

response, negligible fading, heating rate behavior, i.e. 

are of great importance. Moreover, various models 

have been suggested to investigate the kinetic 

parameters of the traps within the phosphor. The single 

trap model, localized transition models, and semi-

localized transition (SLT) model are the principally 

employed theoretical models of TL [3]. Mandowski 

who developed the SLT model reported that the 

spatially related structure of traps and recombination 

centers are responsible for various anomalous TL 

phenomena in his further investigations [4-6]. The 

displacement peaks, the origination of very high 

frequency factors (s) connected with the cascade de-

trapping mechanism, and the anomalous statement of 

the heating rate are argued by the SLT model [7]. 

Besides, the important points to understand the 

dosimetric characteristics of TL materials are the trap 

parameters of glow peaks providing main information 

on the TL emission mechanisms [8]. Since TL can 

provide information on the traps representing the 

recombination centers of a TL glow curve by the trap 

parameters of activation energy E, frequency factor s, 

and order of kinetics b.  

Borate compounds have a great interest owing to their 

good thermal and chemical stability, low cost, 

convenient storage stability after the irradiation, high 

sensitivity, comparatively easy preparation, and the 

use of light-emitting diode lightening applications [9]. 

Detailed luminescence properties of various borate 

compounds have been studied for a long time. [9-13]. 

https://orcid.org/0000-0002-3827-423X
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In addition to these investigations, TL studies are of 

great importance to evaluate the dosimetric 

characteristics and kinetic parameters of borate 

compounds. Especially, Li2B4O7 is one of the most 

preferred borate phosphors by reason of its low 

effective atomic number (Zeff = 7.3) to be used in 

radiation dosimetry [10-12]. However, the 

development of fresh phosphor materials for radiation 

detection is one of the primary works in TL dosimetry 

research. Recently, Ca4LaO(BO3)3 (CLBO) phosphor 

has been searched in terms of its luminescence 

properties [14-16] and it is stated that CLBO has color-

tunable luminescence after doping with rare-earth ions. 

In addition to these few luminescence studies, CLBO 

was investigated in terms of its other properties as well. 

Adams et al. stated the nonlinear optical characteristics 

of CLBO crystal [17]. Moreover, optical and thermal 

properties [18] electronic structure [19], magnetic 

properties [20], growth and spectroscopic properties 

[21-22], and detailed crystal structure [23] of CLBO 

were reported. Yet, the previous investigations about 

CLBO phosphor do not contain a TL study. This 

feature is the motivation for this work using TL. 

The present work reports the TL characterization of 

beta-irradiated Ca4LaO(BO3)3 prepared by a solid state 

method. First, the most suitable filter was selected by 

testing the available filter combinations in the TL 

reader and all measurements were utilized using the 

chosen filter. Second, preheating was applied to 

eliminate the unstable low-temperature TL peak(s) of 

CLBO phosphor. Dosimetric tests such as dose 

response, heating rate behaviors, storage time (short 

time fading), and reusability of CLBO exposed to beta 

radiation were evaluated after preheating. In addition, 

TL trapping parameters of a TL peak maximum were 

conducted using the initial rise (IR) method. The 

possible locations of the overlapping TL peaks were 

determined by TM-Tstop analysis and the trapping 

parameters of each deconvolved peak were found by 

the glow curve deconvolution (GCD) method. 

 

2. Experimental Details 

2.1. Synthesis and XRD Analysis of Ca4LaO(BO3)3 

Phosphor 

High-purity starting materials as CaCO3 (99.99%, 

Merck), La2O3 (99.9%, Alfa Aesar), and H3BO3 

(99.9%, Merck) were used to synthesize 

Ca4LaO(BO3)3 phosphor by standard solid state 

reaction method. The oxide mixtures (weights on the 

strength of the stoichiometric ratio of the mixture 

according to the correct formula below) were ground 

in an agate mortar and mixed thoroughly.  

4 CaCO3 + 1/2 La2O3 + 3 H3BO3 → Ca4LaO(BO3)3 + 

9/2 H2O + 4 CO2 

The powder composition was transferred into a 

crucible and firstly heated at 900 °C in the air for 1 h 

to affect the decomposition of the boric acid. The 

powder sample was immediately cooled, reground, and 

reheated to 1200 °C for several hours (up to 6 h). 

Finally, the synthesized phosphor was cooled to room 

temperature (RT) to be used in further investigations. 

A small amount of the synthesized mixture was 

reserved for X-ray diffraction (XRD) analysis. The 

phase composition and crystallinity of synthesized 

Ca4LaO(BO3)3 phosphor were identified by XRD 

using Rigaku Miniflex 600 at scanning steps of 0.1° in 

the range 10 ≤ 2θ (°) ≤ 80 with Cu Kα (40 kV, 15 mA, 

λ=0.15405 nm) radiation. 

2.2. Thermoluminescence (TL) Measurements 

Lexsyg Smart TL/OSL reader having a 90Sr/90Y beta 

source with 0.10 Gy/s dose rate was used for all the TL 

measurements. Powder sample weighed as 30 mg was 

pressed to form the required pellet (diameter and 

thickness of 6 and 0.75 mm) by being held under a 

pressure of 2 ton-force/cm2 for 10 minutes. A single 

aliquot (in 29.8 mg weight) in pellet form was 

employed in TL characterization and kinetic parameter 

calculation studies. TL glow curves were achieved 

from RT to 500 °C with a linear heating rate of 2 

°C/s (apart from the heating rate analysis).Filter 

test of CLBO sample irradiated by 10 Gy beta dose was 

operated using the various filter combinations in the 

TL reader. Preheating was applied to eliminate the low 

temperature peak(s) by using the preheat (PH) plateau 

test to determine both PH temperature and duration. 

The preheated CLBO sample was exposed to beta 

irradiation at additive dose between 0.1 and 150 Gy for 

dose response evaluation. For investigations related to 

the impact of heating rate, the pellet sample was 

irradiated by 10 Gy beta dose and measured at variable 

heating rates (0.1–10 °C/s). Measurements conducted 

in an N2 environment were made using the net TL 

intensity by subtracting the background from the first 

readout.  

2.3. Kinetic analysis of TL glow curves 

The kinetic analysis and the trap parameters of the 

CLBO phosphor were investigated from the obtained 

TL glow curve data by the TM-Tstop, initial rise (IR), and 

glow curve deconvolution (GCD) methods. 
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2.3.1. TM-Tstop method 

One method to separate the overlapping TL peaks is 

based on preheating up to a stopping temperature (Tstop) 

before determining the TL glow curve. For this 

purpose, an irradiated phosphor is heated at a linear 

heating rate to Tstop related to a location on the low 

temperature tail of the first glow peak. Then, the 

sample rapidly cooled to RT is then reheated at the 

same heating rate to obtain the remaining TL glow 

curve, and the position of the first maximum 

temperature (TM) is recorded. The process is repeated 

for newly irradiated sample using various Tstop which 

are increased by a small increment (i.e. between 2 and 

5 °C). This method is generally used to estimate the 

numbers and possible locations of overlapped TL 

peaks and the so-called TM-Tstop method. In general, 

TM–Tstop plot represents two different manners as 

“staircase” structure or “continuous line” with a slope 

of 1.0 [24].  

2.3.2. Initial rise (IR) method 

This method defines that the initial part of the TL glow 

curves up to 15 % of its peak maximum (IM) is an 

exponential function of the temperature and is reported 

to be pertinent in all the order of kinetics [25]. Thus, a 

plot of ln(I) versus 1/T produces a smooth line with a 

slope of −E/k from which the activation energy E is 

determined where I is the TL intensity and k is the 

Boltzmann’s constant. Once E is found, the frequency 

factor s is thereafter computed using the intercept of 

the line equal to ln(s/β). Here β presents the heating 

rate in a unit of K. In the framework, the IR method 

was employed to three different glow curves obtained 

using additive dose, various heating rates, and TM–Tstop 

measurements. 

2.3.3. Glow curve deconvolution (GCD) method 

GCD method is used to decompose the TL glow curve 

and achieve the kinetic parameters of the material. This 

method is applied in this study to determine the number 

of TL peaks in the glow curve and to extract the trap 

parameters E, s, and b. Figure of merit (FOM) defines 

the best GCD fitting of theoretical and experimental 

glow curve and FOM function is calculated using Eq. 

(1). 

 exp / 100fit fitFOM TL TL TL x                 (1) 

TLexp defines the measured intensity at variable T in 

experimental data while TLfit represents the best-fitted 

values of the intensity by the GCD method. FOM value 

states the goodness of fit and the values less than 2.5 

% refer to a good fit [26]. The TL glow curve of CLBO 

phosphor was decomposed by the tgcd: an R package 

[27] software. 

3.   Results and Discussion 

3.1. Structural properties 

The crystalline structure of CLBO phosphor was 

investigated by XRD. As presented in Fig.1, the 

observed reflection peaks are in good agreement and 

match well with the calcium lanthanum borate 

(Ca4LaO(BO3)3) belonging to the C1m1 (No. 8) space 

group in the monoclinic crystal system (standard card: 

PDF#52-0621).  

 
Figure 1. XRD pattern of Ca4LaO(BO3)3 (CLBO) phosphor. 

It was observed that the synthesized CLBO phosphor 

has the cell parameters of a(Å): 8.170, b(Å): 16.082, 

c(Å): 3.627 and α(°): 90, β(°): 101.39, γ(°): 90. 

However, three undefined peaks at ~ 27° (222), 29° 

(123), and 53° (622) attract attention. These diffraction 

peaks are from the starting material of La2O3 (PDF#03-

065-3185). The possible explanation is due to the 

feature of La2O3, namely, its aptitude to quickly absorb 

moisture from the atmosphere up to 20% of its weight 

[28]. Therefore, absorbed H2O traces might be 

removed during the heating procedure at 1200 °C and 

so La2O3 may have remained. Nevertheless, the 

amount of La2O3 impurity was negligibly low and it is 

not thought to affect the TL characterization results. 

3.2. TL characteristics 

Fig. 2 presents the TL glow curves of CLBO phosphor 

after applying a filter test to decide on the most suitable 

optical filter. Different optical filter combinations 

including BSL-TL (365 nm) and IRSL-TL (wideband 

blue (wbb), 410 and 565 nm) filters were evaluated and 

IRSL-TL 565 nm filter giving the optimal TL glow 

curve having the highest TL intensity was chosen. 

Besides the TL intensity, another important point is the 

position and shape of the apparent peak maxima in the
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 TL glow curve of the CLBO phosphor. For this reason, 

it has been decided that IRSL-TL 565 nm is also the 

ideal filter for further TL analysis. As seen in Fig. 2, 

the glow curve of CLBO sample has two TL maxima 

at around 70 and 200 °C. As known, low temperature 

TL peaks, the trapping energies related to shorter 

lifetimes, are not resistant. These TL peaks can be 

erased using an appropriate thermal cleaning, namely 

preheating, the process performed before each TL 

readout to avoid the presence of an intense TL signal 

that may influence the shape and position of the 

respective peak(s) located at a higher temperature 

region. Thus, preheating was performed to CLBO 

phosphor by applying a plateau test to remove the TL 

signal at 70 °C. 

 
Figure 2. TL glow curves of CLBO phosphor obtained by 

the filter test 

Preheating test was first applied to detect the PH 

temperature of the CLBO phosphor exposed to beta 

irradiation of 10 Gy before each readout. After the 

irradiation, the pellet sample was initially heated to a 

temperature (Tstop), then rapidly cooled to RT. Then the 

TL glow curve was utilized using a heating rate of 2 

°C/s. For this purpose, the thermal cleaning process 

was reiterated for all Tstop values between 100 and 151 

°C with 3 °C intervals. As presented in Fig. 3(a), the 

PH temperature of CLBO phosphor was selected as 

125 °C connected with the plateau observed. Then, 

keeping the decided PH temperature constant, 125 °C 

PH temperature was applied to the 10 Gy irradiated 

CLBO sample for the periods between 0 and 40 s 

before each TL measurement (Fig. 3(b)). 

Subsequently, 25 s PH duration was chosen as an 

appropriate time corresponding to the plateau region as 

well. Defined PH temperature and time (125 °C, 25 s) 

were operated for the rest of the TL analysis. 

 
Figure 3. Normalized integrated TL intensities of CLBO 

phosphor vs (a) PH temperature and (b) PH time  

As shown in Fig. 4, the glow curve of CLBO did not 

significantly change by the preheating procedure. If we 

draw the integral of the TL intensity versus 

temperature, we can get information about whether the 

apparent maximum at 200 °C consists of overlapped 

TL peaks (inset figure of Fig. 4). Hence, it has been 

seen that the apparent maximum actually consists of at 

least three peaks while the whole glow curve comprises 

at least four peaks where the first erased one 

corresponds to the low temperature peak. 
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Figure 4. Preheated and non-preheated CLBO sample (inset: a logarithmic plot to evaluate overlapping TL peaks) 

Fig. 5 shows the TL glow curves with changing 

exposure for the beta irradiations between 0.1–150 Gy 

and the linear behavior versus the given dose. The TL 

glow curves of CLBO phosphor were obtained after 

preheating (125 °C, 25 s) with a heating rate of 2 °C/s. 

TL emissions were increased with the increasing beta 

dose up to 150 Gy which was the highest dose that can 

be given since the photomultiplier tube (PMT) has 

reached the maximum detection limit it can detect. As 

it is clear from Fig. 5(a), the TL peak intensity 

gradually increases but the shape of the TL glow peak 

expands by the increasing dose at the same time. 

Besides, the TL peak position is changed and shifts 

slightly to lower temperature sides when the given dose 

increases. The change in the TM of the glow peak is 

observed as ~10 °C between the lowest (0.1 Gy) and 

highest (150 Gy) beta dose.  
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Figure 5. (a) Dose response of preheated CLBO in the range of 0.1–150 Gy (inset: 0.1–10 Gy), (b) Linearity plot (inset: 

symmetry factors of the glow curves obtained at the doses in the linear range 

The impact of the given dose on TM is provided by one 

trap one recombination (OTOR) model which is the 

simplest phenomenological model for TL [29]. In the 

OTOR model, the radiation dose is represented by the 

ratio n0/N, where n0 (cm−3) is the primary concentration 

of filled traps at first, N (cm−3) is the total concentration 

of electron traps within the crystal. Here, the ratio 

describes the filling degree of the trap responsible for 

a TL peak. Although this model does not contain 

information about the kinetic order b, May and 

Partridge suggested a general order equation, and the 

dose is represented by the term (n0/N)b-1 [30]. For 

general order of kinetics, when the dose increases, the 

TM shifts to lower temperatures since the re-trapping 

decreases and the recombination increases [31]. 

Furthermore, the obtained results of the TL glow 

curves for additive dose present that CLBO sample 

exhibits a linear behavior (e.g. the slope is nearly 1.0, 

R2 = 0.99) in the range of 10–100 Gy as shown in Fig. 

5(b). Superlinear behavior of the glow curve is also 

presented within the lower dose region between 0.1 

and 10 Gy (in Fig. 5(b)). Although there was a decrease 

in the integrated intensity after 100 Gy, it could not be 

determined whether it was saturated since the higher 

doses could not be applied. It has been observed that 

CLBO has a linearity at higher dose range compared to 

un-doped borate based phosphors evaluated previously 

by various researchers (especially, stated in the 

introduction section). Moreover, symmetry factor 𝜇 

was obtained to argue the order of kinetics of the TL 

glow peak by taking its shape or geometrical 

characteristics into account. Symmetry factors 

correspond to 0.42 and 0.52 values for the occurrence 

of first and second order kinetics, individually. This 

method is based on the peak temperature TM, the 

temperature at half of the maximum intensity (IM) of 

the ascending part of the peak T1 and the descending 

part T2. Thus, the symmetry factor (𝜇 = δ/ω) is 

calculated using the ratio of the half widths at high 

temperature side (𝛿 = T2 – TM) and the total one (𝜔 = 

T2 – T1) [32]. Thus, the symmetry factor 𝜇 was 

evaluated from the glow curves obtained by dose 

response analysis to evaluate the kinetic order. In Fig. 

5(b), it is also noticed that the glow curves obey the 

general order of kinetics. 
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Figure 6. TL glow curves of CLBO obtained by using different heating rate values (0.1–10 °C/s) (inset: Normalized data) 

In general, TL glow curves shift in the direction of the 

higher temperature side during the TL readout with 

faster heating rates [25,33]. Fig. 6 represents this 

outcome in the TL glow curves of CLBO phosphor 

using various heating rates. The inset figure contains 

the parameters obtained by the glow curves for various 

heating rates and each parameters were normalized 

according to the first data achieved by using the glow 

curve with the the lowest heating rate (0.1 °C/s). A 

slight shift is expected case since the traps within the 

band gap of the phosphor are emptied in a shorter time 

period at the faster heating rates and therefore, TM 

increases. In addition, full width half maximum 

(FWHM) increases while maximum intensity (IM) 

decreases according to the TL theory. However, the 

integrated peak intensity must be constant [34]. As 

seen in both Fig. 6 and the inset figure, both the peak 

integral and IM increases with the increasing heating 

rate which is defined as an anomalous heating rate 

phenomenon contrary to the expected situation 

explained by the OTOR model. Pagonis et al. [3] 

reported this anomalous heating rate or “anti-

quenching” effect by using the Mandowski model, 

namely semi-localized transitions (SLT), by 

introduced an accessional non-radiative transition 

through the recombination center from the directly 

excited state. The stimulated electrons by heating from 

the trap to an excited state are thermally delivered into 

the conduction band where they can be captured or 

reassembled with holes in the recombination centers. 

In the first scenario, this recombination mechanism is 

supposed to yield a TL signal. An electron in the 

excited state can directly recombine with a hole in the 

recombination center without a radiative transition in 

either way. The relative ratio of radiative against non-

radiative transition possibilities decreases when the 

heating rate decreases and vise versa. The two-stage 

process of stimulation of the charge carriers from the 

traps is the reason for such behavior. The whole 

amount of localized transitions is comparative to the 

entire time exhausted in an excited state by the trapped 

electrons. This time decreases resulting from the 

higher probability rates of thermally excited transitions 

into the conduction band at higher heating rates. 

Therefore, the physical base of the anomalous effect is 

a rivalry among the radiative and non-radiative 

mechanisms. This rivalry for current charges between 

the two mechanisms creates the integrated TL intensity 

to rise, whereas the comparable non-radiative one has 

to decrease with the identical quantity due to the charge 

conservation. Thus, the increase in the integrated TL 

intensity corresponds to the rise in the probability of 

radiative transitions over that of the non-radiative ones 

[3-7]. 

Moreover, TM and FWHM values of the glow curve 

show an increasing tendency. If we look at the inset 

figure of Fig. 6, it is seen that two normalized TM 

values are presented. This is due to the correction of TM 

values for each heating rate value as a result of the 

temperature lag effect. The temperature of the heating 

element changes from the temperature of the sample 

during the TL readout and non-ideal thermal contact, 

namely temperature lag, may affect the calculated 

trapping parameters of the TL glow peak [35]. By 

accepting that the lowest two heating rates (0.1 and 0.2 

°C/s) are not affected by the temperature lag, Eq. 2 is 
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used to correct TM values for the glow curves obtained 

with the higher heating rates. 
















j

i
MiMj cTT




ln                                                           (2) 

TMj and TMi represent the maximum temperatures for βj 

and βi heating rates, and c is a constant quantity that is 

computed utilizing the two lowest heating rates. 

Therefore, normalized values of both TM data, 

experimentally obtained (uncorrected) and corrected 

by utilizing temperature lag equation (Eq. 5) are 

presented in the inset figure of Fig. 6. After the 

temperature lag correction, it was seen that the increase 

in TM is 10% less for the highest heating rate applied 

(10 °C/s) as the heating rate increased. 

 

 

 

  
Figure 7. (a) Reusability plot achieved by 15 TL readout cycle and (b) storage time measurements up to a week 

In dosimetric applications, reusability and storage time 

measurements are of great significance to search the 

usage of a prepared TL material. Since it is desirable 

that the material remains stable so as to give the same 

TL signal for each repetitive reading and during the 

elapsed time. As shown in Fig. 7(a), the obtained 

standard deviation of the integrated TL intensity is 

approximately 4 % which is in the tolerance ranges 

acceptable for dosimetric materials stated as less than 

5 % [36]. Storage time characteristics of beta irradiated 

CLBO was checked to evaluate short time storage 

during a week in the dark at RT after 10 Gy beta 

exposure. For the visible peak maxima at ~200 °C, the 

fading rate was nearly 5 % after a week. Instead of 

fading, a fluctuation was observed within the 5 % 

confidence interval during the stored time period. A 

growth of peak height to 5 % over ten minutes and 

another increase to 3-4 % after three hours were 

observed however a forecastable fading was obtained 

when the storage time was extended and a sort of 

recovery was observed after 3h storage time (Fig. 

7(b)). An initial increase of the integrated TL intensity 

may have possibly occurred by a tunneling transfer 

among the traps as a non-thermal process due to the 

existence of intense spatial correlations between the 

traps and recombination centers [37]. Similar abnormal 

results were also highlighted in the literature by the 

various researchers for the different TL materials [38-

39] as well.  

3.3. TL kinetics 

To estimate the kinetic parameters of Ca4LaO(BO3)3 

phosphor, TM-Tstop, and IR methods have been operated 

on the strength of the presume that the TL glow curve 

consists of an isolated TL peak maximum. Further, the 

GCD method was performed to evaluate whether the 

experimental glow curve has overlapped TL peaks.  
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Figure 8. TL glow curves of CLBO sample obtained after preheating to various Tstop values (inset: TM–Tstop dependency) 

At first, 10 Gy beta dose was applied to the phosphor 

and then, it was heated up to a stopping temperature 

(Tstop). Afterward, the TL glow curve was obtained 

with a constant heating rate of 2 °C/s. This cycle was 

repeated under the same conditions using Tstop values 

between 125 and 275 °C with 5 °C intervals (Fig. 8). 

TM–Tstop method is generally used to estimate the 

numbers and possible locations of overlapped TL 

peaks. Therefore, TM versus Tstop plot was achieved for 

the preheated TL glow curve data of CLBO phosphor 

and presented in the inset figure of Fig. 8. If a TL glow 

curve contains various and clearly separated first order 

TL peaks, TM-Tstop curve presents a characteristic 

“staircase” structure having individual flat regions. 

Considering a glow curve consisting of more closely 

overlapping peaks, the curve turns into a smoother 

shape and the TM representing the flat regions can 

exclusively be utilized as an indicator of the locations 

of each individual peak. When the TL peaks overlap, 

even more, the case is disposed to the presence of a 

quasi-continuous distribution of the TL peaks (in other 

words, trapping centers). TM-Tstop curve will transfer to 

a continuous line with a slope f 1.0 at this stage. The 

limit of detection of flat regions within the TM-Tstop 

curve gives a measure of the resolution of the 

technique [24]. According to the inset figure of Fig. 8, 

it is seen that the single TL maximum, obtained after a 

PH (125 °C, 25 s) procedure, consists of several closely 

located overlapping TL peaks rather than a single 

trapping level. Therefore, none of the overlapped TL 

peaks are subject to first order kinetics. 

 
Figure 9. Trap parameters of s (top), E (bottom) against to 

Tstop for CLBO phosphor. 

To examine the E and s values of CLBO phosphor by 

using TM-Tstop analysis, the IR method which is a quite 

reliable technique to obtain trap parameters was also 

utilized. Therefore, this method was operated on to 

each glow curve obtained after the TM-Tstop analysis. 

Mean activation energies and frequency factors of 

these energy levels were computed by utilizing the 

initial rise method to each TL peak at a different Tstop. 
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Calculated E and s values were plotted against the 

applied Tstop and presented in Fig. 9. As seen in Fig. 9, 

a variation of the activation energy and frequency 

factor present at least three possible trap levels of 

preheated CLBO phosphor. Supporting the result of 

the inset figure of Fig. 8, E and s values were obtained 

from 150 °C towards higher temperatures for the 

closely positioned TL peaks. Therefore, the results 

reveal that the preheated CLBO sample has a 

continuous trap distribution with activation energies of 

1.25, 1.36, and 1.45 eV. Furthermore, frequency 

factors were found within the range of 1019 and 

1020 s-1.Since the transport phase includes several non-

radiative routes of electron loss, the higher frequency 

factors pointed out that the trap and luminescence sites 

are closely linked [40]. Further, GCD analysis in Fig. 

10 suggests that there are a variety of closely 

positioned component bands that all contribute to the 

TL glow peak. 

Moreover, trap parameters E and s of the TL peak 

maximum at 200 °C were calculated by the IR method 

using the glow curves obtained from various heating 

rate and additive dose, respectively. Considering the 

fact that the use of the IR method may be more 

dependable than various heating rate (VHR) method to 

derive E, particularly for phosphors where there is a 

strong competition between radiative and non-

radiative pathways stated by Pagonis et al. [3], the 

VHR method was not preferred for the calculation of 

trap parameters of the TL peak maximum in this study. 

Certain TL glow curves presented in Fig. 5(a) and 6 

have been evaluated for this purpose. Therefore, the 

trap parameters were calculated by plotting the 

temperature-dependent graphs of the initial rise parts 

of the glow curves obtained using the heating rates 

between 0.1 and 5 °C/s (beta dose is fixed at 10 Gy) 

and doses between 10-100 Gy (a linear heating rate is 

fixed at 2 °C/s) in the linear dose range. Obtained 

parameters of E and s are shown in Table 1. 

Table 1. Estimated kinetic parameters using IR method applied to the heating rate (HR) and dose response glow curves 

HR (°C/s) E (eV) s (s-1) Dose (Gy) E (eV) s (s-1) 

0.1 1.035 ± 0.046 1.60 x 1018 10 1.210 ± 0.035 1.50 x 1019 

0.2 1.026 ± 0.030 6.82 x 1017 15 1.187 ± 0.028 1.47 x 1019 

0.5 1.067 ± 0.044 1.08 x 1018 20 1.162 ± 0.035 1.13 x 1019 

1 1.152 ± 0.025 6.68 x 1018 30 1.184 ± 0.032 3.93 x 1019 

2 1.171 ± 0.036 5.05 x 1018 40 1.164 ± 0.032 3.38 x 1019 

3 1.237 ± 0.032 1.84 x 1019 50 1.170 ± 0.032 5.46 x 1019 

4 1.182 ± 0.031 2.52 x 1018 75 1.173 ± 0.036 1.00 x 1020 

5 1.275 ± 0.047 2.14 x 1019 100 1.178 ± 0.037 1.62 x 1020 

According to the results presented in Table 1, E value 

of the TL peak maximum does not importantly vary 

with the increasing dose as a result of being dose-

independent. However, a slight increase in E values 

from 1.04 to 1.28 eV is seen with the increasing heating 

rate. As seen in Table 1, the energy values obtained by 

the IR method using both ways are in concordance with 

each other. However, effective activation energies 

presented in Table 1 differ from the acquired IR results 

using TM-Tstop analysis. This indicates that the TL glow 

curve of a preheated CLBO phosphor is a complex 

curve consisting of overlapped peaks, else the findings 

obtained using the three ways should match. In 

addition, similar and high frequency factors were 

found as also presented in those observed by TM-Tstop 

analysis. Therefore, results supporting the 

interpretation that the trap and luminescence centers 

are located very close to each other have been obtained. 

 
Figure 10. Deconvolution of the TL glow curve of preheated 

CLBO phosphor 
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The glow curve deconvolution (GCD) method is used 

to decompose the TL glow peak and achieve the kinetic 

parameters of the preheated CLBO phosphor. GCD 

method was operated using the general order kinetics 

in connection with the dose response evaluations of 

preheated CLBO phosphor. GCD plot and decomposed 

TL glow peaks in Fig. 10 presents that the experimental 

TL glow curve of the sample after 10 Gy beta exposure 

at a heating rate of 2 °C/s was decently fitted with three 

TL peaks. As presented in the figure, TL emission 

begins to increase after 350 K, arrives at maximum TL 

intensity at 474 K, and depletes entirely around 650 K. 

Thus, the remaining part of the recorded data from the 

total TL spectrum between 300 and 770 K is not 

included in the figure (Fig. 10). It is seen that the 

deconvolution results of CLBO phosphor give a 

reliable evaluation of the trap parameters with a FOM 

value of 0.98 %. In addition, lifetimes (τ) of the TL 

glow peaks are an important argument to investigate 

the TL materials about their effectiveness in either 

dosimetry or dating Eq. 3 was utilized to calculate the 

lifetimes of the decomposed TL peaks. 









 

kT

E
s exp1                                                   (3) 

T is the storage temperature which was employed to be 

298 K for the computation. All kinetic parameters of 

the deconvoluted TL peaks are shown in Table 2. 

Table 2. Kinetic parameters of the deconvoluted TL glow 

curves of Ca4LaO(BO3)3 using R-studio (FOM = 0.98%) 

 
Ca4LaO(BO3)3 

E (eV) s (s-1) b TM (℃) σ (year) 

Peak 1 1.233 1.40 x 1013 2 171 1.60 

Peak 2 1.146 1.61 x 1011 1.79 201 4.54 

Peak 3 1.375 1.07 x 1012 2 259 5110.54 

According to the results, when peak 1 at 171 °C and 3 

at 259 °C are of second order of kinetics, peak 2 at 201 

°C is of general order kinetics. GCD results 

represented similar results to those found by the IR 

method using TM-Tstop analysis since the number of 

decomposed TL peaks and their maximum peak 

temperature are in good agreement. In addition, the 

average E values are also in concordance with the IR 

findings obtained by the results of TM-Tstop analysis. 

The frequency factors of the continuously distributed 

overlapped peaks were found as 1.40 x 1013, 1.61 x 

1011, and 1.07 x 1012 s-1, respectively. Moreover, the 

lifetimes of the TL peaks were obtained long enough 

for dosimetry applications. 

4.   Conclusion 

Ca4LaO(BO3)3 phosphor was produced by a solid state 

synthesis. XRD was conducted to evaluate the crystal 

structure and it was reported that the pattern of 

synthesized phosphor is in good agreement and 

matches well with the reference card. After applying 

adequate preheating, additive beta dose and various 

heating rates were applied to examine the behaviors of 

the TL glow curves. Consequently, 200 °C TL peak 

maximum presented a linear dose response behavior 

within 10 and 100 Gy. Anomalous behavior of the TL 

peak maximum of preheated Ca4LaO(BO3)3 phosphor 

has been reported with increasing heating rate between 

0.1 and 10 °C/s. This anti-quenching behavior may be 

interpreted by a semi-localized transition model 

presuming that radiative and non-radiative transitions 

compete. In addition, the material was reported as a 

reusable phosphor for dosimetric applications within 

the 5 % confidence interval. Storage time for a short 

period of up to a week was also found with an excellent 

5 % standard deviation. Trapping parameters and the 

kinetic analysis of Ca4LaO(BO3)3 phosphor were 

evaluated by using TM-Tstop and IR methods and the 

results were compared with deconvolved glow curve 

data, which was collected using tgcd: an R package 

software. The obtained results by GCD were found 

compatible with the other methods representing a 

continuous trap distribution. According to the findings, 

the main dosimetric peak of Ca4LaO(BO3)3 follows the 

general order kinetics, as supported by dose response 

plot. Furthermore, the lifetimes of the decomposed TL 

peaks have been found to be long enough. The findings 

of this study present that the Ca4LaO(BO3)3 phosphor 

may be a good candidate to be used in high dose 

monitoring for dosimetric applications considering its 

high effective atomic number, Zeff ≈ 36.4, (tissue 

equivalence is not an issue) and the linear dose range. 

However, further investigations are required such as 

higher dose effect, long-term storage time 

measurements and applications of different radiation 

sources. 
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Abstract  
The structural and magnetic properties of amorphous thin–films with various CoFeTaB 
thicknesses were studied to observe magnetic phase transitions due to compositional variation 
through the CoFeTaB layer. The investigations of the structural properties of amorphous 
CoFeTaB thin–films were undertaken to confirm layer thickness, interface roughness, and 
their amorphous structure. Temperature dependent magnetic characterizations were performed 
to extract Curie temperatures of each thin–film structure, where there is evidence of more than 
one magnetic transition point. These transition points indicate magnetic phase transitions, 
which may be attributed to compositional variations across the amorphous CoFeTaB thin–
films. Investigation of diffusion process in ferromagnetic thin–films is crucial for the 
development of spintronic applications. 
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1. Introduction 

High–moment ferromagnetic CoFe alloys show 
excellent soft magnetic properties, including high 
saturation magnetization, high spin polarization, and 
low coercivity, and they have been considered to have 
considerable potential for use in many technological 
applications in the fields of spintronics [1–3]. CoFe 
alloy has a BCC crystal structure with a cubic 
magnetocrystalline anisotropy. The addition of B of 
composition greater than 20% in the CoFe alloy 
produces an amorphous metallic glass with a reduced 
Curie temperature (TC) and reduced magnetization 
compared to CoFe alloy [4]. Amorphous ferromagnetic 
alloys represent an important class of materials, which 
have a unique disorder atomic arrangements and zero 
magnetocrystalline anisotropy energy, which makes 
amorphous metallic alloys functional for a broad range 
of applications. Amorphous CoFeB thin–films have 
been attracted extensive attention in recent years in 
giant and tunnelling magnetoresistance devices [5,6], 
current–induced magnetization switching [7], and are 
utilized in commercial applications such as HDD read–
heads and magnetic random access memories. The 
amorphous CoFeB alloys have high spin polarization, 
which could lead to a high TMR value at room 
temperature [5,6]. The addition of a transition metal to 
an amorphous Fe–based alloy, reduces both the TC and 
the magnetic moment per Co and Fe atoms [8], where 

this reduction can be explained as a result of charge 
transfers from the transition metal atoms to the unfilled 
holes in the electronic d–states of the Fe. 

The discovery of the perpendicularly magnetized 
Ta/CoFeB/MgO heterostructures, which exhibit 
perpendicular magnetic anisotropy (PMA) is attracting 
significant interest for potential applications in 
magnetic random access memory (MRAM) [6]. The 
underlayer to the CoFeB layer also plays a crucial role 
in the size of PMA, where Ta is widely used as an 
underlayer because the Ta/CoFeB interface can control 
the perpendicular magnetic anisotropy and the related 
magnetic responses [9]. Diffusion of Fe atoms towards 
oxide layer has been reported in CoFeB/MgO 
structures during the deposition of MgO, where a Fe–
O rich interfacial region was formed with reduced 
magnetization [10]. Another study showed that TC can 
be tuned from 200 K to below 100 K by increasing Ta 
composition from ∼ 15% to ∼30% in FeTa amorphous 
alloy [8]. In order to identify the influence of the Ta 
diffusion in the magnetic properties of the 
ferromagnetic layer, the relationship between the 
structural and magnetic properties of this structure 
needs to be clarified. The influence of the diffusion of 
Ta in the Ta/CoFeB/MgO system has often been 
discussed [11–13], however, there is no sufficient 
information that clearly shows the relationship 
between the Ta diffusion and the magnetic properties 
of a ferromagnetic layer at low temperatures. 

https://orcid.org/0000-0001-5614-2292
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Previously, Ta diffusion within the CoFeTaB layer has 
been observed during the thin–film deposition, which 
causes variation of magnetization and TC through the 
thin–film [14]. As many spintronic devices work at 
elevated temperatures, understanding the Ta diffusion 
on the magnetic properties of CoFeTaB thin–film is 
important for the development of spintronic 
applications. The amorphous CoFeTaB alloy used in 
this study was designed to have a TC below room 
temperature in order to observe the influence of Ta 
diffusion on the magnetic properties at low 
temperatures. In this manuscript, the structural and 
magnetic properties of the bilayered amorphous thin–
film with various CoFeTaB thicknesses were studied 
to indicate magnetic phase transitions due to Ta 
diffusions at low temperatures because diffusion of Ta 
produces regions of different composition through the 
CoFeTaB layer, which causes variation of 
magnetization and TC through thin–films. 

 
2. Experimental Procedures 

In this study, a series of amorphous ferromagnetic 
thin–films (Co30Fe30Ta25B15 – The subscript represents 
the nominal composition of CoFeTaB) with a thickness 
from 10 Å to 40 Å were deposited at room temperature 
onto Si (100) substrate using dc magnetron sputtering 
under ultra–high vacuum. The structure of the layer 
stacks was Si/SiO2/CoFeTaB (t)/Ta(30 Å)/Ta2O5 with 
a CoFeTaB layer thickness ranging from 10 to 40 Å, as 
shown schematically inset of Figure 1a. The 
Co30Fe30Ta25B15 layers (CoFeTaB hereafter) were 
capped with a 30 Å Ta layer to prevent oxidation. 
Grazing incidence x–ray reflectivity (XRR) was 
performed using a Rigaku Smartlab laboratory 
reflectometer at room temperature in order to 
characterize the physical structure of each thin–film. 
X–ray reflectivity scans were performed by scanning θ 
– 2θ from 0° to 6° with a step size of 0.02°. All 
reflectivity measurements were fitted using the GenX 
simulation code [15], which utilizes the Parratt 
recursive formalism for simulating specular 
reflectivity. It uses a model based on the sample 
structure including free structural parameters to 
determine the layer thickness and interface/surface 
roughness and densities of each layer. In order to 
validate the amorphous nature of the CoFeTaB films, 
x–ray diffraction (XRD) profiles were obtained. 
Magnetic characterization of amorphous CoFeTaB 

thin–films was performed using a Quantum Design 
superconducting quantum interference device 
(SQUID) magnetometry in a temperature range 
between 5 K to 300 K with an external magnetic field 
of 100 Oe to extract TC for each thin–films.  

 
3. Results and Discussion 

 
3.1. Structural characterization of thin–films 

Measured grazing incidence XRR data and 
corresponding best fit simulations for 40 Å CoFeTaB 
thin–film are presented in Figure 1a. Here, the red solid 
line represents simulated fits of specular reflectivity 
data. Reflectivity simulations were performed by 
starting with nominal thicknesses of each layer of the 
as–deposited thin–films and adding a thin Ta2O5 layer 
to model oxide formation on the Ta cap, with a 
thickness up to a few nanometers. To improve the 
fitting quality of the XRR data, a thermally oxidized 
SiO2 layer on top of the Si (100) substrate was added. 
The structural parameters including layer thicknesses, 
interface roughnesses, and layer densities were 
obtained from the best–fitting simulations of 
amorphous thin–films as a function of CoFeTaB 
thicknesses. Sample parameters from best fit XRR 
including layer thickness and interface roughness used 
in the simulation of specular reflectivity of amorphous 
thin–films with various CoFeTaB thickness are 
summarized in Table 1. It is well–known that 
surface/interface roughness affects the magnetic 
properties of thin–film structures, such as domain 
structure, and magnetic anisotropy [16], where it has 
been shown that an increase in interface roughness 
increases the exchange bias field and the coercivity 
[17]. The roughness parameters for each structure are 
around 3 Å, indicating thin–films are continuous in the 
direction normal to the scattering plane. 

The structural characterization of thin–films was 
undertaken using an x–ray diffraction (XRD) pattern to 
derive information on the nature of the crystal 
structure. Figure 1b presents the XRD patterns of all 
thin–films with various CoFeTaB thicknesses studied 
here. As shown in the figure, all thin–films revealed an 
XRD peak at 2θ of 69° corresponding to the (400) 
diffraction peak of the Si (100) substrate. The Bragg 
peaks corresponding to all CoFeTaB thin–films are not 
observed in these patterns which confirm the 
amorphous nature of CoFeTaB layers.  
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Figure 1: (a) Specular reflectivity data and corresponding simulated reflectivity for amorphous 40 Å CoFeTaB thin–film. 
The red solid line represents best–fit simulations. The inset shows the sample schematic. (b) X–ray diffraction pattern of the 
amorphous thin–films with various CoFeTaB thicknesses. 

The structural scattering length density (SLD) profiles 
and their derivatives for all structures are given in 
Figure 2 for thin–films with various CoFeTaB 
thicknesses, as shown by shaded regions. Here, the 
width of the substrate/CoFeTaB interface appears 
relatively broad for all thin–films. This broad interface 
is attributed to the diffuse interface between the Si 
(100) substrate and the thin SiO2 layer. Within the 
volume of the CoFeTaB films, the structural SLDs are 
roughly constant, which indicates the ferromagnetic 
CoFeTaB layers are uniform layers. However, the 
structural SLD profiles are varied from the bulk values 
in the interface of the CoFeTaB/Ta capping layer, 
which suggests that compositionally–graded layers are 

formed in the region of CoFeTaB layers and the Ta 
capping layers. During the deposition of thin–films, the 
interdiffusion of Ta atoms into CoFeTaB layers is 
possible because highly energetic Ta atoms can 
penetrate into the CoFeTaB layer, resulting in a broad 
CoFeTaB/Ta structural interface. Interdiffusion of 
atoms has studied at CoFeB/Ta and CoFeB/Ru 
interfaces, where Ta atoms can penetrate more deeply 
into the CoFeB layer because Ta is heavier than Ru 
[18]. A similar study has shown that a 0.2 nm thick 
TaB layer is formed at CoFeB/Ta interface after 
annealing of CoFeB/Ta thin–films, which is due to 
out–diffusion of B atoms from the CoFeB layer to the 
Ta capping layer [19]. 

 

 
 
Figure 2: Structural scattering length density profiles and their derivatives for amorphous thin–films. The shaded regions 
show with various CoFeTaB layer thicknesses ranging from 10 to 40 Å. The vertical dashed lines correspond to the positions 
of the layer interfaces in the model structures. 
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The derivatives of the structural SLD profiles are 
plotted in Figure 2 to visualize positions of the 
structural interfaces more accurately in these structures 
with various CoFeTaB thicknesses. Here, the peaks 
and dips show each layer interfaces in the model 
structures, shown by vertical solid lines. In the 
derivative of SLDs, the first peaks correspond to the 
thickness of ~ 15 Å for both structures which indicates 
the thickness of the SiO2 layer, and beyond this 
thickness, the magnetic CoFeTaB layer starts to 
increase. The second peaks, indicating CoFeTaB/Ta 
interface, shift to the right as the thickness of the 
CoFeTaB layer increases. The shaded regions indicate 
the approximate thickness of CoFeTaB layers and the 
vertical solid lines correspond to the approximate 
positions of the layer interfaces in the model structures.  

3.2. Magnetic characterization of thin–films 

The main purpose of the present study is the 
investigation of the magnetic phase transitions for 
thin–films with various CoFeTaB thicknesses, as given 
in Figure 3. Here, the magnetic response of thin–films 
shows that the CoFeTaB layers do not act as a single 
homogeneous magnetic layer with a single TC, as 
usual. Instead, the ferromagnetic layers comprise two 
or three magnetic sub–layers depending on layer 
thicknesses. These inhomogeneities are related to the 
Ta distribution within the CoFeTaB layer, as it varies 
the TC, resulting in the asymmetry in magnetic 
properties at the CoFeTaB/Ta interface, and indicating 
the contribution of the different moments at the 
CoFeTaB/Ta interface and within the CoFeTaB layer. 
At low temperatures, the temperature dependent 
magnetization in a ferromagnetic material can be fitted 
using the spin–wave model and described by the Bloch 
𝑇𝑇3/2 power–law equation given as, 

𝑀𝑀(𝑇𝑇) = 𝑀𝑀(0) �1 − � 𝑇𝑇
𝑇𝑇𝐶𝐶
�
3/2

�    (1) 

where M(0) is the spontaneous magnetization at 
absolute zero. The spontaneous magnetization 
approaches zero when the temperature increases 
towards the TC and phase transition from paramagnetic 
to ferromagnetic state is observed, which is identified 
as a point of abrupt change in magnetic behaviour. In 
order to understand the magnetic phase transitions due 

to Ta diffusion within the CoFeTaB layer, there is 
evidence of more than one transition point, notated as 
TC’s in the magnetic behavior of thin–films. Therefore, 
it is quite difficult to obtain TC values from temperature 
dependent magnetization profiles using Equation (1).  

The derivative of temperature dependent 
magnetization curves for all thin–film structures with 
various CoFeTaB thicknesses are calculated. The 
curves, where the derivative of magnetization reaches 
a minimum value, indicate more than one transition 
point in the magnetic response, as noted TC’s for all 
thin–film structures. Two phase transitions are 
observed, indicating two different magnetic regions, 
denoted as TC1 and TC2, across the thin–film with 10 Å 
CoFeTaB thickness. For the rest of the thin–films, 
there are three transition temperatures, denoted as TC1, 
TC2, and TC3, indicating three active magnetic regions. 
These transition points show magnetic phase 
transitions, which may be attributed to compositional 
variations across the CoFeTaB thin–films. These 
variations suggest non–uniformity in the magnetic 
profile due to the Ta distribution in the CoFeTaB layer, 
causing variations in the TC’s.  

Figure 3a shows temperature–dependent 
magnetization and its derivative for the thin–film with 
10 Å CoFeTaB thickness. The derivative of 
magnetization shows two sharp curves, which indicate 
magnetic phase transitions at temperatures as shown by 
TC1 and TC2, where these transitions are at ~ 220 K and 
~ 50 K, respectively. The thinnest CoFeTaB film might 
have adopted the Volmer–Weber growth mode on 
SiO2, where the vaporized atoms bond to each other 
more strongly than to the substrate surface. This strong 
bonding leads to the formation of islands that join to 
form continuous thin–film structures. The coverage of 
the CoFeTaB layer at 10 Å may not be 100%, hence 
the Ta capping layer grown on top of CoFeTaB will 
have a lesser CoFeTaB neighbor. As a result of this low 
CoFeTaB thickness, Ta atoms may be in direct contact 
with the substrate surface, which may create 
compositional variations in the magnetic response of 
the CoFeTaB layer. This results in two magnetic phase 
transitions, where TC1 is the first transition temperature 
at 220 K, attributed to the magnetic region adjacent to 
the  
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Figure 3: Temperature dependence of magnetization curves and their derivatives for amorphous thin–films with various 
CoFeTaB thicknesses measured under the magnetic field of 100 Oe. 

buffer interface with less Ta concentration, and TC2 is 
the second transition temperature at 50 K, attributed to 
the magnetic region adjacent to the top interface with 
the maximum Ta concentration, the least magnetic 
moment and the lowest TC2. 

An increase in the thickness of the CoFeTaB layer 
leads to a better surface coverage due to the 
coalescence of grains, causing multiple phase 
transitions across CoFeTaB layers. As the thickness of 
the CoFeTaB layer increases to 20 Å, as shown in 
Figure 3b, the magnetization appears relatively broad 
at temperatures between 125 K to 225 K, and a 
magnetic phase transition is observed at TC1 ~ 220 K. 
This is attributed to the transition temperature of the 
sublayer with less Ta concentration, corresponding to 
a magnetic region adjacent to the buffer interface. A 
second transition point is observed more clear, as 
shown by the sharp curve on the derivative of 
magnetization at TC2 ~ 90 K. The TC2 may be the 
transition temperature of the magnetic thin–slab at the 
center of the CoFeTaB layer because heavy Ta atoms 
can penetrate within the center of the CoFeTaB layer 
during the deposition of the Ta capping layer. Also, a 
third transition point, which is not clear as others, 
emerges slightly indicated by TC3 ~ 50 K, which may 
be the transition temperature of a magnetic region 
adjacent to the top interface, with the lowest transition 
temperature and the highest Ta concentration. 

Similar transition temperatures are obtained as TC1 ∼ 
220 K, TC2 ∼ 95 K, and TC3 ∼ 65 K for the rest of the 

thin–films, as given in Figure 3c and 3d. Here, TC1 has 
the same transition temperature as for the films with 10 
Å and 20 Å CoFeTaB thicknesses. This is attributed to 
the transition temperature of the magnetic region close 
to the bottom interface with less Ta concentration. The 
second transition temperature TC2 ∼ 95 K, corresponds 
to the magnetic thin–slab at the center of the CoFeTaB 
layer with the higher Ta concentration compared to the 
magnetic region at the buffer interface. TC3 ∼ 65 K, is 
the third transition temperature of the magnetic slab 
adjacent to the Ta capping layer, where the maximum 
Ta concentration at this thin–slab causes the reduction 
of TC. All transition temperatures of each thin-film 
structures are summarized in Table 1.  

10 nm thick CoFeTaB thin–film with 30% Ta 
concentration, sandwiched with 3 nm thick Pt layers 
was studied to understand the temperature dependent 
interfacial magnetization, where diffusion of Ta 
creates magnetic regions of different composition and 
resulting in three different transition temperatures. 
These transition temperatures were obtained as TC1 ∼ 
215 K, TC2 ∼ 120 K, and TC3 ∼ 80 K, where TC1 and 
TC2 correspond to the transition temperature of the 
region adjacent to the bottom/top interfaces, 
respectively. TC3 ∼ 80 K indicates the transition point 
of the center of the CoFeTaB layer with the highest Ta 
concentration and least magnetic moment, which is 
attributed to the the transition temperature from 
paramagnetic to ferromagnetic state [20]. As it is 
known  
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Table 1: Sample parameters from best fit XRR including layer thickness and interface roughness used in the simulation of 
specular reflectivity of amorphous CoFeTaB thin–films, and transition temperatures, obtained from the minimum value of 
the derivative of magnetization. 

Sample Layer Thickness Roughness Transition Temperatures (K) 
  (Å) (Å) TC1 TC2 TC3 
     

CoFeTaB 
(10 Å) 

CoFeTaB 10.5 ± 0.8 2.4 ± 1.2  
220 

 
50 

 
--- Ta 31.5 ± 3.3 3.3 ± 1.3 

     
CoFeTaB 

(20 Å) 
CoFeTaB 21.1 ± 1.4 2.1 ± 1.2  

220 
 

90 
 

50 Ta 32.3 ± 1.8 3.4 ± 1.7 
     

CoFeTaB 
(30 Å) 

CoFeTaB 30.9 ± 1.6 2.3 ± 1.5  
220 

 
95 

 
65 Ta 31.8 ± 2.5 3.1 ± 1.8 

     
CoFeTaB 

(40 Å) 
CoFeTaB 41.2 ± 2.3 2.4 ± 1.2  

220 
 

95 
 

65 Ta 30.9 ± 2.5 2.6 ± 1.5 
     
 
that higher Ta concentration decreases the TC and the 
magnetic moment per Co and Fe atoms [8], it is also 
possible to comment about the location of transition 
temperatures for each magnetic region in this study. In 
the present work, similar behaviour of magnetic 
transition temperatures is obtained for CoFeTaB/Ta 
bilayered thin–films. Due to the compositional 
variation of Ta (30%) through the ferromagnetic layer, 
the TC was estimated as ∼ 80 K [20], which is 15 K 
lower than the TC of 30 Å and 40 Å thick CoFeTaB 
thin–films studied here. The transition temperature of 
TC1 is obtained as ~ 220 K for all thin – film structures, 
which indicates the initial stage of the deposition for 
all thin–films show similar behaviour and resulting in 
the magnetic thin–slab adjacent to the buffer interface. 
These phase transitions confirm the expected 
compositional variations within the CoFeTaB layers. 

4. Conclusion 
 
In summary, the magnetic phase transitions due to 
compositional variation of the Ta capping layer were 
studied for amorphous thin–films with various 
CoFeTaB thicknesses. An investigation of the 
structural properties of amorphous thin–films was 
undertaken to confirm layer thickness, interface 
roughness, and the amorphous structure of thin–films. 
Temperature dependent magnetic characterizations 
were performed to extract Curie temperatures of each 
thin–film, where the CoFeTaB layer does not act as a 
homogenous magnetic layer with a single TC. Instead, 
the data suggest more than one magnetic transition 
point, which indicates multiple magnetic phase 
transitions. These transitions may be attributed to 

compositional variations through the amorphous 
CoFeTaB layer thickness. 
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 Abstract  
Positron emission tomography (PET) are widely accepted and used as an effective medical 
imaging method. We have studied on the dual radioisotopes C11 and Cu60 together by 
modifying the isotopes used in Standard cyclindirial PET through GATE imaging simulation. 
We scan the proper resolution intervals and the distances between the sources and present the 
differences in parameters such as full width at half maximum (FWHM), intensity and contrast. 
Applying statistical  χ^2  method, we aim to show the significance limits of above parameteric 
differences in PET simulations. These results may help determine in which conditions the 
imaging devices can be used with dual isotope method in clinical applications.  
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1. Introduction   

Molecular imaging technology used in nuclear 
medicine includes specific imaging methods such as 
optical imaging and scintigraphy. The main devices of 
scintigraphy are positron emission tomography (PET) 
and single photon emission computed tomography 
(SPECT). These imaging methods use images 
generated by radiation emitted in the body as a result 
of the application of radiopharmaceuticals to patients. 
This image provides useful information not only for 
diagnostic purposes such as detection of functional 
abnormalities or early imaging of tumors, but also for 
treatment planning and  follow-up. Nuclear imaging is 
a diagnostic medical imaging method that uses 
radionuclides to study the physiology and metabolism 
of the body [1].  

In parallel with the developing new techniques, the 
number of publications in the literature has been 
increasing recently in the field of medical imaging. The 
use of dual radioisotope, that is one of these 
techniques, is considered to be effective in imaging of 
complicated tumor structures and nested tissues in the 
field of SPECT as well as in PET imaging [2]. 
Myocardial perfusion and brain imaging have been 
reported to be highly conclusive if this technique is 
succesfully implemented [3]. 

The dual isotope (DI) technique is based on the 
detection and visualization of two different gamma-

emitting radionuclides at one time, which are injected 
into the patient, via the different energy decay 
windows. Especially for the PET device, the fact that 
positron-electron annihilations occur at 511 KeV 
energy for each time does not create an energy 
difference and requires extra gamma radiation to be 
used by the radioisotope. Thus, the selection of dual 
radioisotopes and measuring triple coincedence of 
gammas in PET imaging becomes utmost important. 
Not that, dual and multi tracer techniques mostly offer 
similar solutions but different timings and algorithms. 
[4,5,6]  

The outline of the paper as following: we explain the 
simulation setup and GATE software in the next 
section, the statistical methods and calculations of 
parameters that will shed on light of a feasible DI 
technique will be mentioned in section III, we give 
analysis results and additional comments in section IV 
and conclude our study in the section V.  

2. PET Simulation Setup With GATEv.8 

GATEv.8 is an advanced opensource software 
developed by the international OpenGATE 
collaboration and dedicated to numerical simulations 
in medical imaging and radiotherapy. Using an easy-
to-learn macro mechanism to configurate simple or 
highly sophisticated experimental settings, GATE v.8 
now plays a key role in the design of new medical 
imaging devices, in the optimization of acquisition 
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protocols and in the development and assessment of 
image reconstruction algorithms and correction 
techniques. It can also be used for dose calculation in 
radiotherapy experiments [7]. 

A cylindrical PET system that is a benchmark in 
GATEv.8 and composed of 4 rsectors (head), 64 cubic 
crystals (8 x 8) and 2 scintillation layers of  BSO for 
inner and LSO for outer is implemented. Boxed world 
geometry with 0.4x0.4x0.4 m and water phantom with 
20x20x20 cm is created. No CT system is added but 
the coincediences from standart read-outs are collected 
with rotating heads 30 deg/s for every 4 seconds (Total: 
16 seconds). Most importantly two sources (C11 and 
Cu60) are implemented with their ion structures, half-
lifes, activities and decay energies at different 
placements. We have chosen those sources since they 
are commonly used radioisotopes in PET imaging and 
known as gamma emitters in addition to positron 
emissions. Figure 1 shows the visualization of the 
system before the irradiation step. For digitization of 
the data, with 10 ns. Coincedence window, 350 – 650 
KeV thresholder and upholder are used respectively. 
Not any of the PET systems has been referenced 
throughout the study. It is aimed to present the 
detectability parameters of the different radioisotopes. 
Standart physical interactions are implemented as 
Photoelectric, Compton, Rayleigh, Bremstrahlung 
scatterings and radioactive decays and positron 
annihilations are enabled.        

  

Figure 1. PET system design consisting of rotating BSO and 
LSO layers (red and yellow) and cubic water phantom 
(blue). 

 

3. Material and Methods 

In simulation, we scanned over different placements 
taking an interval between two sources starting from 
0.4 cm to 4 cm. For each placements, we obtained two 
kind of outputs: Detector hits and coincedences (after 
digitization) with the histograms containing time lapse, 
energy, spatial distributions of gammas...etc. We also 
acquired data for blurred image resolutions 0.1, 0.26, 
0.75 and 1 in digitization process respectively. All 
datas are analysed with a simple macro using ROOT 
[8].  

In analysis step, we assume that the spatial 
distributions of sources are gauss curves with mean, 
standard deviations (σ) and total entries (hits). Thus, 
one can calculate that FWHM = (2.35 × σ) and take 
into account the Rayleigh criterion that says two point‐
like objects can be distinguished if the FWHM 
resolution of the optics is 0.82 times the distance of 
their images. As an example, two sources with 1 cm 
distance can be distinguished if the signal FWHM is no 
more than 0.82 cm. One can take this ratio for 
calculation optimal spatial resolution. Moreover an 
intensive analysis over σ distributions, as we present in 
this work, can give opportunity calculate optimal 
spatial resolutions with above mentioned blurring 
resolution set of PET device.  

We also present contrast rates as a difference between 
two intensities as the following: 

𝐶𝐶 = 𝐼𝐼1−𝐼𝐼2
𝐼𝐼1+𝐼𝐼2

                     (1) 

where the intensities I1 for first source  C11 and I2 for 
the second source Cu60 can be calculated as follows; 

𝐼𝐼(𝑟𝑟)  = 𝐼𝐼0 𝑒𝑒𝑒𝑒𝑒𝑒 �
−2𝑟𝑟2

𝑤𝑤2 � = 2𝑃𝑃
𝜋𝜋𝑤𝑤2 𝑒𝑒𝑒𝑒𝑒𝑒 �

−2𝑟𝑟2

𝑤𝑤2 �          (2) 

where r is the spatial resolution, and w is the width 
taken as (0.849 × FWHM) in accordance with Rayleigh 
criterion. Moreover, as another feature of a PET 
device, we calculated digitization rate of the signal as 
digitizated signal entries over detector entries. Lastly, 
we applied chi-square method to determine if FWHM 
differences in PET data is significant. 
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Figure 2. Sinograms for X axis (left) and scattering angle θ (right) in radians. Point-like C11 is implemented for single isotope 
(blue) at +50 and -50 mm distances (top row) and +100 and -100 mm distance (below row). Dual isotope histograms (red) 
for C11 and Cu60   are plotted in stacks with same distances.  

4. Comparison and Analysis 

A first observation from the comparison of sinograms 
that at small distances between dual sources (e.g.: 2 
mm), anhilation of electron-positron pairs are 
dominant but at longer distances than 50 mm (in our 
setup) one can expect more entries indiviually from 
dual-pairs as seen in Fig. 2.  The same situation is good 
for energy plots as seen in Fig. 3.  This also indicates 
that one can get a stronger overall signal using of dual 
isotopes regardless of the distances. However, one can 
realise the huge data acquisition differences between 
detector hits and coincedences in Fig 4. Roughly, 1.5% 
of total data has been labelling as coincedence while 
the remaining data has not been processing at all.  

 

 

 

 

An observation from the energy perspective shows that 
while two resources emits energies at 511 KeV and 
1330 KeV, annihilation processes occurs with only 
energetic electrons at proper range. We have chosen 
semi free energy window between 510 – 1400 KeV to 
work on near signal strenghts. One can get higher 
amount of data by setting another energy references for 
additional isotopes. Surely, that corresponds to a 
modification on the detectors of PET device.  

 

 

 

 

 

 



Şengelen, Kuday/ Cumhuriyet Sci. J., 42(3) (2021) 722-727 
 

 
 

725 
 

 

Figure 3.  Total detected energy distributions in coincedences for +50 and -50 mm distances (left) and +100 and -100 mm 
distance (right). C11 has been placed for single isotope (blue), C11 and Cu60  together placed for dual isotope (red) 
measures. 
 

Figure 4 -  For dual isotope resources of C11 and Cu60 energies that are considered at 511 KeV and 1330 KeV respectively, 
PET energy (left) and time (right) distributions in stacks with detected hits (green) and coincedences (purple). 

It is analyzed the effects of dual isotope usage on PET 
device resolution as follows: We have placed C11 and 
Cu60  sources opposite to each other at several distances 
starting from (-2,+2) mm to (-20,+20) mm respectively 
as in Fig. 5 (left). Note that sources placed at (-2,+2) 
mm corresponds to 4 mm distance that is good for 
Rayleigh criterion since our smallest standart 
deviations is about 0.9. We mean that all distances are 
chosen in accordance with this criterion. We have 
repeated those similar runs changing the image 
resolutions of PET device as 0.1, 0.26, 0.75 and 1 mm. 
In profile histograms along (x,y,z), we have observed 
that the total entries are decreasing with the higher 
resolution for both single hits and coincedences. The 
same degredation is obtained also for enegy histograms 
as Fig. 5 (right). We have also observed that for the 

coincedences that total entries are higher if the distance 
is small. However, we searched that if the resolution 
cut for entries are significant between dual isotope and 
single isotope usage. One can construct a null-
hypothesis as “there is no difference from dual isotope 
and single isotope usage in any image resolutions” as 
well as “there is no difference bewtween  C11 and Cu60  
usage in any resolutions”. Chi-square analysis is 
selected to apply on standard deviations (σ) as they are 
related with Rayleigh criterion as mentioned above. In 
analysis, we have compared σ values of signals from 
all resolutions with the smallest possible resolution 
(0.1 mm). After collecting σ values, we have calculated 
the chi-square values as follows: 
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𝜒𝜒2 = ∑ (𝜎𝜎0.1−𝜎𝜎𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟)2

𝜎𝜎0.1
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷                                    (3) 

where σresolution are collected values in 0.26, 0.75 and 1 
mm image resolutions.  We have summarized the 
results as in Table 1. According to chi-square values of 
single isotope simulations, one can see that resolution 
between 0.1 – 0.26 are low chi-square values indicate 
that the PET machine can distinguish two sources 
easily. It is also acceptable if the resolution is higher as 
0.75 and 1 mm but significance level (α) drops about 
0.975. For dual isotope simulations,  low chi-square 
values show that the resolution is enough to distinguish 
two sources easily. For a comparison between dual 
isotope and single isotope simulations, PET device 
seems to be approx. 10 times (6 times) more precise at 
dual isotope usage for the worst case (best case).   
We also calculated dual isotope image contrast values 
as in Table 2. Intensities are calculated normalising to 
highest intensity 1 and contrasts are obtained in percent 
in accordance with the equation (2). It can be seen 
directly that higher contrasts are obtained in small 
resolutions. Although all contrast values are good,  0.1 
– 0.26 mm resolutions are give the best possible result. 
Note that the distances of sources are has no effect on 
contrast or intensities.  
 
 
 
 

 

 

Table 1 – Chi-Square values over two different PET 
simulations: Single isotope and Dual isotope. 

  
PET Energy 

Single İsotopes 
PET Energy 

Dual Isotopes 
  C11 Cu60 C11 + Cu60 

R=0.10-0.26 0.0808 0.0630 0.0116 
R=0.10-0.75 0.2476 0.2114 0.0253 
R=0.10-1.00 0.2554 0.3580 0.0262 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5 – (Left) Comparison of entries for dual isotopes placed at (-2,+2), (-5,+5), (-10,+10), (-15,+15), (-20,20) mm 
distances for hits and singles. (Right) Comparison of energy levels of entries from coincedences in different resolution as 
above. No major difference observed for singles and hits. Colors indicate different resolutions for both plots as 0.1 (blue), 0.2 
(green), 0.5 (red dotted) and 1 (dashed) mm. 
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Table 2 – Calculated contrast and intensity values over C11 and Cu60   source distances  and resolutions. 

PET SOURCE POSX2 COINCIDENCES 
Resolution (mm) Distance (cm) Intensity C11 Intensity CU60 Contrast (%) 
R=0,10 

0,2  
 
 

0,018639911 0,000834623 0,914 
R=0,26 0,010386333 0,001278318 0,781 
R=0,75 0,002229608 0,000891843 0,431 
R=1,00 0,001375709 0,000687855 0,330 
R=0,10 

0,5  
 
 

0,003064223 0,000094284 0,940 
R=0,26 0,001596620 0,000149683 0,830 
R=0,75 0,000332145 0,000142348 0,400 
R=1,00 0,000195623 0,000108679 0,286 
R=0,10 

1,0  
 
 

0,000650233 0,000039408 0,886 
R=0,26 0,000391067 0,000048131 0,781 
R=0,75 0,000088933 0,000041502 0,364 
R=1,00 0,000051728 0,000032671 0,226 
R=0,10 

1,5 
 
 

0,000291441 0,000018215 0,882 
R=0,26 0,000176340 0,000022392 0,775 
R=0,75 0,000036463 0,000018231 0,333 
R=1,00 0,000021637 0,000014425 0,200 
R=0,10 

2,0  
 
 

0,000187356 0,000008922 0,910 
R=0,26 0,000094633 0,000012411 0,769 
R=0,75 0,000020771 0,000009644 0,367 
R=1,00 0,000013141 0,000007608 0,267 

5. Conclusion 

As in this work, one can conclude that PET devices in 
GATE simulations can gain ability to distinguish dual 
isotope sources without extra modifications to virtual 
device. Although this kind of modifications are beyond 
the scope of this work, we have showed that there are 
quite amount of data that is excluded and expected to 
be processed simultenously with the process of 
capturing annihilated particles and coincedences. Note 
that we have carried on an analysis upon two distinct 
sources and observed quite low total entries after 
processing. Therefore, a complex analysis over tissues 
and real PET images can be a future work. 
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 Abstract  
We discuss the impact of the preheating stage due to the interaction of the inflaton to fermions 
in Palatini formulation. In Palatini inflation with large non-minimal coupling, the field is 
allowed to return to the plateau region during the reheating stage, therefore the average 
equation of state per oscillations is closer to −1 rather than 1/3. The incursion in the plateau, 
however, leads to a highly efficient tachyonic instability, which is able to reheat the Universe 
in less than one e-fold. By taking prescription II into account, which is discussed in the 
literature, we calculate the spectral index ns and the tensor-to-scalar ratio r in the wide range 
of κ −  ξ. We will show the results which are compatible with the data given by the Keck 
Array/BICEP2 and Planck collaborations. 
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1. Introduction 

Inflation [1-4] is an early period of nearly exponential 
expansion of the universe, and it has become a solution 
for several shortcomings such as the horizon, flatness, 
and unobserved magnetic monopoles since its proposal 
around 1980. The theory of cosmic inflation gives an 
acceptable explanation of the large-scale homogeneity 
of the universe, as well as the primordial density 
perturbations that grow into the cosmic structure. 
These primordial perturbations evolve in order to 
produce the observed large-scale structure and the 
cosmic microwave background (CMB) temperature 
anisotropy. In addition to this, several inflationary 
models have been suggested [5], and most of them are 
defined by the slow-rolling scalar field which is called 
the inflaton. Predictions of these models are currently 
being tested by polarization observations and CMB 
temperature anisotropies [6, 7]. In particular, the last 
results released by the Keck Array/BICEP2 and Planck 
collaborations [8] cast robust constraints on the tensor-
to-scalar ratio (𝑟𝑟), which explains the amplitude of 
primordial gravitational waves and the scale of 
inflation. As a result, the predictions of the simple 
monomial inflation models are ruled out at level, thus 
the models of non-minimally coupled to gravity 
become the most popular ones. 

In this work, we take models of inflation with non-
minimal coupling to gravity (𝜉𝜉𝜙𝜙2𝑅𝑅) into account, 
where 𝜉𝜉 is the non-minimal coupling parameter, 𝜙𝜙 is 

the scalar field (inflaton) and 𝑅𝑅 is the Ricci scalar. 
𝜉𝜉𝜙𝜙2𝑅𝑅 term is necessary to provide the 
renormalizability of the scalar field theory in curved 
space-time [9]. In addition, the predictions of the 
inflationary models can change significantly according 
to the coefficient of this coupling term [5]. We show 
how the values of 𝑛𝑛𝑠𝑠 and 𝑟𝑟 change for the preheating 
stage due to the interactions of the inflaton to fermions 
in Palatini formulation by using prescription II, in the 
presence of the non-minimal coupling parameter 𝜉𝜉. In 
the literature, many articles have already studied 
inflation with non-minimal coupling in Metric 
formalism [10–12]. In particular, the most favorite one 
is the scenario where the Standard Model Higgs scalar 
[12] is the inflaton. Furthermore, in the Metric 
formulation, all model’s asymptote to a universal 
attractor [13], which is called the Starobinsky model, 
for the large values of 𝜉𝜉 independent of the original 
scalar potential. On the other hand, the attractor 
behavior of the Starobinsky model is lost in the Palatini 
formulation, and 𝑟𝑟 can be much smaller in the Palatini 
formulation compared to the Metric one [14]. Also, 
consideration of the gravitational degrees of freedom 
is necessary for the presence of non-minimal coupling 
to gravity. In the metric formulation of gravity, the 
independent variables are the metric and its first 
derivatives [15], while in the Palatini formulation, the 
independent variables are the connection and the 
metric [16]. The predictions of these two formalisms 
correspond to the same equations of motion, therefore 
they describe equivalent physical theories. However, 
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in the case of non-minimal coupling between gravity 
and matter, such equivalence disappears, and the two 
formulations illustrate different gravity theories [14, 
17–19]. In the literature, the Palatini formulation of 
inflation with non-minimal coupling was discussed in 
refs. [14, 19-21]. The Palatini self-interaction potential 
𝑉𝑉(𝜙𝜙) was analyzed in ref. [14], and they figured out 
the observational parameters 𝑛𝑛𝑠𝑠 ≃ 0.968 and 𝑟𝑟 ≃
10−14 in the large-field limit. Also, Palatini Higgs 
inflation was examined in ref. [19], and they showed 
the range of the tensor-to-scalar ratio as 1 × 10−13 <
𝑟𝑟 < 2 × 10−5. According to these papers, 𝑟𝑟 takes very 
small values in Palatini formulation. In addition to this, 
it was showed that the radiative corrections to the 
inflationary potential can play a pivotal role [22–24], 
in the case of non-minimal coupling to gravity, 
generating the Planck scale dynamically [25]. 

In this paper, we study the impact of the preheating 
stage in Palatini radiatively corrected 𝜙𝜙4 inflation by 
using prescription II and the coupling of the inflaton to 
fermions. As compared to the metric formulation, the 
entropy production in Palatini Higgs inflation appears 
significantly more effective [20], decreasing the 
number of e-folds required to solve the flatness and 
horizon problems, producing a less spectral tilt for the 
primordial density perturbations. Furthermore, ref. 
[20] showed that after inflation, the slow decay of the 
Higgs oscillations allows the field to return to the 
plateau of the potential periodically during the 
reheating stage. In addition, in the large-field limit, the 
effective mass of the Higgs becomes negative, 
allowing for the exponential creation of Higgs 
excitations. Consequently, the preheating stage of the 
Palatini Higgs inflation is primarily instantaneous and 
this case decreases the value of 𝑁𝑁∗ required to solve the 
Hot Big-Bang shortcomings [20]. The paper is 
organized as follows: the non-minimal inflation with 
Palatini formalism is presented in section 2. In section 
3, we explain the radiatively corrected 𝜙𝜙4 potential 
with radiative corrections. In section 4, we numerically 
calculate the impact of the preheating stage in Palatini 
radiatively corrected 𝜙𝜙4 inflation for prescription II 
and the coupling of inflaton to fermions, and finally, 
we discuss our results in section 5. 

2. Non-minimal inflation in Palatini 
formulation 

Assuming the following Lagrangian density for a 
scalar-tensor theory in the Jordan frame with non-
minimally coupled scalar field 𝜙𝜙: 
ℒ𝒥𝒥
√−𝑔𝑔

= 1
2
𝐹𝐹(𝜙𝜙)𝑅𝑅 − 1

2
𝑔𝑔𝜇𝜇𝜇𝜇𝜕𝜕𝜇𝜇𝜙𝜙𝜕𝜕𝜇𝜇𝜙𝜙 − 𝑉𝑉𝐽𝐽(𝜙𝜙) , (1) 

where the subscript 𝐽𝐽 indicates that the Lagrangian is 
described in a Jordan frame. In addition, 𝑔𝑔𝜇𝜇𝜇𝜇 is a 
metric tensor, 𝐹𝐹(𝜙𝜙) is a non-minimal coupling 
function and 𝐹𝐹(𝜙𝜙) = 1 + 𝜉𝜉𝜙𝜙2. The Lagrangian 
consists of a canonical kinetic term and a potential 
𝑉𝑉𝐽𝐽(𝜙𝜙) in the Jordan frame. We consider the units where 
the reduced Planck scale, 𝑚𝑚𝑃𝑃 = 1/√8𝜋𝜋𝜋𝜋 ≈ 2.4 ×
1018 GeV, is fixed equal to unity, thus we require 
𝐹𝐹(𝜙𝜙) → 1 after inflation. Here, 𝜋𝜋 is a gravitational 
constant. Furthermore, to avoid repulsive gravity, we 
suppose 𝐹𝐹(𝜙𝜙) > 0. This property of 𝐹𝐹(𝜙𝜙) is 
independent of the formulation of gravity, such as 
Metric and Palatini. 

In the metric formulation, the connection is described 
as a function of a metric tensor called Levi-Civita 
connection 𝛤𝛤� = 𝛤𝛤�(𝑔𝑔𝜇𝜇𝜇𝜇): 

𝛤𝛤�𝛼𝛼𝛼𝛼
𝜆𝜆 = 1

2
𝑔𝑔𝜆𝜆𝜌𝜌�𝜕𝜕𝛼𝛼𝑔𝑔𝛼𝛼𝜌𝜌 + 𝜕𝜕𝛼𝛼𝑔𝑔𝜌𝜌𝛼𝛼 − 𝜕𝜕𝜌𝜌𝑔𝑔𝛼𝛼𝛼𝛼�. (2) 

Unlike the metric formulation, 𝑔𝑔𝜇𝜇𝜇𝜇 and 𝛤𝛤 are 
independent variables in the Palatini formalism, and 
the only constraint is that the connection is torsion-
free, 𝛤𝛤𝛼𝛼𝛼𝛼

𝜆𝜆 = 𝛤𝛤𝛼𝛼𝛼𝛼
𝜆𝜆 . By solving the EoM, we obtain [14] 

𝛤𝛤𝛼𝛼𝛼𝛼
𝜆𝜆 = 𝛤𝛤𝛼𝛼𝛼𝛼

𝜆𝜆
+ 𝛿𝛿𝛼𝛼𝜆𝜆𝜕𝜕𝛼𝛼𝜔𝜔(𝜙𝜙) + 𝛿𝛿𝛼𝛼

𝜆𝜆𝜕𝜕𝛼𝛼𝜔𝜔(𝜙𝜙) −
𝑔𝑔𝛼𝛼𝛼𝛼𝜕𝜕𝜆𝜆𝜔𝜔(𝜙𝜙), (3) 

where 

𝜔𝜔(𝜙𝜙) = ln�𝐹𝐹(𝜙𝜙). (4) 

Due to the fact that the connections (Eqs. (2) and (3)) 
are different, the metric and Palatini formalisms 
correspond to two different theories of gravity. On the 
one hand, we can explain the differences by taking into 
account the problem in the Einstein frame by means of 
the conformal transformation. 

In order to calculate the observational parameters, it is 
more efficient to switch to the Einstein frame by using 
a Weyl rescaling 𝑔𝑔𝐸𝐸,𝜇𝜇𝜇𝜇 = 𝑔𝑔𝐽𝐽,𝜇𝜇𝜇𝜇/𝐹𝐹(𝜙𝜙). Then the 
Einstein frame Lagrangian density becomes [26] 
ℒ𝐸𝐸

√−𝑔𝑔𝐸𝐸
= 1

2
𝑅𝑅𝐸𝐸 −

1
2𝑍𝑍(𝜙𝜙)𝑔𝑔𝐸𝐸

𝜇𝜇𝜇𝜇𝜕𝜕𝜇𝜇𝜙𝜙𝜕𝜕𝜇𝜇𝜙𝜙 − 𝑉𝑉𝐸𝐸(𝜙𝜙) , (5) 

where 

𝑍𝑍−1(𝜙𝜙) = 1
𝐹𝐹(𝜙𝜙)

  ,   𝑉𝑉𝐸𝐸(𝜙𝜙) = 𝑉𝑉𝐽𝐽(𝜙𝜙)
𝐹𝐹(𝜙𝜙)2

 , (6) 

in the Palatini formalism. By making a field 
redefinition 

dσ = dϕ
�𝑍𝑍(𝜙𝜙)

 . (7) 

We find the Lagrangian density for a minimally 
coupled scalar field 𝜎𝜎 with a canonical kinetic term. 
Here, 𝜎𝜎 is a canonical scalar field. As a consequence, 
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for the Palatini formalism, the field redefinition is 
induced just by rescaling the inflaton kinetic term, and 
it does not include the Jordan frame Ricci scalar. On 
the other hand, in the Metric formalism, the field 
redefinition consists of the transformation of the 
Jordan frame Ricci scalar and the rescaling of the 
kinetic term of the Jordan frame scalar field [14]. 
Therefore, we can say that the difference between the 
metric and Palatini formalisms correspond to the 
different definitions of 𝜎𝜎 with the different non-
minimal kinetic terms including 𝜙𝜙. 

In the large-field limit, for 𝐹𝐹(𝜙𝜙) = 1 + 𝜉𝜉𝜙𝜙2, (|𝜉𝜉|𝜙𝜙2 ≫
1), we can find 

𝜙𝜙 ≃ 1
�𝜉𝜉

sinh�𝜎𝜎�𝜉𝜉�, (8) 

in the Palatini formalism. By using eq. (8), the 
inflationary potential can be described in terms of 𝜎𝜎, so 
that we can obtain the slow-roll parameters in Palatini 
formalism for the |𝜉𝜉|𝜙𝜙2 ≫ 1 limit in terms of 𝜎𝜎. 

The observational parameters for the inflationary 
dynamics can be defined by the following slow-roll 
parameters [27], 

𝜖𝜖 = 1
2
�𝑉𝑉𝜎𝜎
𝑉𝑉
�
2
  ,  𝜂𝜂 = 𝑉𝑉𝜎𝜎𝜎𝜎

𝑉𝑉
, (9) 

where 𝜎𝜎's in the subscript denote derivatives with 
respect to the canonical scalar field. Observational 
parameters, i.e. the spectral index 𝑛𝑛𝑠𝑠 and the tensor-to-
scalar ratio 𝑟𝑟 can be expressed in terms of the slow-roll 
parameters as, 

𝑛𝑛𝑠𝑠 = 1 − 6𝜖𝜖 + 2𝜂𝜂 ,  𝑟𝑟 = 16𝜖𝜖. (10) 

The number of e-folds in the slow-roll approximation 
is 

𝑁𝑁∗ = � 𝑉𝑉dσ
𝑉𝑉𝜎𝜎

𝜎𝜎∗

𝜎𝜎𝑒𝑒
 , (11) 

where the subscript “  
∗” indicates that the scale 

corresponding to 𝑘𝑘∗ exited the horizon for that 
quantity, 𝑘𝑘∗ = 0.002 Mpc−1 and 𝜎𝜎𝑒𝑒 is the inflaton 
value at the end of inflation, which we obtain by using 
𝜖𝜖(𝜎𝜎𝑒𝑒) = 1. 

The amplitude of the curvature power spectrum is 
given in the form 

Δℛ = 1
2√3𝜋𝜋

𝑉𝑉3/2

|𝑉𝑉𝜎𝜎| . (12) 

The best fit value for the pivot scale 𝑘𝑘∗ = 0.002 
Mpc−1 is Δℛ2 ≈ 2.1 × 10−9 [6] from the Planck results. 

Furthermore, we reproduce the slow-roll parameters in 
terms of the original scalar field 𝜙𝜙 to use them in 
numerical calculations. By using them together with 

the Eqs. (7) and (9), slow-roll parameters can be 
figured out in terms of 𝜙𝜙 [28] 

𝜖𝜖 = 𝑍𝑍𝜖𝜖𝜙𝜙 ,   𝜂𝜂 = 𝑍𝑍𝜂𝜂𝜙𝜙 + sgn(𝑉𝑉′)𝑍𝑍′�𝜖𝜖𝜙𝜙
2

, (13) 

where we defined 

𝜖𝜖𝜙𝜙 = 1
2
�𝑉𝑉

′

𝑉𝑉
�
2
  ,  𝜂𝜂𝜙𝜙 = 𝑉𝑉′′

𝑉𝑉
  . (14) 

Here, V′ ≡ d 𝑉𝑉/d 𝜙𝜙. Similarly, Eqs. (11) and (12) can 
be found in terms of 𝜙𝜙 by using 

𝑁𝑁∗ = sgn(𝑉𝑉′)� d𝜙𝜙
𝑍𝑍(𝜙𝜙)�2𝜖𝜖𝜙𝜙

𝜙𝜙∗

𝜙𝜙𝑒𝑒
 , (15) 

Δℛ = 1
2√3𝜋𝜋

𝑉𝑉3/2

√𝑍𝑍|𝑉𝑉′|
 . (16) 

These observable parameters that depend on the 
number of e-folds of inflation are required to solve 
such problems, i.e. the flatness and horizon. Following 
the standard method, we need 

1 = 𝑎𝑎0 = 𝑎𝑎0
𝑎𝑎RH

𝑎𝑎RH
𝑎𝑎e

𝑎𝑎e
𝑎𝑎∗
𝑎𝑎∗ = � 𝑔𝑔∗𝑠𝑠 RH

𝑔𝑔∗𝑠𝑠 now
�
1/3 𝑇𝑇RH

𝑇𝑇0

𝑘𝑘∗
𝐻𝐻∗

exp(Δ𝑁𝑁 +
𝑁𝑁∗), (17) 

where “0” denotes that the value of the corresponding 
quantity is the one at the present time (as used 
throughout this paper), and (“RH”) indicates that the 
value of the quantity is the one at the end of the 
reheating stage. In addition, (“e ”) indicates at the end 
of inflation, and (“*”) illustrates the pivot scale 
corresponding to 𝑘𝑘∗ = 0.002 Mpc−1 crosses the 
horizon. The quantity Δ𝑁𝑁 indicates the number of e-
folds of reheating, 𝑔𝑔∗𝑠𝑠 is the effective number of 
entropy degrees of freedom with 𝑔𝑔∗𝑠𝑠 RH = 𝑔𝑔∗ RH, as 
well as 𝑔𝑔∗𝑠𝑠 now = 3.94 [29] and 𝑇𝑇0 ≃ 2.7 K. 𝑇𝑇RH is the 
reheating temperature [30]. In ref. [20], 𝑁𝑁∗ is defined 
in the preheating stage of the Palatini Higgs inflation, 
which is necessarily instantaneous. Here, 𝑔𝑔∗𝑠𝑠 now 
shows the current value of the effective number of 
entropy degrees of freedom. After the inflation, almost 
all of the background energy density is converted to the 
radiation, and by solving eq. (17) for the condition of 
Δ𝑁𝑁 ≪ 1, 𝑁𝑁∗ can be found in the form [20] 

𝑁𝑁∗ ≃ 54.9− 1
4

log 𝜉𝜉, (18) 

this result is precise to an integer order of 𝑁𝑁∗. In section 
4, we numerically figure out the impact of the 
preheating stage in Palatini radiatively corrected 𝜙𝜙4 
inflation for prescription II and inflaton to fermions 
coupling by using eq. (18).  

3. Radiatively corrected 𝝓𝝓𝟒𝟒 potential with 
radiative corrections 



Bostan/ Cumhuriyet Sci. J., 42(3) (2021) 728-734 

731 
 

For the description of the couplings of the inflaton with 
other fields, it is necessary to produce radiative 
corrections in the inflationary potential for effective 
reheating. These corrections can be defined at the 
leading order in the form [31–33], 

Δ𝑉𝑉(𝜙𝜙) = ∑ (−1)𝜈𝜈

64𝜋𝜋2
𝑀𝑀𝑖𝑖(𝜙𝜙)4𝑖𝑖 ln �𝑀𝑀𝑖𝑖(𝜙𝜙)2

𝜇𝜇2
�. (19) 

Here, 𝜈𝜈 is +1 (−1) for bosons (fermions), 𝜇𝜇 is a 
renormalization scale and 𝑀𝑀𝑖𝑖(𝜙𝜙) corresponds to the 
field-dependent mass. 

We consider the minimally coupled 𝜙𝜙4 potential 
interacting with another scalar 𝜒𝜒 and a Dirac fermion 
𝛹𝛹 in the form, 

𝑉𝑉(𝜙𝜙,𝜒𝜒,𝛹𝛹) = 𝜆𝜆
4
𝜙𝜙4 + ℎ𝜙𝜙𝛹𝛹�𝛹𝛹 +𝑚𝑚𝛹𝛹𝛹𝛹�𝛹𝛹 +

1
2
𝑔𝑔2𝜙𝜙2𝜒𝜒2 + 1

2
𝑚𝑚𝜒𝜒
2𝜒𝜒2. (20) 

Here, 𝜆𝜆 is a self-coupling constant, 𝑔𝑔 (ℎ) are bosons 
(fermions) coupling constants, and 𝑚𝑚𝛹𝛹 (𝑚𝑚𝜒𝜒) are the 

mass terms for Dirac fermions (scalars).  We assume 
that, with these approximations 

𝑔𝑔2𝜙𝜙2 ≫ 𝑚𝑚𝜒𝜒
2 ,   𝑔𝑔2 ≫ 𝜆𝜆,  

    ℎ𝜙𝜙 ≫ 𝑚𝑚𝛹𝛹 ,   ℎ2 ≫ 𝜆𝜆, (21) 

the inflationary potential consisting of the Coleman-
Weinberg one-loop corrections given by eq. (19) can 
be found in the form 

𝑉𝑉(𝜙𝜙) ≃ 𝜆𝜆
4
𝜙𝜙4 ± 𝜅𝜅𝜙𝜙4 ln �𝜙𝜙𝜇𝜇�, (22) 

where + (−) sign indicates the inflaton coupling to 
bosons (fermions). We can describe the coupling 
parameter as follows 

𝜅𝜅 ≡ 1
32𝜋𝜋2

|(𝑔𝑔4 − 4ℎ4)|. (23) 

Here, the potential in eq. (22) is just an approximation 
of the one-loop RG improved effective actions [34]. 

 

 

 
Figure 1. The top figure in light green (green) illustrates the regions in the κ − ξ plane where the ns and r values are inside 
the 95% (68%) CL contours based on data given by the Keck Array/BICEP2 and Planck collaborations [8]. Bottom figures 
display ns and r values in these regions. 
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As discussed in the literature, one of the two different 
prescriptions is prescription II that is typically used for 
the calculation of radiative corrections [35–38]. In 
prescription II, the field-dependent masses in the one-
loop Coleman-Weinberg potential are described in the 
Jordan frame, therefore eq. (22) corresponds to the 
one-loop Coleman-Weinberg potential in the Jordan 
frame. As a consequence, the Einstein frame potential 
for the interactions of the inflaton and fermions in 
prescription II is described by 

𝑉𝑉(𝜙𝜙) =
𝜆𝜆
4𝜙𝜙

4−𝜅𝜅𝜙𝜙4 ln�𝜙𝜙𝜇𝜇�

(1+𝜉𝜉𝜙𝜙2)2  . (24) 

We can say that the variation of the value of the 
renormalization scale does not affect the form of the 
potential in eq. (24). The form of the potential only 
changes with a shift in 𝜆𝜆. As a result, observational 
parameters do not change depending upon 𝜇𝜇 as well. 

4. Inflationary results 

In this section, we numerically investigate the effect of 
the preheating stage in Palatini radiatively corrected 
𝜙𝜙4 inflation for prescription II and coupling of the 
inflaton to fermions. Figure 1 displays the regions in 
the κ-ξ plane where the 𝑛𝑛𝑠𝑠 and 𝑟𝑟 values are inside the 
95% (68%) CL (confidence levels) contours based on 
data given by the Keck Array/BICEP2 and Planck 
collaborations. As it can be seen from Fig.1, for the 
values of 10−2 ≲ 𝜉𝜉 ≲ 104 and 10−15 ≲ 𝜅𝜅 ≲ 2.2 ×
10−14, observational parameters can be within the 
68% CL contour based on the data given by the Keck 
Array/BICEP2 and Planck collaborations, and their 
values are 𝑛𝑛𝑠𝑠 ≃ 0.963 and 10−7 ≲ 𝑟𝑟 ≲ 10−2. On the 
other hand, as 𝜅𝜅 increases, it reaches a maximum value, 
𝜅𝜅max, for each 𝜉𝜉 value. For 𝜅𝜅 > 𝜅𝜅max, there are no 
solutions that provide the inflationary dynamics. 
Furthermore, in the range of 104 ≲ 𝜉𝜉 ≲ 108 and 
10−15 ≲ 𝜅𝜅 ≲ 5 × 10−14, we find 0.958 ≲ 𝑛𝑛𝑠𝑠 ≲
0.961 and 10−12 ≲ 𝑟𝑟 ≲ 10−7. These values are in the 
95% CL contour based on the data given by the Keck 
Array/BICEP2 and Planck collaborations. As a result, 
for 104 ≲ 𝜉𝜉 ≲ 108 and 𝑁𝑁∗ ≃ 52, we obtain 0.958 ≲
𝑛𝑛𝑠𝑠 ≲ 0.961. Although still in 2𝜎𝜎 confidence limits, 
these 𝑛𝑛𝑠𝑠 values slightly disagreed with the 
observational results given by the Keck Array/BICEP2 
and Planck collaborations, as well as the values of 𝑟𝑟 are 
extremely tiny in the large 𝜉𝜉 limits. Ref. [20] also 
showed that for the preheating stage of Higgs inflation 
in Palatini formulation, 𝑛𝑛𝑠𝑠 ≃ 0.961 and 𝑟𝑟 values are 
very tiny for large 𝜉𝜉 values for the 𝑁𝑁∗ ≃ 51 and finally, 
the behavior of Starobinsky attractor in metric 
formulation for large 𝜉𝜉 values is lost for the potential 
we take into account. 

5. Conclusion 

In this paper, we described the non-minimal inflation 
in Palatini formulation in section 2, and then in section 
3, we briefly presented the radiatively corrected 𝜙𝜙4 
potential with radiative corrections. We numerically 
investigated the impact of the preheating stage on the 
observational parameters for this type of potential for 
fermions coupling in section 4.  

In general, we found that 𝑟𝑟 values are too small in the 
large-field limit, and the behavior of Starobinsky 
attractor in metric formulation for the large 𝜉𝜉 values 
disappears for the potential which we considered. 
Furthermore, we found that for the cases of 𝜅𝜅 > 𝜅𝜅max, 
there are no solutions that provide inflationary 
dynamics and for the values of 104 ≲ 𝜉𝜉 ≲ 108 and 
𝑁𝑁∗ ≃ 52, 𝑛𝑛𝑠𝑠 values are in 2𝜎𝜎 CL but marginally 
incompatible with the observational results. 

In the large-field limit, for the Palatini formulation, the 
process of entropy production emerges very efficiently 
and leads to the complete reduction of the inflaton 
condensate in an e-fold expansion of smaller than one 
[20]. As a consequence, in the preheating stage, 
Palatini inflation with the radiative corrections to the 
coupling of fermions in prescription II is necessarily 
instantaneous, and after the inflation, almost all of the 
background energy density is converted to the 
radiation. This decreases the value of 𝑁𝑁∗ required to 
solve the common Hot Big-Bang shortcomings, while 
an insignificantly smaller value for the spectral tilt 
produces. 

Finally, by the consideration of 𝒪𝒪(10−3) accuracy of 
future precision measurements [38], the predictions of 
Palatini formulation could be distinguished from the 
metric ones within forthcoming results, and assuming 
larger values of 𝑟𝑟 are obtained, the Palatini formulation 
can be ruled out. 
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 Abstract  
The Zinc Sulfide (ZnS) thin films were produced at 60 ºC on glass slides with the chemical 
bath deposition (CBD) method. The ZnS films were annealed for 1 hour at different 
temperatures in the air atmosphere. UV-visible spectrophotometer, X-ray diffraction (XRD), 
scanning electron microscope (SEM), energy dispersive X-ray spectroscopy (EDS), four-point 
probe technique and Hall-effect measurement techniques were used to examine the thermal 
annealing's effect on the films' optical, structural, and electrical properties. It was observed 
that with increased annealing temperature, the film thickness increased and thus the energy 
band gap decreased. It was seen that the particle size of the ZnS films grew depending on the 
annealing temperature, and the crystal structure turned into an amorphous structure. Finally, it 
was determined that with the impact of annealing the carrier type did not change, and the 
conductivity of the ZnS thin films increased.  
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1. Introduction  

Zinc sulfide with ZnS chemical formula is an 
important chalcogenide that belongs to the II-VI 
semiconductor family (e.g., CdSe, ZnSe, CdS, ZnS) 
[1–3]. Because of its wide fields of application such as 
optoelectronic devices, optical coatings, solar cells and 
light-emitting diodes, the ZnS thin films have been 
extensively studied. The thin film of zinc sulfide 
(ZnS), which has direct bandgap energies range from 
3.50-3.70 eV at room temperature, is used for the 
semiconductor layers of solar cells and other 
technological devices [4–6]. ZnS is used as a buffer 
layer in CIGS, ZCTSSe, and CdTe cells since it has n-
type conductivity due to a sulfur deficiency defect [7]. 
This material with a high refractive index (2.25-2.35) 
is found in cubic (zinc blende) and hexagonal 
(wurtzite) crystal structures [8, 9]. It is also an 
attractive material since it is environmentally friendly, 
inexpensive and flexible [10, 11]. 
Due to the importance of the functional properties of 
nanoscale materials, various techniques have been 
used to produce nanostructured ZnS semiconductors 
[12]. Synthesis techniques such as molecular beam 
epitaxy, thermal evaporation, RF sputtering, chemical 
bath deposition are used to deposit ZnS thin films [3, 
6, 8, 10, 12]. Among these techniques CBD is the low 

costly technique, it is easily deposited to wide areas 
and it is a simple technique that not need special 
equipment [3, 13, 14].  
In this study, the ZnS nanocrystalline thin films were 
produced on glass slides with the CBD method at 60 ± 
2 °C. The obtained ZnS films were annealed in the air 
atmosphere for 1 hour at temperatures of 150 °C, 250 
°C and 350 °C.  The optical, structural, and electrical 
properties of the nanocrystalline films were also 
examined. 

 
2. Materials and Methods 

2.1. Experimental details  

0.050 M zinc sulphate (ZnSO4), 25% ammonia (NH3) 
/ ammonium chloride (NH4Cl), 1 M triethanolamine 
(C6H15NO3), 0.050 M thioacetamide (C2H5NS) were 
prepared in an aqueous solution (pH = 10.8) at room 
temperature to obtain ZnS thin films. The solution was 
put into a water bath of 60 ± 2 ° C which was placed 
on the hot plate. Glass slides for ZnS thin films were 
used as the substrate. Before coating, the glass 
substrates were cleaned with chromic acid, deionized 
pure water, propanol, and ethanol, respectively. Later, 
for a few minutes, an air dryer was used to dry them. 
The clean substrates were then positioned at a 45 ° 
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angle in a beaker containing 100 ml deposition mixture 
and held for 1h at 60°C without stirring. The bath 
temperature was controlled by a thermometer. The 
deposition of ZnS semiconductor thin films was 
repeated sixteen times for 1h duration time on the same 
substrate and each time the chemical bath solution was 
refreshed. The ZnS films were etched in 5% HF 
solution to remove the loosely adhered ZnS particles 
on the film surface, then washed with propanol and 
finally dried in air. At the end of the deposition, four 
identical 250 nm thick films were obtained and these 
nanocrystalline films were annealed at 150 °C, 250 °C, 
and 350 °C temperatures in an air atmosphere.   

3.   Results and Discussion 

3.1. Optical properties 

The transmission spectra in the wavelength range of 
300-1100 nm of the ZnS films were used to record 

using a UV-visible spectrophotometer. The thickness 
of the films was calculated from the transmission 
interference using the following equation,  









−

=

12

112

1

λλ
n

t                        (1) 

where t is the film thickness, n is refractive index, and 
λ1 and λ2 are adjacent maxima or minima of the 
transmission spectra [15]. The absorption coefficients 
were calculated by Beer-Lambert law using the 
transmission spectrum.  

ννα hEhA n
g /)( −=         (2) 

where A  is a constant, α is absorption coefficient, νh  
is the photon energy and n is also a constant, equal to 
1/2 for direct band gap semiconductor [16]. 

 

 
Figure 1. The α2 versus photon energy of the ZnS films. 

The band gap energy (Eg) is the energy value where α2 
= 0 as shown in the energy versus absorption (α2-hv) 
graphs in Figure 1. The band gap energy and thickness 
changes of as-deposited and annealed ZnS films 
depending on annealing temperature are shown in 
Figure 2. It was seen that as the film annealing 
temperature was raised, the optical absorption in the 
forbidden zone decreased and the film thickness 

increased. This property suggests that as the annealing 
temperature is raised, the film quality is improved. The 
optical absorption in the band-to-band region is also 
seen to decrease with the film annealing temperature. 
Since the size of the inter-granular empty space in the 
films increases as the annealing temperature increases, 
the density of the film decreases (lower α values). 
Optical scattering was also observed changes with 
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annealing temperature and this change was seen from 
the long-wavelength region in the absorption graph. 
The Eg of the as-deposited film (3.48 eV) is nearly 
identical to that of bulk ZnS (3.67 eV) [17, 18]. The 
optical absorption of films (at 150 °C, 250 °C and 350 
°C) becomes sharper in the 300-400 nm wavelength 
region with annealing. Here, it is possible to identify 
the excitonic absorption. In the same region, the as-
deposited film gives a broadened absorption spectrum. 
This observation can be explained as follows. In 
thinner films, the excitonic absorption/bulk absorption 
ratio is greater than thicker films, so the excitonic 
absorption can be observed much more easily. As the 
thicknesses of the films decrease, the ratio of surface 
to volume increases. A hole at the surface has a lower 
probability of catching an electron than a hole in the 
bulk. So, we expect that thinner films would show 
significant excitonic absorption than thicker films. 

 
Figure 2. Temperature dependence of the thickness and 
energy gap of the ZnS films. 

3.2. Morphological properties  

The surface morphology of the ZnS nanocrystalline 
thin films was investigated in the SEM images, 
recorded with a Zeiss-Supra 55 SEM equipped with an 
energy dispersive X-ray (EDS) spectrometer. The 
SEM images in Figure 3 show that the samples are free 
of impurities and structural defects. The morphology, 
grain structure, and surface characteristics of the ZnS 
samples obtained at temperatures 150, 250 and 350 ºC 
were almost similar. It can also be seen in Figure 3 that 
small spherical nanosized ZnS grains were well-
deposited and homogeneous on the glass substrate. It 
was observed with increasing annealing temperature 
that the bigger particles are formed. This growth of 
particle size of the ZnS thin films is due to particle 
coalescence. The elemental ratio Zn : S was found to 
be more than three times higher (Zn : S elemental 
percentage ratio 77 : 23) in the quantitative analysis of 
the as-deposited ZnS thin film made with EDS and 
EDS graph is shown in Figure 4. 
 
 

 
 
 
 

 
 

 
Figure 3. The SEM images of the ZnS films at different temperatures. 



 

738 
 

Yılmaz et al./ Cumhuriyet Sci. J., 42(3) (2021) 735-742 
 

 

Figure 4. The EDS graph of the as-deposited ZnS films. 

3.3. Structural properties  

The structural properties of ZnS nanocrystalline thin 
films were investigated by Rigaku Smart Lab X-ray 
diffractometer using CuKα radiation (λ = 1.54 Å).  The 
XRD graph of the as-deposited and annealed ZnS films 
is shown in Figure 5. Figure 5 shows that although 
there was a peak at the as-deposited film, this peak was 
lost at the annealed films. The plane indices of the 
observed “d” are obtained, by using the standard value 
of the “d” for the ZnS thin films, which are given by 
hexagonal (H) (JPDS Card No: 01-074-5002). The 
standard “d” values are in good agreement with the 
observed “d” values of the as-deposited ZnS. When the 
images of the annealed ZnS thin films were 
investigated, it was seen that broadening in the 
diffraction peaks of the films.  This is due to the 
existence of nanosized materials. No peak was 
observed at annealed films because all films were 
amorphous, as seen in earlier studies [14, 19]. 
 

 
Figure 5. X-ray diffractograms of the as-deposited and the 

annealed ZnS films at different temperatures. 
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3.4. Electrical properties  

The electrical conductivity of the ZnS nanocrystalline 
thin films was measured as a function of temperature 
in the range of 50-400 ºC using the four-point probe 
technique. The resistivity and conductivity were 
determined as described in our previous publication 
[16]. 
Figure 6 shows the conductivity of the films as a 
function of temperature. The conductivity values are 
between 10-6– 10-5 (Ω - cm)-1 at the temperature range 
of 50-400 ºC as seen in Figure 6. The conductivity of 
as-deposited and annealed (at 150 ºC, 250 ºC and 350 
ºC) films increases exponentially with the increasing 

temperature, as is typical semiconductors. There are 
two distinct conductivity regions in Figure 6. 
Activation energies can be calculated using these 
regions. For this, the activation energy Ea of the ZnS 
films has been calculated by )/exp( TkE Bao −=σσ  
equation, where σ  is the conductivity of the films, oσ  
is the pre-exponential factor, Ea is activation energy, kB 
is Boltzmann constant and T is temperature. The 
activation energy values of the films were calculated 
for two distinct temperature regions such as low 
temperature region (LT) (40 ºC ≤ T ≤ 250 ºC) and high 
temperature region (HT) (250 ºC ≤ T ≤ 400 ºC).  
Calculated values were shown in Table 1.  

 
Figure 6. Temperature dependence of the electrical conductivity of the as-deposited and annealed ZnS films. 
 
Table 1. The activation energies of the ZnS films. 

Annealing 
temperature 

(ºC) 

LR 
(meV) 

HR 
(meV) 

As-deposited 10.00 29.00 

150 20.00 23.00 

250 15.00 25.00 

350 14.00 30.00 

LR: Low temperature region and HR: High temperature region 

Except for the four-point probe technique, we used the 
Hall effect method to better understand the electrical 
properties. By this method, the electrical properties of 
the ZnS films were determined at room temperature 
using a Hall effect measurement generated by the Van 
der Pauw geometry. Hall effect measurements were 
performed by making ohmic contacts on four corners 
of the ZnS films. The magnitude of the magnetic field 
and current values were taken as 0.54 Tesla and 1 mA, 
respectively. Hall measurements for each sample were 
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repeated several times to ensure the reliability of the 
results.  

The Hall effect measurements accomplished for as-
deposited and annealed ZnS films are given in Table 2. 
All of the ZnS thin films that were as-deposited and 
annealed were n-type materials. With increasing 
annealing temperature, there was no significant change 
in carrier concentration and resistivity. It was observed 

that the resistivity of the ZnS films were very low due 
to the excess of Zn in the structure. The higher mobility 
of the annealed ZnS films can be explained by the 
increasing grain size which was caused that annealing. 
Similar results have been given in previous work [20–
24].  

 
 

Table 2. The Hall Effect measurements of the ZnS films. 

Annealing 
temperature 

( ºC ) 

Carrier 
concentration 

(cm-3) 

Mobility 
(cm

2
/Vs) 

Resistivity 
( Ω - cm) 

Carrier 
type 

As-deposited 1.526 x 1012 4.768 x 101 8.576 x 104 n 

150 1.147 x 1013 6.551 x 100 8.311 x 104 n 

 
250 

 
1.835 x 1012 4.344 x 101 7.832 x 104 

 
n 

350 1.351 x 1012 6.142 x 101 7.523 x 104 n 

 

4.   Conclusions 

The optical results of the ZnS films show that as the 
annealing temperature was increased, the film 
thickness increased, and the band gap energy (Eg) 
decreased from 3.36 to 2.82 eV. The grain structure 
and surface properties of as-deposited and annealed 
ZnS nanocrystalline films, which were coated well and 
homogenously on the glass substrate and composed of 
small spherical nanoscale particles, were shown by 
SEM images of the films. It was also observed that the 
grain size increased for ZnS thin films and 
intergranular cavities increased with the increasing 
annealing temperature. XRD data showed that all of 
the annealed films were in the amorphous phase. The 
ZnS thin films were determined to be n-type using Hall 
measurements, and the carrier type did not change as 
the annealing temperature increased. In addition, it was 
observed in the four-point probe measurement data 
with increasing annealing temperature that the 
conductivity increased and the resistivity decreased, as 
seen in semiconductors. Considering all of these 
findings, it’s possible to say that ZnS films might be 
used as buffer layers in CIGS solar cells. 
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 Abstract  
When the categories of a square contingency table are ordinal, weighted kappa or Gwet’s AC2 
coefficients are used to summarize the degree of reliability between two raters. In addition, 
investigating the reliability among raters, the term category distinguishability should be 
considered. The study aims to assess the inter-rater reliability and category distinguishability 
in ordinal rating scales together. The weighted kappa, AC2, and adjusted degree of 
distinguishability coefficients are applied to pathology data. The results are discussed over the 
pathologist pairs. 
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1. Introduction  

Square contingency tables are occurred with the same 
row and column classification [1] and are frequently 
used in many fields, such as medicine, sociology, and 
behavioral sciences [2]. When working on these kinds 
of tables, the inter-rater reliability of row and column 
variables is investigated. Inter-rater reliability shows 
the accuracy of the measurement of the data collected 
in the study, thus it has great importance [3]. It is 
expected to have reliable results when the severity of 
the disease is evaluated by several raters during a 
clinical trial when the radiographs are evaluated by 
trauma surgeons and radiologists, when two clinicians 
classified the patients in three categories according to 
their syndrome type, when the severity of depression is 
evaluated by two psychiatrists, or when a sample of 
interview protocols is examined by three evaluators. 

The reliability of the raters is to be determined by 
measuring inter-rater agreement coefficients. Cohen's 
weighted kappa coefficient which is the most popular 
coefficient and AC2 coefficients are used to determine 
the level of agreement between the ordinal 
classifications of two raters [4,5]. 

It is also important to determine the distinguishability 
of the categories (or the severity of the disease). When 
the categories are not defined clearly or when the raters 
are not expert enough in their field, the 
distinguishability of the categories becomes lower. If 

the reason is unclearly defined categories, then 
different raters may understand these categories 
differently or even the same rater may not distinguish 
the categories correctly. As a result of this 
indistinguishability, there occurs a low agreement. 

In this study, it is purposed to assess the inter-rater 
agreement coefficients and category distinguishability 
in ordinal rating scales together. It is aimed to discuss 
how category distinguishability affects the level of 
reliability, and the possible solutions of low 
distinguishability are. Degree of distinguishability, 
weighted kappa, and AC2 coefficients are applied to a 
very well-known carcinoma in situ of the uterine cervix 
data. The results are discussed over the pairs of 
pathologists. The coefficients to measure inter-rater 
reliability and adjusted degree of distinguishability are 
introduced in Section 2. The pathology data is analyzed 
in Section 3, followed by the conclusions in Section 4. 

2. Materials and Methods 

2.1. Inter-rater agreement coefficients 

Cohen's weighted kappa coefficient [4] is 
suggested for the analysis of reliability between 
the classifications of two raters. Suppose two 
raters rate 𝑛𝑛 observations into 𝑅𝑅 categories, 
independently. Let 𝜋𝜋𝑖𝑖𝑖𝑖 is the probability of cell 
(𝑖𝑖, 𝑗𝑗) where 𝜋𝜋𝑖𝑖. indicates the ith row total 
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probability and 𝜋𝜋.𝑖𝑖 indicates the jth column total 
probability. The weighted kappa coefficient (𝜅𝜅𝑤𝑤) 
is 
 

𝜿𝜿𝒘𝒘 =
∑ ∑ 𝒘𝒘𝒊𝒊𝒊𝒊𝝅𝝅𝒊𝒊𝒊𝒊 − ∑ ∑ 𝒘𝒘𝒊𝒊𝒊𝒊𝝅𝝅𝒊𝒊.𝝅𝝅.𝒊𝒊

𝑹𝑹
𝒊𝒊=𝟏𝟏

𝑹𝑹
𝒊𝒊=𝟏𝟏

𝑹𝑹
𝒊𝒊=𝟏𝟏

𝑹𝑹
𝒊𝒊=𝟏𝟏

𝟏𝟏 − ∑ ∑ 𝒘𝒘𝒊𝒊𝒊𝒊𝝅𝝅𝒊𝒊.𝝅𝝅.𝒊𝒊
𝑹𝑹
𝒊𝒊=𝟏𝟏

𝑹𝑹
𝒊𝒊=𝟏𝟏

.     
(1) 

Gwet's AC2 coefficient [5] is suggested to overcome 
the prevalence and marginal probability problem of 
Cohen's kappa. AC2 coefficient is 
 

𝑨𝑨𝑨𝑨𝑨𝑨 =
∑ ∑ 𝒘𝒘𝒊𝒊𝒊𝒊𝝅𝝅𝒊𝒊𝒊𝒊 −

𝒘𝒘𝑻𝑻
𝑹𝑹(𝑹𝑹−𝟏𝟏)

∑ 𝒑𝒑𝒊𝒊(𝟏𝟏 − 𝒑𝒑𝒊𝒊)𝑹𝑹
𝒊𝒊=𝟏𝟏

𝑹𝑹
𝒊𝒊=𝟏𝟏

𝑹𝑹
𝒊𝒊=𝟏𝟏

𝟏𝟏 − 𝒘𝒘𝑻𝑻
𝑹𝑹(𝑹𝑹−𝟏𝟏)

∑ 𝒑𝒑𝒊𝒊(𝟏𝟏 − 𝒑𝒑𝒊𝒊)𝑹𝑹
𝒊𝒊=𝟏𝟏

, (2) 

where  

𝒘𝒘𝑻𝑻 = ��𝒘𝒘𝒊𝒊𝒊𝒊

𝑹𝑹

𝒊𝒊=𝟏𝟏

𝑹𝑹

𝒊𝒊=𝟏𝟏

, (3) 

and 
𝒑𝒑𝒊𝒊 = (𝝅𝝅𝒊𝒊. + 𝝅𝝅.𝒊𝒊)/𝑨𝑨. (4) 

 
In Equations 1-3, 𝑤𝑤𝑖𝑖𝑖𝑖 are the weights range 0 <
𝑤𝑤𝑖𝑖𝑖𝑖 < 1. Even there are many suggested 
weighting schemes, linear and quadratic weights 
are the well-known ones. For different weighting 
schemes in the literature, see [2]. 

• Linear weights [6]: 

𝒘𝒘𝒊𝒊𝒊𝒊 = 𝟏𝟏 −
|𝒊𝒊 − 𝒊𝒊|
𝑹𝑹− 𝟏𝟏

 (5) 

• Quadratic weights [7]: 

𝒘𝒘𝒊𝒊𝒊𝒊 = 𝟏𝟏 −
(𝒊𝒊 − 𝒊𝒊)𝑨𝑨

(𝑹𝑹− 𝟏𝟏)𝑨𝑨
 (6) 

 
In the literature, there are several interpretations of the 
kappa coefficient. The inference shown in Table 1 is 
the well-known one and can be assigned to the 
corresponding ranges of kappa [8]. 
Table 1. Interpretation of the kappa coefficient 

Kappa Strength of Agreement 
0.81-1.00 Almost Perfect 
0.61-0.80 Substantial 
0.41-0.60 Moderate 
0.00-0.20 Slight 
<0.00 Poor 

2.2. Category distinguishability 

One of the assumptions of the kappa coefficient is the 
raters should rate the items independently. Even 

though the raters rate the items independently, because 
of the ordinal structure of the table, there occurs a 
correlation between their decisions. There are two 
main components of agreement: (1) Marginal 
homogeneity which corresponds to the differences in 
the marginal distributions of raters and (2) category 
distinguishability which is the ability for raters to 
distinguish the categories [9]. 

In the agreement studies, it is necessary to determine if 
the categories of the table are distinguishable from one 
to another [10]. If the categories are indistinguishable, 
then there could occur some differences between raters' 
perceptions. The categories may not be distinguished 
because of two reasons. The first problem might be due 
to the definition of the categories. Different raters may 
understand the categories differently or the same rater 
may not distinguish the categories correctly. The 
second problem might be due to the nonexpert raters. 
The raters may not be experts in their fields and it may 
be difficult to distinguish the categories. The measure 
to calculate the distinguishability level of the 
categories is called the degree of distinguishability. 

The degree of distinguishability is suggested to 
investigate the ability of the raters to distinguish 
between two categories [9]. The adjusted version of the 
degree of distinguishability (ADD) is suggested by 
Yilmaz and Saracbasi [11]. ADD between 𝑖𝑖 and 𝑖𝑖 + 1 
categories is calculated as 

𝑨𝑨𝑨𝑨𝑨𝑨𝒊𝒊,𝒊𝒊+𝟏𝟏 = �
𝟏𝟏 − 𝝉𝝉𝒊𝒊,𝒊𝒊+𝟏𝟏−𝟏𝟏 𝐢𝐢𝐢𝐢  𝝉𝝉𝒊𝒊,𝒊𝒊+𝟏𝟏 ≥ 𝟏𝟏,
𝟏𝟏 − 𝝉𝝉𝒊𝒊,𝒊𝒊+𝟏𝟏 𝐢𝐢𝐢𝐢  𝝉𝝉𝒊𝒊,𝒊𝒊+𝟏𝟏 < 𝟏𝟏,

 (7) 

 
where 0 < 𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖,𝑖𝑖+1 < 1, 𝑖𝑖 = 1,2, … , (𝑅𝑅 − 1). The 
odds ratio for square contingency tables is 

𝝉𝝉𝒊𝒊,𝒊𝒊+𝟏𝟏 =
𝝅𝝅𝒊𝒊𝒊𝒊𝝅𝝅𝒊𝒊+𝟏𝟏,𝒊𝒊+𝟏𝟏

𝝅𝝅𝒊𝒊,𝒊𝒊+𝟏𝟏𝝅𝝅𝒊𝒊+𝟏𝟏,𝒊𝒊
. (8) 

The interpretation levels of ADD are given in Table 2 
[11]. 

 
Table 2. Interpretation of ADD 

ADD Strength of Distinguishability 
>0.99 Perfect 
0.94-0.99 Substantial 
0.82-0.93 Moderate 
0.57-0.81 Fair 
0.00-0.56 Poor 

3. The Pathology Data 

The pathology data discussed by Holmquist, 
McMahon, and Williams [12] is used to illustrate the 
use of the adjusted degree of distinguishability and 
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inter-rater reliability. To investigate the variability in 
the classification of carcinoma in situ of the uterine 
cervix, seven pathologists are classifying 118 biopsy 
slides into five categories: (1) Negative, (2) Atypical 
Squamous Hyperplasia, (3) Carcinoma in Situ, (4) 
Squamous Carcinoma with Early Stromal Invasion, 
and (5) Invasive Carcinoma.  

This data set has also been analyzed in the studies of 
Landis and Koch [13], Becker and Agresti [14], and 
Agresti [15]. In their studies, the categories are 
reclassified into three or four categories as (1), (2), 
(3)+(4)+(5) or (1), (2), (3), (4)+(5).  

 
It is aimed to investigate carcinoma in situ of uterine 
cervix data from the point of inter-rater reliability, 
from the point of category distinguishability, and 
also from the point of inter-rater reliability and 
category distinguishability together. 

3.1. From the point of inter-rater reliability 

The estimated values of weighted kappa and AC2 
coefficients with linear and quadratic weights, their 
standard errors are summarized in Figure 1 for each 
pair of pathologists. The levels of agreement are 
highlighted by Landis and Koch [8] intervals.  

 

 
Figure 1. The levels of inter-rater reliability that are highlighted by Landis and Koch's intervals 
 
The results show that the values of quadratically 
weighted agreement coefficients are higher than the 
linearly weighted ones. Furthermore, the values of the 
AC2 coefficient are higher than the weighted kappa.  
The value of the inter-rater reliability is higher when 
the quadratically weighted AC2 coefficient is used and 
is lower when the linearly weighted kappa coefficient 
is used. 

According to the linearly weighted kappa results, there 
are fair agreements between Pathologists E and F, B 
and F, A and F, D and E. According to the quadratically 
weighted kappa results, there is a fair agreement 
between Pathologists E and F. According to the AC2 
coefficient results, there are more than fair agreements 
between all the pairs of pathologists. In general, 
Pathologist F has a low agreement with the other 
pathologists. The highest agreement is observed 
between Pathologists B and G, B and E.  

As the overall agreement coefficient, Light's weighted 
kappa [16] is used. Linearly weighted Light's kappa is 
calculated as 0.465 and the quadratically weighted one 
is calculated as 0.564. There is a moderate agreement 
between the seven pathologists' decisions. 

3.2. From the point of category distinguishability 

The levels of ADD that are highlighted by Yilmaz and 
Saracbasi [11] intervals are given in Figure 2 for the 
adjacent categories. The results show that six pairs of 
pathologists cannot classify (1) and (2) well. Three 
pairs of pathologists cannot classify (2) and (3) well. 
14 pairs of pathologists cannot classify (3) and (4) well. 
10 pairs of pathologists cannot classify (4) and (5) well. 
In general, pathologists have difficulties classifying the 
last three categories. 

According to the results in Figure 2, when Pathologists 
C and E cannot distinguish (1) and (2) well, Pathologist 
G substantially distinguishes. When Pathologist F 
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cannot distinguish (2) and (3) well, Pathologist G 
substantially distinguishes. When Pathologist F cannot 
distinguish (3) and (4) well, Pathologist B substantially 

distinguishes. When Pathologists D, G, and F cannot 
distinguish (4) and (5) well, Pathologist B substantially 
distinguishes.  

 
Figure 2. The levels of ADD that are highlighted by Yilmaz and Saracbasi's intervals  
 
3.3. From the point of reliability and category 
distinguishability 

According to the inter-rater agreement coefficients, it 
is concluded that there are fair inter-rater reliabilities 
between Pathologists A and F, B and F, D and E, E and 
F. One of the reasons for the low agreement is a low 
ability of distinguishability. The unclearly defined 

categories or non-expert pathologists may cause a low 
distinguishability. In this section, the sub-tables that 
low agreements occur are analyzed in more detail. 

Pathologists A and F 
The estimated values of linearly weighted inter-
agreements and ADD coefficients of Pathologists A 
and F are summarized in Table 3. 

 
Table 3. The summary of the linearly inter-agreements and ADD coefficients of Pathologists A and F 

 ADD  Inter-Rater Agreement 
 12 23 34 45  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.940 0.842 0.174 0.222  0.334 (0.052) 0.463 (0.051) 
Level Substantial Moderate Poor Poor  Fair Moderate 

 
The results show that there is poor distinguishability 
between (3) and (4), and between (4) and (5). A poor 
distinguishability indicates that pathologists A and F 
cannot distinguish these categories well. Thus, the 
categories can be combined as (3+4), (4+5), or 
(3+4+5). Linearly inter-rater agreement and ADD 

coefficients for adjacent categories are calculated for 
the reclassified tables. The results of the three 
alternatives are: 
 
 

 
Alternative 1: 1, 2, (3+4), 5 

 ADD Inter-Rater Agreement 
 12 2(3+4) (3+4)5  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 

Estimate 0.940 0.908 0.968  0.366 (0.054) 0.479 (0.051) 
Level Substantial Moderate Substantial  Fair Moderate 
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Alternative 2: 1, 2, 3, (4+5) 
 ADD Inter-Rater Agreement 
 12 23 3(4+5)  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 

Estimate 0.940 0.842 0.890  0.329 (0.049) 0.331 (0.063) 
Level Substantial Moderate Moderate  Fair Fair 

 
Alternative 3: 1, 2, (3+4+5) 

 ADD Inter-Rater Agreement 
 12 2(3+4+5)  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.940 0.924  0.364 (0.052) 0.272 (0.072) 
Level Substantial Moderate  Fair Fair 

 
Alternative 1 is suggested to use because the highest 
values of inter-rater agreement coefficients are 
observed. The linearly weighted kappa increases to 
0.366 and linearly weighted AC2 is increases to 0.479 
after the reclassification 1. For the first alternative, the 
adjusted degree of distinguishability of (2) and (3+4) 
increases to moderate, the adjusted degree of 

distinguishability of (3+4) and (5) increases to a 
substantial level. 

Pathologists B and F 
The estimated values of linearly weighted inter-
agreements and ADD coefficients of Pathologists B 
and F are summarized in Table 4.   

 
Table 4. The summary of the linearly inter-agreements and ADD coefficients of Pathologists B and F 

 ADD  Inter-Rater Agreement 
 12 23 34 45  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.924 0.642 0.182 0.857  0.320 (0.055) 0.518 (0.045) 
Level Moderate Fair Poor Moderate  Fair Moderate 

 
The results show that there is poor distinguishability 
between (3) and (4).  A poor distinguishability 
indicates that pathologists B and F cannot distinguish 
these categories well. Thus, the categories can be 

combined as (2+3) or (3+4). Linearly inter-rater 
agreement and ADD coefficients for adjacent 
categories are calculated for the reclassified tables. The 
results of the two alternatives are: 

Alternative 1: 1, (2+3), 4, 5 
 ADD Inter-Rater Agreement 
 1(2+3) (2+3)4 45  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 

Estimate 0.988 0.716 0.857  0.421 (0.070) 0.739 (0.037) 

Level Substantial Fair Moderate  Moderate Substantial 
 
Alternative 2: 1, 2, (3+4), 5 

 ADD Inter-Rater Agreement 
 12 2(3+4) (3+4)5  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 

Estimate 0.924 0.726 0.990  0.324 (0.053) 0.451 (0.051) 

Level Moderate Fair Substantial  Fair Moderate 
 
Alternative 1 is suggested to use because the highest 
values of inter-rater agreement coefficients are 
observed. The linearly weighted kappa increases to 
0.421 and linearly weighted AC2 increases to 0.759 
after the reclassification 1. For the first alternative, the 
adjusted degree of distinguishability of (1) and (2+3) 
is at a substantial level and the adjusted degree of 
distinguishability of (2+3) and (4) is at a fair level. 

Pathologists D and E 
The estimated values of linearly weighted inter-
agreements and ADD coefficients of Pathologists D 
and E are summarized in Table 5. 
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Table 5. The summary of the linearly inter-agreements and ADD coefficients of Pathologists D and E 
 ADD  Inter-Rater Agreement 
 12 23 34 45  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.811 0.815 0.780 0.667  0.343 (0.054) 0.550 (0.042) 
Level Moderate Moderate Fair Fair  Fair Moderate 

 
The results show that there is fair distinguishability 
between (3) and (4), and between (4) and (5). A poor 
distinguishability indicates that Pathologists D and E 
cannot distinguish these categories well. Thus, the 
categories can be combined as (3+4), (4+5), or 

(3+4+5). Linearly inter-rater agreement and ADD 
coefficients for adjacent categories are calculated for 
the reclassified tables. The results of the three 
alternatives are: 

 
Alternative 1: 1, 2, (3+4), 5 

 ADD Inter-Rater Agreement 
 12 2(3+4) (3+4)5  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.811 0.817 0.971  0.368 (0.054) 0.567 (0.041) 
Level Moderate Moderate Substantial  Fair Moderate 

 
Alternative 2: 1, 2, 3, (4+5) 

 ADD Inter-Rater Agreement 
 12 23 3(4+5)  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 

Estimate 0.811 0.815 0.900  0.353 (0.053) 0.444 (0.050) 
Level Moderate Moderate Moderate  Fair Moderate 

 
Alternative 3: 1, 2, (3+4+5) 

 ADD Inter-Rater Agreement 
 12 2(3+4+5)  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.811 0.823  0.384 (0.053) 0.389 (0.058) 
Level Moderate Moderate  Fair Fair 

 
The highest value of linearly weighted kappa 
coefficient is observed when Alternative 3 is used and 
the highest value of linearly weighted AC2 coefficient 
is observed when Alternative 1 is used. The linearly 
weighted kappa increases to 0.364 after reclassification 
3 and increases to 0.368 after reclassification 1. The 
linearly weighted AC2 increases to 0.567 after 
reclassification 1 and decreases to 0.389 after 
reclassification 3.  

For the first alternative, the poor distinguishability 
increase to a substantial level after the reclassification 
as (3+4). For the third alternative, the adjusted degree 

of distinguishability of (2) and (3+4+5) increases to a 
moderate level.  

Even though the value of linearly weighted kappa in 
Alternative 1 is less than the value of kappa obtained 
from Alternative 3, the values of linearly weighted 
AC2 and ADD coefficients are higher. Thus, 
Alternative 1 is suggested to use the interpretation of 
Pathologists D and E's results. 

Pathologists E and F 
The estimated values of linearly weighted inter-
agreements and ADD coefficients of Pathologists E 
and F are summarized in Table 6. 

Table 6. The summary of the linearly inter-agreements and ADD coefficients of Pathologists E and F 
 ADD  Inter-Rater Agreement 
 12 23 34 45  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.815 0.824 0.061 0.857  0.266 (0.052) 0.440 (0.049) 
Level Moderate Moderate Poor Moderate  Fair Moderate 

The results show that there is poor distinguishability 
between (3) and (4).  A poor distinguishability 
indicates that Pathologists E and F cannot distinguish 

these categories well. Thus, the categories can be 
combined as (2+3) or (3+4). Linearly inter-rater 
agreement and ADD coefficients for adjacent 
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categories are calculated for the reclassified tables. The 
results of the two alternatives are: 

 

 
Alternative 1: 1, (2+3), 4, 5 

 ADD Inter-Rater Agreement 
 1(2+3) (2+3)4 45  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.972 0.414 0.857  0.272 (0.066) 0.638 (0.045) 
Level Substantial Poor Moderate  Fair Substantial 

 
Alternative 2: 1, 2, (3+4), 5 

 ADD Inter-Rater Agreement 
 12 2(3+4) (3+4)5  𝜅𝜅𝑤𝑤 (Std. Error) AC2 (Std. Error) 
Estimate 0.815 0.858 0.990  0.281 (0.050) 0.406 (0.049) 
Level Moderate Moderate Substantial  Fair Moderate 

 
The highest value of linearly weighted kappa 
coefficient is observed when Alternative 2 is used and 
the highest value of linearly weighted AC2 coefficient 
is observed when Alternative 1 is used. The linearly 
weighted kappa increases to 0.272 after reclassification 
1 and increased to 0.281 after reclassification 2. The 
linearly weighted AC2 increases to 0.638 after 
reclassification 1 and decreases to 0.406 after 
reclassification 2. 

For the first alternative, even though the adjusted 
degree of distinguishability of (1) and (2+3) increases 
to a substantial level, the adjusted degree of 
distinguishability of (2+3) and (4) is still at a poor 
level. For the second alternative, even though the 
adjusted degree of distinguishability of (1) and (2) is 
still at a moderate level, the adjusted degree of 
distinguishability of (2) and (3+4) increases to 
moderate and the adjusted degree of distinguishability 
of (3+4) and (5) increases to a substantial level. 

Even though the value of AC2 decreases, because the 
values of linearly weighted kappa and ADD 
coefficients increase, Alternative 2 is suggested to use 
the interpretation of Pathologists E and F's results. 
 
4. Conclusions 

In recent studies, inter-rater reliability and category 
distinguishability have grown impartances. It has been 
proposing to use agreement coefficients and degree of 
distinguishability simultaneously [11]. This study is 
aimed to illustrate how to use inter-rater reliability and 
degree of distinguishability, together. For this purpose, 
the carcinoma in situ of uterine cervix data is used. 
Seven pathologists classify 118 slides into five ordinal 
categories to investigate the variability in the 
classification of carcinoma in situ of the uterine cervix. 
Landis and Koch [13], Becker and Agresti [14], and 
Agresti [15] reclassify the data into three or four 

categories, however, the reclassification procedures 
are made by considering the zero cells or the 
researcher's personal experience. 

Adjusted degree of distinguishability, weighted kappa, 
and AC2 coefficients are applied to data for 21 pairs of 
the seven pathologists. The results are discussed 
together in terms of inter-rater reliability, category 
distinguishability, and inter-rater reliability and 
category distinguishability together. 

The inter-rater reliability results showed that the value 
of the quadratically weighted kappa is higher than the 
value of the linearly weighted kappa. Besides, the 
value of the quadratically weighted AC2 is higher than 
the value of the linearly weighted AC2, as well. 
Pathologist F has the lowest, Pathologists B and G have 
the highest agreement with the others.  

The adjusted degree of distinguishability results 
showed that Pathologist F cannot distinguish the 
categories except categories 1 and 2. The reason is 
Pathologist F may have less experience than the other 
pathologists. Pathologists C and E cannot distinguish 
the categories 1 and 2. In general, because Pathologist 
F has a lower agreement between the other 
pathologists, it may be excluded from the study. 

The results showed that the pathologists have some 
problems distinguishing the categories (3) Carcinoma 
in Situ, (4) Squamous Carcinoma with Early Stromal 
Invasion, and (5) Invasive Carcinoma, and the 
incorrect classifications affect the level of the 
agreement in this respect. It is suggested to recollect 
the data or to combine the categories as considering the 
category distinguishability. According to the poor and 
fair inter-rater reliability between Pathologists A and 
F, B and F, D and E, E and F, the degrees of 
distinguishability of these sub-tables are analyzed in 
more detail. To get more reliable results for 
Pathologists A and F and Pathologists D and E, it is 
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suggested to combine (3) Carcinoma in Situ and (4) 
Squamous Carcinoma with Early Stromal Invasion. 
Besides, it is suggested to combine (2) Atypical 
Squamous Hyperplasia and (3) Carcinoma in Situ for 
Pathologists B and F and Pathologists E and F.  As a 
result of reclassifications, an increase in the level of 
inter-rater reliability is observed. 
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