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Abstract: The Sars-CoV-2 virus, first detected in Wuhan, China, became a global crisis that affected the entire world 
and was declared a pandemic by the World Health Organization (WHO) in March 2020. The most basic protective 
measure in the fight against pandemics facing humanity is vaccination. From this point of view, data is collected 
between January 13 and February 11, 2021 by taking the number of daily cases, deaths and recovered patients in 
Türkiye. During this period, vaccination against Covid-19 with Sinovac's CoronaVac vaccine is started in Türkiye. 
Mathematical predictive models of the observed values are constructed and compared using polynomial regression 
(up to the 3rd degree) and nonlinear regression, i.e., curve fitting methods, and SIR (Susceptible-Infected-
Removed), which is a system of ordinary differential equations (ODEs). The efficiencies of these prediction models 
are tested, validated, and the most effective mathematical prediction models are proposed. The values of root mean 
square error (RMSE) and mean absolute percentage error (MAPE) are used as performance measures to compare 
the methods. The proposed prediction models are also used for forecasting. The number of new cases occurring 
each day is predicted using the time-dependent equations of the SIR method, which are solved using the Euler 
method. It is found that the SIR method is quite successful in predicting the observed values compared to the other 
methods, but the QR method are given more successful results in predicting the total number of deaths. 
Keywords: Curve fitting, mathematical modeling, polynomial regression, SARS-CoV-2, SIR 

1.  Introduction 
In early December 2019, a case of pneumonia of unknown etiology is discovered in Wuhan city, Hubei 
province, China, and the disease is reported to the World Health Organization (WHO) in late December 
2019 [1]. In January 2020, a novel coronavirus, severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2), is isolated from patients with infected pneumonia, and the disease caused by this virus is 
designated as coronavirus disease 2019 (COVID -19) in February 2020 [2, 3]. Since this virus spreads 
very rapidly within a few months and infects patients around the world, it is recognized as a pandemic 
by WHO in March 2020 [4]. Pandemic is the general term for epidemic diseases that spread rapidly over 
a large area in more than one country or continent in the world and cause deaths. 
Building mathematical models using computational methods in pandemics is important to determine 
the rate of spread of the disease and the actions that need to be taken to prevent the spread of the disease. 
Mathematical modeling of the spread of epidemics has a long history and is initiated in the 1700s by 
Daniel Bernoulli, who developed a mathematical model to analyze the mortality caused by smallpox [5, 
6]. Not much work had been done on this topic until the publication of Ross, which is developed in the 
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early 1900s and used a mechanistic a priori modeling approach with a set of equations to approximate 
discrete time dynamics that can be considered the foundation of mathematical epidemiology. 
Mathematical and computational methods used in epidemiology can make important contributions to 
the spread, incidence, analysis, and control of disease [7]. The use of mathematical models in 
epidemiology has made it possible to define complex data, determine general rules for epidemic 
dynamics, predict parameters that cannot be directly measured, identify problems that might threaten 
public health, and select an optimal experimental design [8, 9]. The models are generally used to predict 
and explain trends in disease recurrence, spread, morbidity, or mortality [10]. With the correct 
interpretation of systems of dynamic equations, the development of analytical solutions, and the 
advancement of numerical methods, the methods used in epidemic modeling have evolved 
considerably [11]. By implementing infection prevention and control measures, it may be possible to 
reduce the spread of infection in the community and thus reduce the number of people who become 
infected in the early stages of the pandemic. 
In the last 2 years, modeling the spread of the virus has been the main problem for researchers in the 
Covid-19 trial, which has negatively affected our lives and even stalled. A number of studies have used 
mathematical epidemiological models to analyze the transmission dynamics of COVID -19. SIR is one 
of the most commonly used mathematical epidemiological models [12]. Covid-19 data from seven 
countries-China, South Korea, Italy, Spain, Brazil, Germany, and France during the period from 
February to July 2020 are modeled using machine learning methods, SIR, and a time window SIR (TW-
SIR) prediction model [13]. For Türkiye, Covid-19 data between March 11, 2020 and February 22, 2021 
are used to examine monthly case counts with time series. In this study, a hybrid model of seasonal 
autoregressive integrated moving average (SARIMA) and neural network nonlinear autoregressive 
(NNAR) hybrid model is implemented [14]. The spread of Covid-19, many methods of time series 
analysis, and mathematical modeling methods of epidemiology are discussed very extensively [15]. 
In accordance with the information obtained from the literature review, it appears that mathematical 
epidemiological models are used for the early periods of Covid-19, but curve fitting methods are not 
used in these studies. The studies conducted to date have attempted to predict when the virus will peak.  
This study focuses on the period between January 13 and February 11, 2021, when vaccination against 
COVID -19 started and the first vaccine dose is administered. Our primary objective is to create 
mathematical prediction models for the spread of SARS-CoV-2 virus during the first dose of vaccination 
against SARS-CoV-2 coronavirus with Sinovac's CoronaVac vaccine, which is licensed for emergency 
use in Türkiye. The secondary objective is to propose an optimal model by comparing the success of the 
SIR model [13–16], which is a system of ordinary differential equations used in the construction of 
predictive models, linear regression (LR), polynomial regression (quadratic regression (QR) and cubic 
regression (CR)), and nonlinear regression (NLR) in estimating the general parameters of the spread of 
the pandemic [17]. In general, one of the objectives of this study is to determine which mathematical 
models can predict and create a priori the spread of the disease in the event of a possible pandemic in 
our globalized world. In addition, predictions of the daily number of cases and the daily number of 
deaths for the period February 12-15, 2021, are made using optimal mathematical predictive models. 

2.  Materials and Methods 

2.1. Data of SARS-Cov-2 
Our dataset consists of daily values of infected individuals (column 1), removed individuals (column 
2), and deceased individuals (column 3) between January 13 and February 11, 2021 for Türkiye [18]. The 
dataset is split into two terms for modeling, the training term, and the test term. The first term is the 
training term between January 13 and February 5, 2021, and the training term is the percentage of 80 % 
of the total data. The second term is the test term between February 6 and February 11, 2021. The test 
term is used for model validation. The mathematical modeling processes of the data in the study are 
given in Figure 1 as a flow-chart. 
In addition to the data set, the initial values needed to solve the model SIR using Euler's method are 
determined as follows: At 0t =  (January 13, 2021), there are susceptible individuals 0( 81992782)S = , 

infected individuals 0( 104669)I = , removed individuals 0( 2241616)R = , and the population is 
( 84339067)N = . 
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Figure 1. Mathematical modeling flow-chart 

2.2. Methodology 
2.2.1. SIR Model 
In mathematical modeling of epidemics, the ordinary differential equation model, the so-called SIR 
(Susceptible-Infected-Removed (recovered and dead)) model, is one of the basic models. Individuals in 
a population of N  are assumed to belong to one of three groups at time t  [10]. 

( )S t : The class of individuals that are not infected now but will be infected later (Susceptible-S). 
( )I t : The class of individuals who have contracted the disease and are now ill, i.e., individuals who 

infect others or are associated with an infection and infect others. 
( )R t : The class of individuals who are removed (recovered and died). 

The number of individuals in each of these groups changes with time, i.e. ( )S t , ( )I t , and ( )R t  are 
functions of time t . The sum of the individuals in these three groups gives the total population size N  
in other words ( ) ( ) ( ) ( ) , 0N t S t I t R t constant t= + + = ≥  . As long as the pandemic continues, people 
from the “ S ” group can progress to the “ I ” group, and people from the “ I ” group can progress to 
the “ R ” group. 

   
0( ) ( ), (0)

dS
S t I t S S

dt
β= − =  (1) 

   
0( ) ( ) ( ), (0)

dI
S t I t I t I I

dt
β γ= − =  (2) 
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0( ), (0)

dR
I t R R

dt
γ= =  (3) 

0β >  is the contact rate or infection rate of the disease, 0γ >  is the recovery rate from infected 
persons to recovered persons. In the Eq. (1), the infection rate of healthy people at a given time is 
proportional to the ratio of healthy to infected people. That is, it is proportional to the product of ( )S t  
, and ( )I t . The rate of change is negative because the healthy population is infected, and the number of 
healthy people always decreases. In Eq. (2) the rate of change of infected people is given by the 
difference between the rate at which healthy people become infected and the rate at which infected 
people move into the group of those who removed according to Eq. (3), the rate at which people who 
recover or die leave the infected group is directly proportional to the number of infected people. The 
relationship between ( )S t , ( )I t , and ( )R t  can be seen in the flowchart of the model SIR in Figure 2. 

 
Figure 2. Flowchart of the SIR pandemic model 

Assuming that the time value t  goes to infinity lim ( )
t

S t S
∞

→∞
=  and lim ( )

t
R t R

∞
→∞

= . The number of 

infected individuals can fall to zero or behave nonmonotonically by first increasing to a maximum and 
then falling to zero. When (0) (0) (0) (0) 0I S I Iβ γ′ = − > , prevalence begins to increase. The necessary 

and sufficient condition for the first increase in the number of infected is (0) 0Sβ γ− >  or 
(0)

1
Sβ

γ
> . 

Dividing Eq. (1) by Eq. (3); 

   
( ) ( ) ( )

( )

dS S t I t S t

dR I t

β β

γ γ

−
= = −  (4) 

Solving this equation for t , Eq. (5) can be obtained as follows: 

   / /(0) (0) 0R NS S e S eβ γ β γ− −= ≥ >  (5) 

From this it follows that 0S
∞
>  and S

∞  is the final size of the pandemic, the pandemic is extinguished 

when lim ( ) 0
t

I t I
∞

→∞
= =  and R

∞  is bounded by N . The equations given in Eq. (1-3) for the model SIR 

are ODEs that can be solved using Euler's formula. 

   1 ( ) ( ) ( ) ( ) ( )[1 ( ) ]n n n n n nS t S t S t I t t S t I t tβ β
+

= − ∆ = − ∆  (6) 

   1 ( ) ( ) ( ( ) ( )) ( )[1 ( ( ) ) ]n n n n n nI t I t S t I t t I t S t tβ β γ
+

= + ∆ = + − ∆  (7) 

   1 ( ) ( ) ( ( ))n n nR t R t I t tγ
+

= + ∆  (8) 

where 1n nt t t
+

∆ = −  is a small time change, 1 ( )nS t
+ , 1 ( )nI t

+ , and 1 ( )nR t
+  are susceptible, infected and 

recovered individuals, respectively, calculated from the previous step. 

2.2.2. Polynomial Regression 
Regression analysis is one of the most common statistical methods to study and model the relationship 
between variables. It identifies the relationship between a dependent variable and one or more 
independent variables. Assuming a model of the relationship between variables and estimates of 
parameter values, a predictive regression equation is developed. 
The linear regression model, the simplest regression model given by the equation ŷ X β= +  , is a 
general model used to construct any linear relationship in the unknown parameters β . 0 1ŷ xβ β= + +   
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is called the linear regression model [19]. x  is the independent variable, that is predictor or regressor 
variable, and y  is called the dependent variable or, in other words, the response variable. Since this 
equation involves only one regressor variable, this model is called a simple linear regression model. The 
linear regression model is a general model that can be used in cases where the relationship between 
explanatory variables and response variable is linear. 
Even in complex nonlinear relationships, polynomials can be used extensively in situations where the 
response is curvilinear, since modeling can be done by fitting polynomials over small intervals of x . 
Polynomial regression is a special case of the general linear regression model and includes the quadratic 
and higher order values of the independent variable(s) to make the regression function curvilinear [20]. 
In general, a thk  order polynomial model for one variable is given in Eq. (9). 

   2

0 1 2
ˆ k

ky x x xβ β β β= + + + + +   (9) 

The model given in Eq. (9) can be solved by the least squares method. Taking 1k = , one obtains a linear 
function, taking 2k = , a quadratic function, and taking 3k = , one obtains a cubic function. 
Unless required by the nature of the data or for other reasons, the degree of the polynomial used should 
be kept as low as possible. In our study, by using polynomials up to the 3th  degree, an attempt is made 
to find out at which polynomial of what degree the best result is obtained, and it is found that the most 
suitable curve was in the third-degree polynomial regression. 
2.2.3. Non-linear Regression 
Note that the shape and parameters of the curve can be determined by a nonlinear regression approach 
as in Eq. (10) if the data set can be represented by a nonlinear regression curve when the observed values 
are plotted [21]. 

   ˆ bxy ae= +   (10) 

2.2.4. Model Goodness of Fit 
The evaluation of the fitted prediction models can be done with the Root Mean Squared Error ( )RMSE  
and the Mean Absolute Percentage Error ( )MAPE . RMSE  is the square root of the variance of the 
residuals and is given in Eq. (11). 

   
1

1
ˆ( )

n

i i
i

RMSE y y
n =

= −∑  (11) 

where n  is the total number of observations, iy  is the thi  observed values, and iy  is the thi  
predicted values. The fact that the RMSE value is very close to 0 indicates the absolute fit of the model 
to our data set (the lower RMSE, the better model fit). The second criterion in the examination of model 
fit, MAPE, is a measure of the estimation accuracy of an estimation method in curve fitting [22]. Usually, 
accuracy is expressed as a ratio defined by the following formula Eq. (12). 

   
1

ˆ100% n
t t

t t

y y
MAPE

n y=

−
= ∑  (12) 

where ty  is the observed value, and ˆ
ty  is the predicted value at time t . The absolute value of the 

ratio in Eq. (12) is summed for each predicted time point and divided by the n  number of observed 
values. The MAPE value is indeed very close to 1, indicating a relatively good fit to our data set. To 
investigate the optimal model fit for the datasets we have mathematically modeled, these two values 
are calculated. The proposed optimal model is constructed considering these criteria. 

3.  Results 
This section is focused to the development of the models and the comparison of their performances. For 
this purpose, the data for the period February 6-11, 2021, corresponding to 20% of our dataset, are used 
as a test dataset to check the prediction performance of all the proposed models. The analyzes of the 
prediction models according to the explanatory variables are presented in the following subheadings. 
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3.1. SIR Model Parameters Estimation 
When modeling the spread of Sars-Cov-2 virus using SIR, it is important to determine the model 
parameters. For this reason, the observed parameters γ -recovery rate and 0ℜ -reproduction number 
are calculated from the data sets are given in Figure 3a-3b. 

  

Figure 3. (a)- Daily Recovery rate, (b)-Daily Reproduction number 

The daily recovery rate, which indicates that those infected with the virus are less likely to transmit the 
disease, i.e., that they have recovered, is calculated daily using Eq. (8) and shown in Figure 3a. The 
Ministry of Health of the Republic of Türkiye has set the average time for an individual infected with 
Sars-CoV-2 virus to recover at 14 days [23]. Therefore, the recovery rate for an infected individual is 

1 / 14 0.071γ = = , which is shown in Figure 3a. The daily recovery rate we calculated shows that the 
recovery period of infected individuals lasts more than 14 days [24]. However, considering the 
statements of the official authorities, the daily recovery rate was set as 0.071γ =  in the analyzes. 
The average infectivity of transmission of the virus to another individual by an individual infected with 
Sars CoV-2 virus can be defined as reproduction. 
The reproduction number 0ℜ , which is an important value for determining actions to be taken 

depending on the course of the pandemic, is calculated daily [7]. 0ℜ  is the average of the daily 

reproduction number 0 0.886ℜ = , as shown in Figure 3b. 

At 0 1ℜ >  the risk of infection continues, 0 1ℜ <  the risk of infection decreases and may end, and 

0 1ℜ =  the risk of disease remains constant [7]. The 0ℜ  value calculated for the period in question is 
expected to end in the following days if current conditions are maintained. 

3.2. Proposed Prediction Models of Susceptible (S) 
The Susceptible ( )S  class of individuals that are not yet infected but may become infected later. Five 
different methods are used to model S  in population N , namely SIR, linear regression (LR), quadratic 
regression (QR), cubic regression (CR), and non-linear regression (NLR), and the results of the 
predictive models are shown in Table 1. 
The metrics RMSE and MAPE are used to determine the fitting success of curve fitting methods used to 
determine the curve that best predicts the available data. The SRMSE  and SMAPE  values calculated 
by each prediction method for the train and test terms are given in Table 1. The five different methods 
used to predict the S  values are compared for the train and test terms into which we divided the data 
set to establish a model. 
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Table 1. Results of proposed prediction models of S  

Model 
Model Parameters SRMSE  SMAPE  

Train Test Train Test 

SIR 
7.76 10eβ = −

0.071γ =  
1604.66 2712.66 1.62E-03 3.23E-03 

LR 
0 81988284β =

1 6777.42β = −  
2217.73 7857.92 2.36E-03 9.22E-03 

QR* 

0 81984576β =  

1 5953.33β = −

2 31.696β = −  

1659.99 2185.15 1.74E-03 2.44E-03 

CR 

0 81989358β =

1 7966.15β = −  

2 158.1β =

3 4.87β = −  

858.21 8675.56 8.40E-04 9.84E-03 

NLR 
81988315a =  
8.27 5b e= − −  

2246.92 7355.40 2.42E-03 8.59E-03 

When we examine the SRMSE  and SMAPE  values for the train term, the CR method yields the lowest 

858.21SRMSE =  and 8.40 04SMAPE E= −  values. However, the CR method has the largest error 

values with 8675.56SRMSE =  and 9.84 03SMAPE E= −  in the test term. When estimating S , the 

SRMSE  values are expected to be approximately the same for the train and test terms. The method QR, 

which has similar error values 1659.99, 2185.15SRMSE = , for the model and test terms, respectively. 

Instead of evaluating the metrics SRMSE  and SMAPE  separately for the train and test terms, the curve 
fitting method that provides the best fit is determined by evaluating both values together. From this 
point of view, it is decided that the QR, which gives the smallest change in both metrics for both periods, 
would be a useful curve fitting method for estimating the susceptible individuals. The model QR given 
in Eq. (13) is proposed as the optimal model for predicting S  in the population. The QR-quadratic 
regression prediction model of S  is given in Eq. (13). 

   2ˆ 81984576 5953.33 31.696y day day= − × − × +   (13) 

See Figure 4 for a tangible representation of the predictions of the methods and the observed values. 
The predictions of the models are given below in Figure 4 to see the extent to which the prediction 
methods we used to fit the curve predict the observed values. 
 



                                                                                                   8  
 

 
Figure 4. The graph of proposed prediction models of Susceptible ( )S  

The train and test term data are the observed values. Our goal is to build the predictive models over the 
train term and validate the built predictive models over the test term. To this end, in Figure 4, we see 
the predictions of S  obtained using the method QR, and the predicted values of S  are overlapped 
with the observed values. This overlap is quite successful. In addition, our forecasting is shown with 
the QR model between February 12-15, 2021, in Figure 4. In these projections, S  is forecasted that will 
be approximately 81745522 via QR model by using Eq. (13) on February 15, 2021. 

3.3. Proposed Prediction Models of Infected Individuals (I) 
The class ( )I  of individuals who have the disease and are now infected, i.e., people who infect others 
or are associated with the infection and infect others. Five different methods are used to model I  in 
population N  SIR, LR, QR, CR, and NLR, respectively, and the results of the predictive models are 
shown in Table 2. 

Table 2. Results of proposed prediction models of I  

Model 
Model Parameters IRMSE  IMAPE  

Train Test Train Test 

SIR* 
7.76 10eβ = −

0.071γ =  
681.19 902.40 0.579 0.927 

LR 
0 105127β =

1 -815.603β =  
954.55 2166.10 0.817 1.97 

QR 

0 105414β =  

1 879.480β = −

2 2.57β =  

947.72 1781.86 0.796 1.62 

CR 

0 105378β =

1 864.11β = −  

2 1.008β =

3 0.037β =  

947.66 1707.44 0.794 1.57 

NLR 
105543.64a =  

0.009b = −  
949.01 1639.94 0.792 1.54 
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The IRMSE  and IMAPE  values calculated for I  from each prediction method for the train and test 
terms are given in Table 2. The five different methods used to predict the I  values are compared for 
the train and test terms into which we divided the dataset to build a predictive model. 
When we examine the IRMSE  values for the train and the test terms, the method SIR, which is a system 

of ODEs, yields the lowest value with 681.19, 902.40IRMSE = , respectively. When examining the 

IMAPE  values for the train and the test terms, the method SIR provides the lowest value with 

0.579, 0.927IMAPE = . In predicting I , the values of IRMSE , and IMAPE  are expected to be 
approximately equal for the train and test terms. Thus, the model SIR is the most effective model for 
predicting I . The SIR prediction model of I  is given in Eq. 14. 

   ˆ 7.76 10 0.071I e SI I= − × − ×  (14) 

where Î  is the predictor of I . A projection of all the prediction methods and the observed values can 
be found in Figure 5. The predictions of the models are given below in Figure 4 to see the extent to 
which the prediction methods we used to fit the curve predict the observed values of I . 
Predictions of I  obtained with the SIR method overlap with the observed values of I , as can be seen 
in Figure 5. This overlap is quite successful. In addition, our forecasting with the SIR model during 
February 12-15, 2021, are shown in Figure 5. In these projections, I  is forecasted that will be about 
82693 for February 15, 2021, using the SIR model with Eq. 14. 

Figure 5. The graph of proposed prediction models of Infected ( )I  

3.4. Proposed Prediction Models of Removed Individuals (R) 
The class of removed individuals ( )R  that are removed from the timely infected individuals 
(recovered and dead). Five different methods are used to model R  in population N , namely SIR, LR, 
QR, CR, and NLR, and the results of the predictive models are shown in Table 3. 
The RRMSE  and RMAPE  values calculated for R  from each prediction method for the train and test 
terms are given in Table 3. In addition, Table 3 compares the five different methods used to predict R  
values for the train and test terms. 
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Table 3. Results of proposed prediction models of R . 

Model 
Model Parameters RRMSE  RMAPE  

Train Test Train Test 

SIR* 
7.76 10eβ = −

0.071γ =  
1646.72 902.40 0.0628 0.0908 

LR 
0 2245656β =

1 7593.027β =  
2499.15 5943.90 0.0912 0.0239 

QR 

0 2249077β =

1 6832.811β = −

2 29.239β =  

2098.88 909.61 0.0702 0.0327 

CR 

0 2244331β =

1 8830.256β =  

2 159.108β = −

3 4.829β =  

1554.66 10223.73 0.0561 0.373 

NLR 
2247053a =  

0.003b =  
2238.77 3698.38 0.0806 0.149 

 
When examine the RRMSE  values for the model term, the CR method yields the lowest 

1554.66RRMSE =  value. For the test term, the CR method has the largest error value with 

10223.73RRMSE = . In predicting R , the values of RRMSE  and RMAPE  are expected to be 
approximately the same for the training and test terms. The method SIR, which has similar error values 
with 1646.72, 902.40RRMSE = , 9.08 02RMAPE E= −  for the train and test terms, respectively, is the 
most effective method in predicting R . The SIR prediction model of R  is given in Eq. 15. 

   ˆ 0.071R I= ×  (15) 

where R̂  is the predictor of R . For a projection of all prediction methods and observed values, see 
Figure 6 for R . Figure 6 is shown below to visually illustrate the extent to which the prediction methods 
predict the observed values of R  and to see the forecasted values for the 4-day period February 12-15, 
2021. 

 
Figure 6. The graph of proposed prediction models of Removed individuals ( R ) 
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Predicting changes in the number of daily new cases ( )dailyNC  is of paramount importance to decision 
makers in the spread of the virus. Precisely for this purpose, we sought an answer to the question: How 
to estimate the number of daily new cases? By simple mathematical operations with the values S , I
, and R  that we calculated before this section, it is possible to predict the number of ( )dailyNC  by the 

equation in Eq. 16 to predict. The number of the dailyNC  can be calculated in time t  via SIR method in 
Eq. 16. 

   SIR SIR SIR

t t tI R TC+ =  (16) 

where, SIR

tI  is the predicted value of I , SIR

tR  is the predicted value of R , and SIR

tTC  is the predicted 

value of Total Case ( )TC .The number of dailyNC  can be calculated by subtracting the TC at time 1t =  

from 0t =  (time as day), in other words, the increase inTC C gives the number of dailyNC  in Eq. 17. 

   1

SIR SIR

daily t tNC TC TC
+

= −  (17) 

The observed and predicted values of dailyNC  are shown in Figure 7. As can be seen in Figure 7, the 

predictions of dailyNC  obtained by the method SIR via Eq. 17 obtained, overlap with the observed value. 
This overlap is quite successful. In addition to this overlap, our forecasting with the SIR during February 
12-15, 2021 are shown in Figure 7. In these projections, the dailyNC  is forecasted to add approximately 
7865 patients to the infected individuals on February 15, 2021. 
 

 
Figure 7. The graph of prediction models of daily new cases ( )dailyNC  via SIR method 

3.5. Prediction Models of Total Death ( totalD ) 

Three different methods are used to model total mortality ( )totalD  in population N , namely LR, QR, 
and NLR, and the results of the predictive models are shown in Table 4. 
The RMSE and MAPE values calculated for totalD  from each prediction method for the train and test 

terms are given in Table 4. In addition, three different methods for predicting totalD  values for the train 
and test terms are compared in Table 4. 
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Table 4. Results of proposed prediction models of totalD  

Model 
Model Parameters RRMSE  RMAPE  

Train Test Train Test 

LR 
0 23319β =

1 139.716β =  
67.04 243.85 0.231 0.874 

QR* 

0 23151β =

1 177.104β =

2 1.438β =  

6.5 15.35 0.0218 0.0567 

NLR 
23369a =  
0.006b =  

84.93 309.08 0.293 1.11 

 
When examining the 

totalDRMSE  values for train and test terms, the QR method yields the lowest value 

with 6.5, 15.35
totalDRMSE = , respectively. When examining the 

totalDMAPE  values for the train and test 

terms, the QR method provides the lowest value with 0.0218, 0.0567
totalDMAPE = . 

In the predictor of totalD , it is expected that there will be approximately similar 
totalDRMSE , and 

totalDMAPE  

values closest to 0  for train and test terms. Thus, the QR model is the most effective model for 
predicting totalD . The QR model of totalD  is given below in Eq. 18. 

   2ˆ 23151 177.104 1.438y day day= − × − × +   (17) 

The extent to which prediction methods predict the observed values of totalD  and the forecasting values 
over the 4-day period between February 12-15, 2021 is given in Figure 8. 
 

 
Figure 8. The graph of prediction models of daily new cases ( )totalD  

The predictions of totalD  obtained by the method QR are overlapped with the observations. This overlap 
is quite successful. In addition to this overlap, our forecasting is shown with the QR method between 



                                                                                                   13  
 

February 12 and February 15, 2021 in Figure 8. In these results, it is forecasted that the number of totalD  
will be about 27510 individuals on February 15, 2021. The sum of those who recovered and those who 
died is the number of people who recovered from the Sars-CoV-2 virus. In this case, we need to look at 
what percentage of people who died from Sars-CoV-2 make up the total number of people infected. 
Considering this situation, the following Figure 9 shows what percentage of infected persons die every 
day in Türkiye. 
In the period we studied, the average mortality rate of infected persons is 1.04 % percent. In other words, 
about one patient in 100 infected persons is dead. 
 

 
Figure 9. The graph of Death data per case (%) 

4.  Conclusions 
In this study, which we conducted to investigate the situation of Covid-19 pandemic in Turkey, 
modeling, and further estimations for the daily number of recovered and deceased cases are made. The 
method SIR, the commonly used polynomial regression method (up to 3rd order) and nonlinear 
regression methods that are commonly used in modeling the spread of a disease are applied and these 
methods are compared to determine the most successful method. 
In our analysis, the QR method best succeeded in predicting susceptible individuals in the population, 
whereas the SIR method was best able to predict infected and removed individuals. Modeling of the 
estimate of the number of new cases transmitted each day, which has not previously occurred, was 
demonstrated in this study using the method SIR. The powerful overlap of the observed values of the 
daily number of cases and the values estimated by the method SIR shows that the method with the 
value ( ) 61.718dailyRMSE NC =  is a very suitable method for our sample. The number of individuals who 
died due to Sars-CoV-2 shows that the QR method is the best predictor of the dataset. In this study, 
where we made a forecasting, on February 15, 2021, in the population 81745522S = , 82693I = , 

2508720R = , 7865dailyNC = , 25710totalD = , and the mortality rate of individuals exposed to the virus 
is calculated as 1.04%. 
Evaluating the research and forecasting regarding the pandemic's course together, it is expected that 
the pandemic will persist, as it is calculated to be 69531R =  on February 15, 2021. It seems possible to 
get rid of the Sars-CoV-2 virus by taking precautions to reduce human contact with each other and by 
continuing vaccination effectively and rapidly. 
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