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Abstract: Although states take various measures to prevent air pollution, air pollutants continue to 

exist as an important problem in the world. One air pollutant that seriously affects human health is 

called PM2.5 (particles smaller than 2.5 micrometers in diameter). These particles pose a serious 

threat to human health. For example, it can penetrate deep into the lung, irritate and erode the 

alveolar wall and consequently impair lung function. From this, the event PM2.5 prediction is very 

important. In this study, PM2.5 the prediction was made using 12 models, namely, Decision Tree 

(DT), Extra Tree (ET), k-Nearest Neighbourhood (k-NN), Linear Regression (LR), Random Forest 

(RF), Support Vector Machine (SVM), Extreme Gradient Boosting (XGBoost), Multi-Layer 

Perceptron (MLP), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), 

Gated Recurrent Unit (GRU), and Long Short-Term Memory (LSTM) models. The LSTM model 

developed according to the results obtained achieved the best result in terms of MSE, RMSE, MAE, 

and R2 metrics. 
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Öz: Hava kirliliğini önlemek için her ne kadar devletler çeşitli önlemler alsada dünyada hava 

kirleticileri önemli bir problem olarak varlığını sürdürmektedir. İnsan sağlığına ciddi etkileri 

bulunan hava kirleticilerinden biri ise PM2.5  (çapı 2,5 mikrometreden küçük partiküller) olarak 

adlandırılır. Bu patiküller insan sağlığını ciddi tehdit etmektedir. Örneğin akciğere derinlemesine 

nüfuz edebilir, alveol duvarını tahriş edebilir ve aşındırabilir ve sonuç olarak akciğer fonksiyonunu 

bozabilir. Bundan olayı PM2.5 tahmini çok önemlidir. Bu çalışmada Decision Tree (DT), Extra Tree 

(ET), k-Nearest Neighbourhood (k-NN), Linear Regression (LR), Random Forest (RF), Support 

Vector Machine (SVM), Extreme Gradient Boosting (XGBoost), Multi-Layer Perceptron (MLP), 

Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), Gated Recurrent Unit 

(GRU) ve Long Short-Term Memory (LSTM) modelleri olmak üzere toplam 12 model kullanılarak 

PM2.5 tahmini yapılmıştır. Elde edilen sonuçlara göre geliştirilen LSTM modeli MSE, RMSE, MAE 

ve R2 metrikleri cinsinden en iyi sonucu elde etmiştir. 

 

1. INTRODUCTION 

 

As a result of the high population density and increasing 

rapid industrialization throughout the world, an increase 

in the emission of air pollutants has inevitably occurred. 

Gaseous pollutants and particulate matter, which are very 

small particles, form air pollutants. The different 

properties of these tiny particles (PM), including their 

size, determine the impact power of PM. Defined as a PM 

group, PM2.5, despite its small diameter length, has a  

large surface area and therefore can transport various 

toxic substances, pass through the filtration of the nasal 

hairs, reach the end of the respiratory tract with the 

airflow, and accumulate there. Thus, it can damage other 

parts of the body through air exchange in the lungs [1]. It 

has also been shown that long-term exposure to PM2.5, is 

associated with fatal outcomes by increasing the 

incidence of diseases such as heart disease (16% increase) 

and stroke (14% increase) [2]. 

 

Increasing urbanization plays a vital role in public health 

exposure to deadly problems. As a result of industrial 

activities, intense air pollution occurs. Since people are 

exposed to PM2.5  for a long time, lung cancer, heart 
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disease, and mortality rates increase. Air pollution 

prediction become a popular area of research. Besides 

PM2.5, the primary air pollutants in urban areas are carbon 

dioxide (CO2), carbon monoxide (CO), nitrogen dioxide 

(NO2) and nitrogen monoxide (NO), and PM10 

particulate matter. Numerous control measures can be 

taken to reduce PM2.5 emissions. For example, industrial 

production vehicles equipped with new technologies that 

reduce the emission of air pollutants can be used. In cities, 

individual heating technologies can be updated instantly. 

By reducing the use of lump coal, the use of coal with low 

gas emission rates can be encouraged or incentives can be 

applied to switch to cleaner fuels such as natural gas. 

Steps are also needed to reduce dust from construction 

sites, including promoting more green spaces [3]. 

 

Accurate prediction of PM2.5  concentration has an 

important place in determining air quality and taking 

necessary precautions in this regard. Accurate and 

effective predictions can guide policymakers in this 

regard. In the literature, statistical models, deterministic, 

and machine learning-based methods are used as the basis 

for PM2.5 prediction. Machine learning methods achieve 

very successful results because they can successfully use 

complex linear and non-linear relationships. For example, 

Ma et al. [4] achieved better results on daily PM2.5 

prediction with the XGBoost method than the WRF-

Chem model, which is a deterministic model. 

 

Effective planning is needed to control the emission levels 

of air pollutants to keep air quality at a high level. From 

this point of view, it is essential for the success of these 

plans to make an accurate prediction of PM2.5 

concentration for the future. For example, a study 

conducted in Delhi by Masood and Ahmad [5] tried to 

predict PM2.5  by using air quality values covering two 

years. Two different models, SVM and Artificial Neural 

Network (ANN) were used for this prediction. According 

to the results obtained, the prediction performance of 

ANN is higher than that of SVM. Danesh Yazdi et al. [6] 

used an ensemble machine learning method to predict 

PM2.5 intensity in the Greater London area. The ensemble 

method included RF, k-NN, and Gradient Boosting 

Machine (GBM) methods, and successful results were 

obtained. The sparseness of meteorological vertical 

observations has resulted in limitations in the forward 

prediction of air and air pollution. PM2.5 estimation was 

made using photographic data from the Beijing region of 

China. Feng et al. [7] used a common camera to 

automatically photograph day and night lights in an urban 

area in Beijing between 2019 and 2020. The photographs 

they obtained can show the processes of cloud, fog, and 

precipitation by characterizing the scattering effect of 

PM2.5  on visible sunlight or lamps. By using these 

features, estimation was done with machine learning 

methods. Successful results were obtained with DT and 

MLP among these methods. Lv et al. [8] applied three 

machine learning algorithms to correct deviations in their 

study to improve numerical prediction accuracy. Their 

results showed that the RF and SVM models offer much 

better prediction performance. Enebish et al. [9] 

compared the performance of six different machine 

learning algorithms to predict PM2.5 concentrations using 

data between 2010 and 2018 in Ulaanbaatar, Mongolia. 

Results on the advantage and applicability of machine 

learning approach in predicting PM2.5  levels in an 

environment with limited resources and extreme levels of 

air pollution are discussed. In another study, Multiple 

Additive Regression Trees, Deep Feedforward Neural 

Network methods, and LSTM based models were used by 

Karimian et al. [10] to predict PM2.5  concentrations 

effectively at different time intervals. According to the 

results obtained, the LSTM-based model gave better 

results. Pak et al. [11] presented a study on the PM2.5 

prediction for Beijing, China. The hybrid model, 

developed using CNN and LSTM models, was used to 

predict the next day's average PM2.5.  Xiao et al. [12] 

proposed an ensemble machine learning-based approach. 

In this study, in which satellite data is used, first of all, 

missing satellite data is filled with multiple assignments. 

Then, for the modelling area, China, seven regions were 

obtained using a spatial clustering method to control for 

unobserved spatial heterogeneity. Machine learning 

models such as RF, Generalized Additive Model (GAM), 

and XGBoost are trained separately for each region. A 

generalized ensemble model is proposed to incorporate 

predictions from the models. Kleine Deters et al. [13] 

developed a machine-learning model that makes effective 

PM2.5  predictions for Quito, Ecuador, a medium-sized 

city at high altitudes. In this study, weather data obtained 

from the city of Quito was used. This method aims to 

categorize different levels of PM2.5 , has yielded very 

effective results. 

 

This study, it is aimed to predict the short-term PM2.5 

values using the measurement data obtained from the 

Eltham measurement station in London between January 

1, 2019 and May 1, 2019. DT, ET, k-NN, LR, RF, SVM, 

XGBoost, MLP, CNN, RNN, GRU, and LSTM models 

compared for PM2.5 prediction. According to the results 

obtained, RF gave better results than other machine 

learning methods. This study emerges as an important 

study both in terms of the results it has achieved and by 

comparing a total of twelve successful machine learning 

and deep learning methods in this field. 

 

2. DEEP LEARNING BASED AIR QUALITY 

PREDICTION 

 

In this section, the general developmental stages of 

machine learning models developed for the effective 

prediction of PM2.5 , a hazardous air pollutant, were 

explained. These stages were shown in Figure 1. 

 

2.1. Dataset 

 

In this study, a dataset consisting of hourly PM2.5 

measurement values taken from 7 different stations in 

London was used. The dataset consists of hourly 

measurement values for a total of 120 days between 

January 1, 2019, and May 1, 2019. The dataset consists of 

utc, location, parameter, unit, and value attributes. Utc 

represents time and date information. Location refers to 

the station name. Parameter refers to PM2.5 

measurements. The unit stands for µg/m3 measurement 

unit. The value represents the measured PM2.5 value. In 
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this study, the data obtained at the London Eltham 

measuring station were used. The dataset is available on 

Kaggle [14]. Figure 2 shows PM2.5  concentrations over 

time for the London dataset. 

 
Figure 1. Flow chart of developed machine learning based prediction models

 

 
Figure 2. Variation of PM2.5 concentrations over time 

 

2.2. Data Pre-processing 

 

In the data pre-processing stage, empty and incorrect 

fields in the dataset were checked. The dataset used in this 

study is a time series dataset. Time series data refers to 

data ordered according to a certain time index. In order to 

apply machine learning methods to time series data, it is 

necessary to transform the dataset into a supervised 

learning problem structure. The sliding window method is 

used to transform the time series data into a supervised 

learning problem structure. In the sliding window method, 

observation data as much as the specified window size is 

taken as input. The value to be predicted at the next time 

step is the output. For example, considering the sliding 

window in 3 dimensions, it is aimed to predict a value at 

time t4 using the observation values at time steps t1, t2, and 

t3. The sliding window shifts one unit to the right after 

each prediction is made. It is aimed to predict the value in 

the next time step by using the inputs in the window size 

determined in this way. 

 

As seen in Figure 3, the dataset is structured as a 

supervised learning problem in which the pollution value 

at a certain time can be predicted using the PM2.5 values 

from the past time steps, using the sliding window 

method.  

 

 
Figure 3. Sliding window method 

 

After transforming the data into a supervised learning 

problem structure, the measurement values were 

normalized in the range of 0-1 using MinMaxScaler. The 

purpose of normalization is to change the values of the 

numeric columns in the dataset to a common scale without 



 

Tr. Doğa ve Fen Derg. Cilt 11, Sayı 4, Sayfa 126-134, 2022     Tr. J. Nature Sci. Volume 11, Issue 4, Page 126-134, 2022 
 

 

129 

breaking the differences in the range of values. 

Normalization affects the performance of the developed 

model and the stability of the training. After the 

normalization step, the data was split into 80% training 

and 20% testing. 10% of the training data was split for 

validation. The dataset was split into training/test sets 

with 1945 rows of training data and 487 rows of test data. 

Validation data was used for the optimization of model 

parameters. In order for the compared machine learning 

algorithms to give the best results, parameter optimization 

was made using the GridSearchCV library. In the 

GridSearch method, a model is built separately with all 

combinations for the hyperparameters to be tested in the 

model and their values, and the most successful 

hyperparameter set is determined. With parameter 

optimization, the parameters with the lowest MSE values 

were determined and models were created. 

In time series modelling, predictions over time become 

less and less accurate. Therefore, it is important to retrain 

the model with real observation data in order to obtain 

more accurate predictions. Walk forward validation 

method, as seen in Figure 4, refers to the inclusion of test 

data in the training process with actual observation values 

after prediction. 

 

 
Figure 4. Walk forward validation method 

 

2.2. Prediction Models 

 

In this study, popular machine learning and deep learning 

methods are used for air quality prediction. These 

methods are briefly described in this section. 

 

 DT: It is a sequential model that efficiently and 

harmoniously combines a set of core tests in which a 

numerical feature is compared with a threshold value in 

each test [15]. DT is an important method in solving 

classification and regression problems. DT is one of the 

powerful methods widely used in application areas such 

as machine learning, image processing, and pattern 

recognition. For example, it is widely used in marketing, 

fraud detection, and scientific discovery tasks. The ID3, 

C4.5, and C5.0 algorithms, which are the classical 

algorithms of the decision tree, have advantages such as 

high classification speed, strong learning ability, and 

simple use [16]. 

 

ET: This method is a new tree-based ensemble method for 

supervised classification and regression problems [17]. It 

is an effective method used to overcome the 

disadvantages of traditional DTs and basically consists of 

strongly randomizing both the feature and the choice of 

breakpoint when splitting a tree node. Because of the 

randomization feature for numeric inputs, the ET method 

is useful for problems involving a large number of 

numeric features. In such cases, it often contributes to 

increased accuracy [18]. 

 

k-NN: In this method, determining the class of an element 

in the sample space is determined according to the class 

of k elements close to it. This method was proposed by T. 

M. Cover and P. E. Hart [19]. kNN is a classification 

algorithm based on measuring the distance between 

sample data. In kNN, the proximity between test samples 

and training samples is calculated by various distance-

measuring methods [20]. k-NN is used for classification, 

clustering, and regression in various research areas such 

as financial modelling, image interpolation, and visual 

category recognition [21].  

 

LR: This model proposed by Vapnik [22] is a statistical 

model and plays a dominant role in the field of statistical 

modelling. The LR model aims to develop a regression 

function to make accurate predictions. Since LR, which is 

the basis of current methods, has a linear structure, its 

parameters are easier to interpret. In addition, LR offers 

successful solutions when the sample space size is small 

[23]. 

 

RF: This method is an ensemble method that makes 

predictions based on its results from a collection of DTs 

and was introduced by Ho [24]. In this method, the 

predictions obtained by combining the DTs are collected. 

If the number of variables is more than the number of 

observations in a problem, RF shows high performance in 

these problems. It has easy adaptability [25]. 

 

SVM: It was proposed by Vapnik for solving classification 

and regression problems [26]. The decision function of 

the SVM is an optimal "hyperplane" for classifying 

observations of one class from another based on patterns 

of knowledge about those observations. This hyperplane 

can then be used to identify the most likely label for the 

invisible data [27]. The strength of an SVM comes from 

its ability to learn data classification models with balanced 

accuracy and repeatability. Also, SVM is one of the 

classic machine learning techniques that can help solve 

big data classification problems. It is especially successful 

in applications in big data environments [28]. 

 

XGBoost: The XGBoost algorithm based on the gradient 

boosting algorithm was proposed by Chen and Guestrin 

[29]. XGBoost is one of the best-performing algorithms 

in supervised learning tasks. It can be used for both 

regression and classification problems. Apart from basic 

computing, Xgboost is preferred by data scientists due to 

its high execution speed [30]. The key innovation of 

XGBoost is that it adds an edit component to the loss 

function. Thus, the complexity of the resulting 

community is taken into account along with predictability 

in each compartment. In addition, XGBoost allows its 

users to reduce model overfitting by adjusting multiple 

hyper-parameters such as forest complexity, learning rate, 

regularization terms, and column subdomains. XGBoost 

offers additional innovations such as processing missing 

data with nodes [31]. 

 

MLP: This model, which consists of input, output, and 

hidden layer, is a feed-forward neural network. The input 

layer transmits the incoming signal to other layers for 

processing, and the output layer gives the predictions or 
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classification results.  It uses a back propagation 

technique for learning [32]. A random number of hidden 

layers placed between the input and output layers is the 

true computation engine of MLP [33]. 

 

CNN: It was first proposed by Fukushima [34] in 1988. It 

is one of the most widely used and popular deep learning 

networks. The main advantage of CNN over its 

predecessors which makes it the most used feature is that 

it automatically detects important features without any 

human supervision [35]. CNN gives very good results in 

pattern recognition applications. It has been successfully 

used in different application areas by extracting automatic 

features in areas such as speech recognition and computer 

vision [36]. 

 

RNN: This model is a simple adaptation of a standard 

feedforward neural network to model sequential data. 

Text, video, and audio data are sequential data and this 

model has been used frequently in the processing of this 

data [37]. At each time step, the RNN receives an input, 

updates its latent state, and makes a prediction. In the 

traditional RNN architecture, the RNN can refresh the 

current state based on past state connections and input 

states. This is done in a circular structure. The high-

dimensional latent state and non-linear nature of RNN are 

great advantages [38]. 

 

GRU: It is a version of RNNs. GRU is similar to LSTM 

in terms of its internal structure and RNN method with its 

organization of input and output structures [39]. GRUs are 

popular methods; the main reason for this is the 

computational cost and simplicity of the model. GRUs are 

simpler RNN approaches than standard LSTM in terms of 

topology, computational cost, and complexity. This 

technique combines forgetting and entry gates into a 

single update gate and can combine cell state and hidden 

state with some other modifications [40]. 

 

LSTM: It was suggested by Hochreiter and Schmidhuber 

[41]. LSTM has an RNN structure and also has a 

multilayer cell structure. Further LSTM includes state 

memory. LSTM neural networks gave successful results 

in pattern recognition and classification tasks, and 

categorizing audio and images. It is used in many fields, 

from medicine to statistics, because its sequential data 

processing features are strong [42]. 

 

2.2. Evaluation Metrics 

 

MSE, RMSE, MAE, and R2 metrics are metrics used to 

measure prediction accuracy in regression problems. The 

MSE is calculated using Equation 1 by averaging the 

squares of the differences between the actual observation 

values and the predicted values. 

 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦 − �̂�)2

𝑛

𝑖=1
 

(1) 

 

y is the actual values, �̂�  predicted values and n is the 

number of samples. 

 

The RMSE is calculated by taking the square root of the 

MSE and measuring the standard deviation of errors. The 

RMSE is calculated using Equation 2. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(|𝑦 − �̂�|)2

𝑛

𝑖=1

 

 

(2) 

 

MAE expresses the mean of the absolute values of the 

differences between the actual observation values and the 

predicted values. Calculates the mean of errors. MAE is 

calculated using Equation 3. 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦 − �̂�

𝑛

𝑖=1

| 
 

(3) 

 

R2 is a measure of the fit of the applied models to the 

dataset. R2 evaluates the distribution of data points around 

the regression line. Higher R2 values for the same dataset 

indicate lower errors between actual and predicted values. 

R2 is calculated using Equation 4. 

 

𝑅2 =
∑(𝑦 − �̂�)2

(𝑦 − �̅�)2
 

(4) 

 

�̂� is the predicted y values, and �̅� is the average of the y 

values. 

 

3. EXPERIMENTAL RESULTS 

 

In this study, a comparative analysis of DT, ET, k-NN, 

LR, RF, SVM, XGBoost, MLP, CNN, RNN, GRU, and 

LSTM models for PM2.5 predictions is presented. The 

results obtained according to MSE, RMSE, MAE, and R2 

metrics for each applied algorithm were analysed 

comparatively. 
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In this study, the sliding window size was tested using 

values between 2 and 20 to determine the sliding window 

size. Table 1 shows an example of the test results 

according to the MAE metric of the models applied to 

express w different sliding window sizes. 

 
Table 1. Test results for determining the sliding window size 

Model w=3 w=4 w=5 w=10 w=15 w=20 

DT 0.341 0.360 0.362 0.521 0.522 0.525 

ET 0.333 0.356 0.357 0.437 0.441 0.459 
k-NN 0.388 0.414 0.443 0.546 0.600 0.701 

LR 0.333 0.334 0.334 0.335 0.335 0.338 

RF 0.331 0.348 0.354 0.422 0.429 0.432 
SVM 0.328 0.326 0.335 0.343 0.351 0.352 

XGBoost 0.339 0.357 0.363 0.445 0.449 0.452 

MLP 0.342 0.325 0.331 0.351 0.360 0.367 
CNN 0.349 0.327 0.332 0.414 0.424 0.435 

RNN 0.331 0.325 0.328 0.346 0.360 0.365 

GRU 0.297 0.323 0.327 0.343 0.347 0.354 
LSTM 0.292 0.315 0.319 0.319 0.320 0.322 

 

As seen in Table 1, as a result of the experimental studies, 

when the sliding window size is 3, the lowest error rate 

was obtained for all models applied. Comparative 

experimental results are shown in Table 2 and Figure 5. 

 
Table 2. Comparative experimental results 

Model MSE RMSE MAE R2 

DT 0.389 0.623 0.345 0.985 
ET 0.363 0.602 0.333 0.986 

k-NN 0.426 0.653 0.388 0.984 

LR 0.335 0.579 0.333 0.987 
RF 0.349 0.591 0.331 0.987 

SVM 0.357 0.597 0.328 0.986 

XGBoost 0.380 0.617 0.345 0.985 
MLP 0.384 0.620 0.331 0.986 

CNN 0.378 0.615 0.349 0.985 

RNN 0.353 0.594 0.342 0.987 
GRU 0.353 0.594 0.297 0.986 

LSTM 0.330 0.574 0.292 0.988 

 

In Table 1 and Figure 5, it is seen that all the models 

applied can be used successfully in PM2.5 predictions. All 

compared algorithms have very low MSE, RMSE, and 

MAE values. Also, R2 values are high for all models. 

Experimental results showed that LSTM had better results 

than other models compared. After LSTM, GRU, SVM, 

MLP, RF, LR, ET, RNN, XGBoost, DT, CNN, and k-NN 

algorithms were successful, respectively. Figure 5 shows 

the prediction results of LSTM on the test data. 

 

 
Figure 4. Prediction results of LSTM on test data 

 

As can be seen in Figure 4, the LSTM successfully 

predicted the fluctuations in the dataset and outperformed 

the other models compared. 

 

4. CONCLUSION 

 

This study, it is aimed to estimate the short-term PM2.5 

values using the data obtained from the Eltham measuring 

station in London between January 1, 2019, and May 1, 

2019. DT, ET, k-NN, LR, RF, SVM, XGBoost, MLP, 

CNN, RNN, GRU, and LSTM models were compared 

practically according to MSE, RMSE, MAE, and R2  

metrics. Experimental results have shown that LSTM 

gives more successful results than other models. After 

LSTM, GRU, SVM, MLP, RF, LR, ET, RNN, XGBoost, 

DT, CNN, and k-NN algorithms were successful, 

respectively. 

Figure 5. Comparative experimental results 
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The reason why RF gives better results than k-NN is the 

values of the features in the dataset. RF basically assumes 

local similarities and very similar samples are classified 

in the same way. k-NN can select only the most similar 

samples based on distance. 

 

The fact that RF has better experimental results than LR 

can be interpreted as generally that LR performs better 

when the number of noise variables is less than or equal 

to the number of explanatory variables. SVM supports 

both linear and non-linear solutions using kernel trickery. 

SVM handles outliers better than LR when training data 

is scarce. In this study, SVM and LR had a close 

performance. 

 

The fact that LR has better experimental results than k-

NN can be interpreted as k-NN is a non-parametric model 

and LR is a parametric model. The fact that SVM has 

better performance than k-NN can be interpreted as SVM 

being more sensitive to outliers. If the training data is 

much larger than the number of features, k-NN may be 

more successful than SVM. However, SVM outperforms 

k-NN when there are lots of features and less training data. 

 

The fact that RF outperforms DT and ET can be 

interpreted as DT and ET placing high emphasis on a 

certain set of features. RF randomly selects features 

during the training process. As such, it is not heavily 

dependent on any particular feature set. RF can generalize 

better data. This random selection of features makes RF 

much more accurate than DTs. 

 

The better performance of RF than XGBoost can be 

explained by the concept of bias in tree structures. 

XGBoost relies on weak learners (high bias, low variance) 

i.e. shallow trees. But RF uses fully grown DTs (low bias, 

high variance). It performs the error reduction task by 

reducing the variance. 

 

The fact that RNN is more successful than CNN can be 

interpreted with the architectures of these models. CNN is 

a feed-forward neural network. RNN is a feedback neural 

network. In CNN the size of the input is fixed whereas in 

RNN the size of the input is variable. The feedback 

structure in the RNN architecture enabled the past 

observations to be remembered and presented to the 

network as input again. 

 

The fact that GRU is more successful than RNN can be 

interpreted with the structure of GRU that allows long-

term dependencies to be remembered. RNN is not 

successful enough when long-term dependencies need to 

be learned because of the disappearing gradient problem. 

The fact that LSTM is more successful than other models 

compared is that LSTM's architecture includes special 

units in addition to other iterative neural network 

architectures. LSTM contains cells that can hold 

information in memory for long periods. In addition, there 

are doors used for remembering and forgetting 

information. This makes it easier to learn about long-term 

dependencies. 

 

Air pollution forecasting has individual, national, and 

global implications. Accurate estimation of air pollution 

is important in terms of people who are sensitive to 

polluted air, determining public policies, and taking 

measures to reduce air pollution. The experimental results 

obtained in this study have shown that air pollution values 

can be successfully predicted by artificial intelligence 

methods. By using artificial intelligence-supported air 

pollution prediction models, it is possible to predict future 

pollution values and thus take measures to reduce 

pollution at the national and global levels. In future 

studies, more successful predictions can be made by using 

hybrid versions of traditional machine learning models 

and deep learning models. In addition, these studies can 

be expanded by using more data sets. 
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