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This study examines the effects of nutritional education given to individuals diagnosed with cancer anorexia 
cachexia syndrome (CACS) on serum irisin levels, cachectic factors, proinflammatory cytokines, quality of life 
scale results, and anthropometric and routine biochemical parameters. Forty-one patients diagnosed with CACS 
were randomly divided into two groups, experimental and control. Nutrition education was given for 12 weeks 
to the patients in the experimental group (n=23), while those in the control group (n=18) were not subjected to 
any intervention. All participants’ serum irisin, proteolysis-inducing factor, zinc-α-2 glycoprotein, interleukin-6, 
tumor necrosis factor-α, routine biochemical parameters, and body weight were measured at the beginning and 
end of the study. The patients were also evaluated in terms of 24-hour recall food intake, body mass index, and 
quality of life scale values. No significant differences were observed at baseline between the experimental and 
control groups in terms of quality of life scale values, cachectic factors, inflammatory cytokines, or irisin levels. 
However, at the end of the study, hemoglobin levels were higher in the experimental group than in the control 
group. Energy and nutrient intakes were similar between the groups initially, but were higher in the 
experimental group at the end of the study. Nutrition education did not significantly alter the quality of life scale, 
BMI, or biochemical parameters. However, education yielded the expected increase in nutrient intake in the 
experimental group. 
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Introduction 
 

Cancer is the uncontrolled proliferation of a group of 
cells in the body. Side-effects related to cancer and 
treatments thereof are among the issues that particularly 
challenge patients and physicians [1]. The second main 
cause of cancer-related deaths after sepsis (multiple 
organ failure due to infection), cachexia progresses with 
weight loss and cannot be reversed using normal 
nutritional support [2]. Cancer cachexia is characterized 
by the co-occurrence of decreased energy intake and 
increased energy expenditure, leading to a negative 
energy balance. The primary contributors to reduced 
energy intake are loss of appetite (anorexia), dysphagia, 
pain, fatigue, and depression or anxiety. Cachectic cancer 
patients have a low tolerance for chemo- and radiation 
therapies and a low quality of life [3,4]. Recent studies 
have shown that cancer cachexia is associated with 
anorexia (loss of appetite), a condition known as cancer 
anorexia cachexia syndrome (CACS). Patients with CACS 
experience loss of appetite, along with involuntary weight 
loss, which reduces their quality of life. CACS is frequently 
seen in individuals with advanced disease, the occurrence 
of the syndrome depending on the type of cancer. Weight 
loss is observed before starting treatment in 50-85% of 

gastrointestinal, pancreatic, lung, and colorectal cancers. 
CACS is implicated in 20% of cancer-related deaths. 
However, cachexia is often considered unimportant and is 
frequently left untreated [5]. 

The etiology of CACS is multifactorial, and the 
biochemical mechanisms responsible have not yet been 
fully elucidated. In this process, proteolysis-inducing 
factor (PIF) and zinc-α-2 glycoprotein (ZAG), recognized 
cachectic factors, are released from tumor cells and cause 
muscle and fat atrophy. Tumor necrosis factor-α (TNF-α), 
interleukin-1 (IL-1), IL-6, epidermal growth factor (EGF), 
transforming growth factor (TGF), and platelet-derived 
growth factor (PDGF) are proinflammatory cytokines 
associated with the development of cancer cachexia, 
although the search for biomarkers for the early diagnosis 
of cachexia continues. Irisin is a newly discovered 
adipocytokine known to exhibit anti-inflammatory, anti-
diabetic, anti-apoptotic, and anti-obesity effects that 
cause weight loss [6,7]. Irisin levels have been measured 
in various types of cancer. However, no study to date has 
investigated whether irisin represents a cachectic factor in 
patients with CACS. In addition to traditional mortality and 
morbidity parameters, quality of life is an important factor 
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that should be taken into consideration when determining 
individuals’ health levels. The Turkish-language version of 
the 36-item Short Form Survey (SF-36) is a tool that can be 
used in cancer research in Türkiye [8]. SF-36 was used to 
evaluate quality of life in CACS patients in the present 
study before and after nutrition education. This study set 
out to find answers to the following questions;  

 
a) Is there any relationship between cachectic factors, 

pro-inflammatory cytokines, and irisin in serum in 
patients diagnosed with CACS? 

b) can irisin represent a novel cachectic factor for 
patients diagnosed with CACS? And 

c) can the provision of nutritional education for these 
patients provide quality survival in line with data 
obtained from the quality-of-life assessment scale? 
  

Within the scope of this project, irisin, cachectic 
factors and cytokines were measured at the protein level 
in serum samples taken from 41 patients diagnosed with 
CACS using the using the enzyme linked immunosorbent 
assay (ELISA) method. Body weight, the amount of food 
consumed in the previous 24 hours, BMI (kg/m2), routine 
biochemical tests, and quality of life values were 
evaluated at baseline and the 12th week for all patients, 
with and without nutrition education. 

 

Materials and Methods 
This prospective study was planned between 

December 2021 and December 2022. The sample 
collection time was extended by one year due to the 
COVID-19 pandemic. 

 

Study Population 
 The study protocol was approved by the Ordu University 
(ODU) Clinical Research Ethics Committee (Decision No: 
2021/184). This investigation involved 41 patients 
diagnosed with CACS. The patients were recruited from 
the Ordu University Training and Research Hospital 
General Surgery and Ordu State Hospital gastroenterology 
clinics.  

Clinical findings of CACS 
•> 6% weight loss in the previous six months, skeletal 

muscle loss (biceps and quadriceps), 
• anorexia, weakness, fatigue, decreased movements 

and quality of life, decreases daily performance scores,  
•increased acute phase response C-reactive protein 

(CRP), fibrinogen, and α-1 antitrypsin) 
•decreases in serum proteins (albumin and total 

protein) 
•anemia (a decrease in hemoglobin level)s, increased 

resting energy use, decreased lean body mass and body 
mass. 

 CACS should be consıdered and treated prompty ın 
the presence of these clinical findings in cancer patients. 
More importantly, malnutrition should be detected long 
before the patient reaches this condition, and screening 
should even be performed to identify patients at 
nutritional risk. Nutritional screening can be performed 

using the Nutrition Risk Screening (NRS-2002) scoring 
system [9]. Homogeneity of the study population is 
important, and every effort was made in this study to 
ensure that there were no significant differences between 
the groups in terms of age, gender, or BMI. Inclusion 
criteria were age over 18 years, similar age groups, and 
clinical findings of CACS being confirmed by a clinician. 
Exclusion criteria were age under 18, a history of any 
surgical procedure in the previous weeks, receipt of 
radiotherapy, chemotherapy, or drug therapy capable of 
significantly modulating metabolism and weight, 
diagnoses of different cancers, and having been 
previously followed-up in the outpatient clinic.  

Patients who met the inclusion and exclusion criteria 

were followed-up in the general and gastroenterological 

surgery outpatient clinic. The research was explained, and 

those individuals willing to take part signed informed 

consent forms and received nutrition education from a 

nutrition and dietetics specialist for 12 weeks (three 

months). No intervention was performed on the patients 

in the control group during the study period.  

 

Data Collection Tools Used in Assessing 
Nutritional Status 

National risk screening (NRS-2002) 

 The NRS screening isntrument was used to assess the 

risk of malnutrition in the cancer patients enrolled in the 

trial. This evaluates the likelihood of developing 

undernutrition as well as the presence of undernutrition. 

The main screening, which inquires into nutritional status 

disorders (BMI and previous unplanned weight loss), and 

grades the severity of disease with its metabolic effects, is 

carried out if any of the four prescreening questions are 

answered affirmatively. A further point is added for 

patients aged 70 or older. A total score of 3 or higher 

indicates that the patient is at nutritional risk. 

 

24-Hour food consumption record 
The 24-hour dietary recall approach was used to 
determine food intake. A qualified dietitian interviewed 
the patients by telephone, asking them to recall their 
entire food and fluid intake on the previous day. The 
investigator investigated each patient's eating habits in 
detail. The number of units consumed was determined by 
describing quantities in household measures (such as 
pieces, slices, tea- or tablespoonfuls, cups, glasses, or 
portions), each of which corresponded to a specific 
weight. Dietary and nutrient intakes were than calculated 
using nutritional analysis software (BeBIS, Nutrition 
Information System, Version 8). The nutritional values 
included any additional oral nutritional supplements used, 
but did not include additional parenteral feeding.  

 

Anthropometric Measurements 
Body weight was measured at the beginning and end of 
the study, and BMI values were calculated in both groups 
using the formula “weight (kg)/height2 (m2).” 
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Nutrition Education  
Nutrition education was given to 21 patients by a 

specialist dietician once a week for approximately 45 
minutes over three months. Since it was difficult for 
patients to visit the hospital or other site where education 
could be given every week, and because the study 
coincided with the COVID-19 pandemic, interviews with 
patients and nutrition education were both carried out by 
phone. The aim of the education was to provide adequate 
and balanced nutrition, as well as to offer solutions to 
nutritional problems caused by the disease and the 
treatments applied. In the first week of nutrition 
education, patients and their relatives were informed 
about providing adequate and balanced nutrition, daily 
energy and nutrient requirements, the nutrients and 
quantities thereof they should consume daily, common 
nutritional problems specific to their diseases (loss of 
appetite, nausea, vomiting, mouth sores, dry mouth, 
tooth and gum problems, changes in the senses of taste 
and smell, early satiety, difficulty in chewing and 
swallowing, diarrhea, and constipation), and suggested 
solutions. The importance of adequate and balanced 
nutrition was explained and reiterated at weekly 
meetings, and individual nutritional problems 
experienced by the patients were discussed separately, 
with suggested solutions being given. 

 

Assessment of quality of life 
All patients, whether or not they received nutrition 

education, were evaluated using SF-36 at the beginning of 
the study and the end of the 12th week. 
 

Collection of Patient and Control Serum Samples  
 Detailed histories were taken from all patients, and all 

underwent physical examinations and routine 
biochemistry tests. Briefly, 5 ml of 13 x 100 mM blood 
samples was taken from the peripheral vessels of all 
participants on the day of diagnosis of CACS and at the end 
of the 12th week, when the nutrition education had been 
completed. These samples were kept in Vacutainer® tubes 
for approximately 30 minutes before being stored at 4° C. 
Serum samples were obtained by centrifugation at 3000 
rpm for 10 minutes and then stored at -80° C until 
biochemical analysis. 

 

Biochemical Measurements 
Routine biochemical test results and cancer markers 

were determined in all patients from both groups (with 
and without nutrition training) at the beginning and the 
end of the third month at the Ordu University Training and 
Research Hospital medical biochemistry laboratory. 
Human irisin, TNF-α, IL-6, PIF, and ZAG (AZGP1) serum 
levels were determined using ELISA kits (reference nos. 
DZE201125328, DZE201120083, DZE201120091, 
DZE201125751, and DZE201123131, Sunred Biological 
Technology, Shanghai, China)) in line with the 
manufacturer’s instructions using the ELISA)method at 
the Ordu University medical biochemistry research 
laboratory. Absorbance was measured at 450 nm using a 
BioTek Instrument EL800 microplate reader (Winooski, 

VT, USA). The results were expressed as ng/mL, ng/L, ng/L, 
μg/mL, and ng/mL respectively. 
 

Statistical Analysis 
The test results were analyzed on SPSS 13.0.1 

statistical software (license n. 9069727) (Statistical 
Package for the Social Sciences; SPSS Inc. Chicago, IL, 
USA). Data were presented as mean±standard deviation 
(SD) for normally distributed variables and as median 
(25%-75%) in case of non-normal distribution. The 
distributions of biochemical parameters, irisin, TNF-α, IL-
6, PIF, and ZAG (AZGP1) levels in both groups were 
calculated using the Shapiro-Wilk test. Group 
comparisons were performed using Student’s t-test in 
case of normal distribution and the Mann-Whitney U test 
in case of non-normal distribution. Comparisons of the 
experimental and control groups before and after the 
nutrition education were evaluated with the paired-
sample t-test in the parametric groups and with the 
Wilcoxon test in the non-parametric groups. Statistical 
significance was determined as p<0.05. 

 

Results 
The CACS patients’ quality of life scale subdimensions, 

summary scores, and serum parameters (routine 
biochemical and ELISA tests) are shown in tables 1-4. 
There was no statistically significant difference between 
the experimental and control groups in terms of quality of 
life scale results. The groups were also evaluated within 
themselves in the form of pre- and post-tests conducted 
initially and at the end of the 12th week, and no 
statistically significant difference was again observed 
(Table 1). There was also no statistically significant 
difference between two groups regarding cachectic 
factors, inflammatory cytokines, and irisin levels (Table 2). 
In the experimental group, PIF and IL-6 levels increased 
and BMI levels decreased significantly after nutrition 
education (post-test) compared to the beginning(pre-test) 
(p=0.027, p=0.010, p=0.014). At the end of the training, 
Hgb levels increased significantly in the experimental 
group compared to the control group (p=0.041). There 
was no significant difference between the experimental 
and control groups in terms of BUN, creatinine, ALT, AST, 
or amylase levels. Creatinine levels decreased significantly 
in the experimental group after training (p=0.015), while 
LDH level increased significantly after training (p=0.027). 
Iron levels increased after training in both groups. 
Albumin levels increased significantly after training in the 
experimental group (p=0.020). CA 15.3 level increased 
significantly after training in the experimental and control 
groups (p=0.011, p=0.008). There was no significant 
change in α-1 antitrypsin, fibrinogen, hepatitis markers, or 
thyroid hormones (TSH, T3, T4) in the experimental or 
control groups before and after training (Table 3). While 
energy and nutrient intakes were similar between the 
groups at the beginning of the study, they were higher in 
the experimental group at the conclusion (p<0.05). When 
the groups were evaluated within themselves, an increase 
in energy, protein, fat, vitamin B12, sulfur, manganese, 
and fluoride was observed in the experimental group after 
the study (p<0.05), while no change was detected in the 
control group (p>0.05) (Table 4). 
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Table 1. Quality of Life Scale Subdimension and Summary Scores  

Quality of Life Scale Subdimension and Summary Scores 
Experimental group 

(n=23) 
Control group 

(n=18) 
Test value p-value 

Sub Dimensions 

General Health Perception Pre-test 36.74±19.45 35.88±17.99 0.143 0.887a 

 Post-test 31.44±15.97 33.35±15.24 -0.383 0.704a 

  t= 1.958 
p=0.063c 

t= 1.457 
p= 0.165 c 

  

Pain Pre-test 49.61±25.49 45.22±22.61 0.574 0.569 a 

 Post-test 52.00±23.39 40.88±22.85 1.500 0.142 a 

  t=-0.710 
p=0.485 c 

t=1.557 
p=0.139 c 

  

Physical Function Pre-test 72.39±25.17 
75.00 (60.00-95.00) 

65.00±30.91 
72.50 (40.00-91.25) 

-0.712 0.476b 

 Post-test 66.74±27.20 
75.00 (45.00-90.00) 

61.17±31.74 
75.00 (25.00-87.5) 

-0.577 0.564b 

  Z=-1.984 
p=0.047*d 

Z=-1.373 
p=0.170d 

  

Physical Role  Pre-test 45.65±46.25 
25.00 (0.00-100.00) 

31.94±45.21 
0.00 (0.00-100.00) 

-0.964 0.335b 

 Post-test 39.13±40.47 
25.00 (0.00-75.00) 

36.76±42.49 
25.00 (0.00-87.50) 

-0.273 0.785b 

  Z=-0.907 
p=0.364d 

Z=-0.816 
p=0.414d 

  

Mental Role  Pre-test 52.17±19.66 
66.67 (33.33-66.67) 

48.14±17.04 
33.33 (33.33-66.67) 

-0.873 0.383b 

 Post-test 53.63±21.88 
66.67 (33.33-66.67) 

47.05±23.74 
33.33 (33.33-66.67) 

-1.045 0.296b 

  Z=-0.173 
p=0.862d 

Z=-0.447 
p=0.655d 

  

Social Function Pre-test 77.71±21.96 
87.50 (62.50-100.00) 

63.88±29.97 
68.75 (46.87-87.50) 

-1.469 0.142b 

 Post-test 67.39±16.74 
62.50 (62.50-75.00) 

61.02±29.93 
62.50 (37.50-87.50) 

-0.307 0.759b 

  Z=-2.549 
p=0.011*d 

Z=-1.179 
p=0.238d 

  

Vitality Pre-test 48.04±20.87 
45.00 (25.00-70.00) 

46.38±19.83 
45.00 (32.50-65.00) 

-0.330 0.741b 

 Post-test 51.30±14.94 
50.00 (40.00-65.00) 

42.94±16.96 
45.00 (27.50-57.00) 

-1.564 0.118b 

  Z=-1.577 
p=0.115d 

Z=-1.968 
p=0.049*d 

  

Mental Function Pre-test 56.17±17.66 
64.00 (36.00-72.00) 

59.55±14.76 
62.00 (52.00-69.00) 

-0.370 0.711b 

 Post-test 58.26±14.21 
60.00 (52.00-72.00) 

57.64±13.42 
60.00 (52.00-68.00) 

-0.442 0.658b 

  Z=-1.000 
p=0.317d 

Z=-1.264 
p=0.206d 

  

SUMMARY SCORES     

Physical Health Score Pre-test 39.80±11.61 35.62±13.32 1.070 0.291a 

 Post-test 37.08±11.74 34.67±13.18 0.609 0.546a 

  t=1.825 
p=0.082c 

t=1.009 
p=0.328c 

  

Mental Health Score Pre -test 37.54±11.61 36.12±10.07 0.410 0.684a 

 Post-test 37.81±8.75 35.09±9.59 0.932 0.357a 

  t=-0.205 
p=0.839c 

t=1.598 
p=0.130c 

  

a Independent Sample T Test, b Mann Whitney U, c Paired- Sample T Test,d Wilcoxon 
*p<0,05 
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Table 2. CACS Patients’ Serum Parameters and BMI Values 

Serum Parameters 
Experimental group 
 (n=23) 

Control group 
   (n=18) 

Test value p-value 

PIF (μg/mL) Pre-test 0.999±0.83 
0.66 (0.34-1.70) 

1.94±2.52 
1.22 (0.34-2.85) 

-0.827 0.409b 

 Post-test 2.00±1.43 
1.80 (0.46-3.35) 

1.83±1.25 
1.52 (0.52-3.28) 

-0.358 0.720b 

  Z=-2.215 
p=0.027*d 

Z=-0.267 
p=0.790 

  

ZAG (ng/mL) Pre-test 29.47±11.82 26.21±12.00 0.793 0.991a 
 Post-test 25.76±8.31 

25.83 (19.38-32.62) 
30.93±6.24 
31.55 (27.2-36.0) 

-1.859 0.063b 

  Z=-1.198 
p=0.231d 

Z=-1.412 
p=0.158 

  

Irisin (ng/mL) Pre-test 5.98±1.191 
5.33 (4.65-6.85) 

6.72±3.18 
6.29 (4.35-8.12) 

-0.303 0.762b 

 Post-test 5.88±2.31 6.76±1.89 -1.208 0.236a 
  Z=-0.469 

p=0.639d 
Z=-0.220 
p=0.826 

  

IL-6 (ng/L) Pre-test 48.94±14.29 71.03±22.1 -3.20 0.089a 
 Post-test 74.07±29.72 65.32±18.9 0.897 0.341a 
  t=-2.935 

p= 0.010*c 
t=0.140 
p=0.892 

  

TNF-α (ng/L) Pre-test 0.72±0.34 0.61±0.41  0.797 0.557a 
 Post-test 0.73±0.49 0.85±0.51 -0.703 0.946a 
  t=-0.132 

p=0.896c 
t=-1.342 
p=0.204 

  

BMI(kg/m2) Pre-test 26.72±6.49 
24.45 (21.22-32.04) 

26.90±6.57 
24.33 (22.91-28.22) 

-0.223 0.823b 

 Post-test 25.43±5.59 
24.33 (21.30-28.60) 

26.19±6.66 
25.15 (21.91- 27.70) 

-0.424 0.671b 

  Z=-2.451 
p=0.014*d 

Z=-2.385 
p=0.017 

  

a Independent Sample T Test, b Mann Whitney U , c Paired- Sample T Test, d Wilcoxon 
*p<0.05 
 

Table 3. Routine Biochemical Parameters 

Serum Parameters 
Experimental group  
 (n=23) 

Control group 
(n=18) 

Test value p-value 

Hgb (g/dL) Pre-test 12.65±2.32 
13.5 (7.9 - 16) 

11.74±1.77 
11.7 (8.1 - 14.4) 

1.328 0.193 a 

 Post-test 12.4±1.41 
12.6 (10.4 - 16.3) 

11.3±1.47 
11.5 (8.1 - 13.6) 

109.000 0.041*b 

  t= -1.443 
p= 0.149 d 

t= 0.576 
p= 0.573 c 

  

BUN (mg/dL) Pre-test 26.75±9.93 
24.15 (13.9 - 57.4) 

30.73±13.66 
30.7 (9.4 - 66.09) 

163.000 0.341 b 

 Post-test 28.26±11.07 
25.55 (8.9 - 59.2) 

31.39±12.94 
32 (6.7 - 56.2) 

157.000 0.395 b 

  t= -0.608 
p= 0.543 d 

t= -0.177 
p= 0.862 

  

Creatinine (mg/dL) Pre-test 0.86±0.13 
0.86 (0.62 - 1.11) 

0.88±0.23 
0.84 (0.6 - 1.56) 

-0.468 0.642 a 

 Post-test 0.79±0.13 
0.78 (0.59 - 1.1) 

0.85±0.24 
0.78 (0.56 - 1.5) 

-0.912 0.372 a 

  t= 2.654 
p= 0.015 c 

t= 0.847 
p= 0.409 c 

  

ALT(U/L) Pre-test 16.92±8.76 
13 (7.6 - 36) 

14.16±8.87 
10.1 (6 - 31.2) 

0.945 0.351 a 

 Post-test 18.39±9.57 
16.5 (6.3 - 46.2) 

15.85±8.62 
12.9 (7.8 - 42.5) 

140.500 0.265 b 

  t= -1.062 
p= 0.302 c 

t= 0.398 
p= 0.691 d 

  

AST(U/L) Pre-test 18.65±7.27 
16.2 (9.6 - 39.2) 

16.64±8.3 
12.7 (10 - 42.2) 

129.500 0.150 b 
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 Post-test 23.08±8.71 
22.2 (11.1 - 42.3) 

19.81±10.54 
15.25 (9.2 - 43.9) 

124.500 0.128 b 

  t= -1.654 
p= 0.115 c 

t= -0.568 
p= 0.570 

  

Amilase(U/L) Pre-test 64.8±18.22 
62 (26 - 96) 

61.93±24.49 
56 (29 - 109) 

91.000 0.541 b 

 Post-test 78.17±27.58 
72.5 (44 - 152) 

70.33±27.82 
64 (43 - 150) 

107.000 0.311 b 

  t= -1.719 
p= 0.111 c 

t= -1.119 
p= 0.263 d 

  

LDH(U/L) Pre-test 178.56±46.44 
169.5 (128 - 289) 

183.57±39.68 
167 (140 - 280) 

95.500 0.492 b 

 Post-test 205.6±41.6 
199.5 (140 - 318) 

200.47±39.74 
189 (141 - 288) 

0.368 0.715 a 

  t= -2.215 
p= 0.027 d 

t= -1.630 
p= 0.134 c 

  

Iron(μg/dL) Pre-test 57.14±30.89 
48 (10.3 - 129.2) 

34.28±24.88 
28.75 (11.1 - 115.8) 

2.419 0.021*a 

 Post-test 60.8±34.12 
59.7 (16.2 - 127.2) 

52.48±26.63 
57.15 (18.6 - 102.9) 

0.806 0.426 a 

  t= -1.028 
p= 0.318 c 

t= -2.649 
p= 0.019 c 

  

Total Protein (g/dL) Pre-test 43.82±32.59 
63.45 (6.5 - 75.9) 

48.16±28.81 
63.1 (6.4 - 73) 

-0.328 0.746 a 

 Post-test 68.26±6.38 
69 (59.2 - 79) 

65.97±5.57 
66.15 (53.2 - 74.4) 

0.877 0.392 a 

  t= -1.433 
p= 0.225 c 

t= -1.243 
p= 0.269 c 

  

Albumine(g/dL) Pre-test 33.17±17.47 
40.4 (3.8 - 48.9) 

34.89±16.34 
42.8 (3.4 - 47) 

143.000 0.815 b 

 Post-test 43.12±3.68 
42.5 (36 - 50.7) 

41.85±4.58 
42.5 (29.4 - 49.1) 

0.935 0.356 a 

  t= -2.543 
p= 0.020 c 

t= -1.083 
p= 0.279 d 

  

CRP (mg/dL ) Pre-test 5.58±6.74 
2.67 (0.13 - 23.69) 

4.76±4.33 
3.4 (0.51 - 16.41) 

163.000 0.831 b 

 Post-test 5.08±4.75 
3.69 (0.62 - 17.23) 

3.32±4.33 
1.7 (0.6 - 16.28) 

112.000 0.058 b 

  t= 0.113 
p= 0.911 c 

t= -1.193 
p= 0.233 d 

  

Anti-HCV (IU/mL ) Pre-test 0.05±0.04 
0.04 (0.02 - 0.23) 

0.03±0.01 
0.03 (0.02 - 0.05) 

141.500 0.277 b 

 Post-test 0.05±0.05 
0.04 (0.03 - 0.26) 

0.04±0.01 
0.04 (0.02 - 0.06) 

0.805 0.426 a 

  t= -0.922 
p= 0.357 d 

t= -1.100 
p= 0.271 d 

  

HBsAg 
(mIU/mL) 

Pre-test 0.59±0.13 
0.61 (0.27 - 0.79) 

0.51±0.18 
0.53 (0.2 - 0.84) 

110.500 0.066 b 

 Post-test 0.61±0.12 
0.62 (0.33 - 0.85) 

0.57±0.15 
0.61 (0.22 - 0.77) 

1.031 0.310 a 

  t= -0.735 
p= 0.472 c 

t= 0.738 
p= 0.460 d 

  

Anti-HBs (mIU/mL) Pre-test 31.83±67.27 
1.7 (1.3 - 240.6) 

13.6±27.28 
2.06 (1.4 - 106.6) 

138.000 0.482 b 

 Post-test 42.96±92.83 
1.7 (1 - 342.2) 

43.62±110.81 
1.75 (1.4 - 389) 

105.500 0.442 b 

  t= -0.831 
p= 0.406 d 

t= -1.482 
p= 0.138 d 

  

Anti-HIV Pre-test 0.2±0.03 
0.21 (0.14 - 0.25) 

0.19±0.03 
0.18 (0.15 - 0.25) 

0.594 0.556 a 

 Post-test 0.2±0.04 
0.19 (0.11 - 0.3) 

0.19±0.04 
0.18 (0.14 - 0.27) 

0.634 0.530 a 

  t= 0.454 
p= 0.655 

t= 0.526 
p= 0.607 c 

  

CA-125( U/mL) Pre-test 13.11±7.43 
11.2 (4.89 - 30.2) 

12.18±4.42 
11.9 (6.69 - 24.1) 

123.000 0.865 b 
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 Post-test 16.64±9.9 
14.3 (6.17 - 41.8) 

13.18±7.66 
10.7 (7.46 - 34.2) 

1.130 0.266 a 

  t= -2.685 
p= 0.017 c 

t= -0.157 
p= 0.875 d 

  

CA15-3 (U/mL) Pre-test 16.17±8.16 
14.85 (4.85 - 40.5) 

17.57±7.19 
16 (5.81 - 35) 

160.000 0.444 b 

 Post-test 20.98±9.77 
18.9 (7.42 - 44.6) 

23.19±9.94 
23.75 (7.88 - 42.9) 

-0.656 0.516 a 

  t= -2.555 
p= 0.011 d 

t= -3.189 
p= 0.008 c 

  

CA 19-9 (U/mL) Pre-test 11.39±10.5 
7.13 (2 - 43.5) 

13.88±14.22 
10.3 (2 - 56.86) 

131.500 0.536 b 

 Post-test 10.03±7.43 
7.14 (2 - 29) 

14.87±9.91 
13.15 (2 - 33.7) 

-1.721 0.094 a 

  t= 0.555 
p= 0.586 c 

t= -0.711 
p= 0.477 d 

  

CEA (U/mL) Pre-test 3.91±4.51 
2.17 (0.83 - 16.4) 

6.26±5.12 
5.52 (0.59 - 18.3) 

124.000 0.110 b 

 Post-test 2.99±2.22 
2.39 (0.91 - 8.79) 

2.71±2.08 
2.26 (1.36 - 9.58) 

169.000 0.917 b 

  t= -0.713 
p= 0.476 d 

t= -2.417 
p= 0.016 d 

  

Folate (ng/mL) Pre-test 9.06±3.72 
8.4 (4.08 - 18.5) 

7.16±3.98 
6.47 (3.13 - 19.7) 

63.500 0.044*b 

 Post-test 9.57±5.43 
6.73 (3.48 - 20) 

9.71±5.94 
7.97 (3.53 - 20) 

162.000 0.854 b 

  t= -0.284 
p= 0.776 d 

t= -1.020 
p= 0.308 d 

  

Ferritin (ng/mL) Pre-test 79.77±48.45 
66.95 (24.3 - 169) 

31.6±22.86 
25.8 (10.3 - 71.8) 

18.000 0.006 *b 

 Post-test 129.58±129.75 
73.9 (10.3 - 472) 

96.47±125.7 
40.4 (8.45 - 437) 

116.000 0.183 b 

  t= -1.423 
p= 0.155 d 

t= -0.700 
p= 0.484 d 

  

TSH( mIU/L) Pre-test 1.46±1.09 
1.13 (0.16 - 4.67) 

2.49±2.08 
1.57 (0.3 - 7.57) 

-1.868 0.075 a 

 Post-test 1.7±1.22 
1.45 (0.09 - 4.86) 

1.33±0.98 
1.18 (0.08 - 3.21) 

0.968 0.340 a 

  t= -2.183 
p= 0.041 c 

t= 1.510 
p= 0.157 c 

  

Free T4 (ng/dL) Pre-test 1.24±0.21 
1.19 (0.86 - 1.72) 

1.22±0.16 
1.21 (0.99 - 1.58) 

185.000 0.955 b 

 Post-test 1.24±0.25 
1.26 (0.79 - 1.77) 

1.19±0.17 
1.14 (0.96 - 1.51) 

0.709 0.483 a 

  t= -0.260 
p= 0.795 d 

t= -0.408 
p= 0.683 d 

  

Free T3(ng/dL) Pre-test 2.83±0.47 
2.92 (2.04 - 3.74) 

2.66±0.48 
2.58 (1.98 - 3.36) 

93.000 0.337 b 

 Post-test 2.68±0.68 
2.65 (1.45 - 3.49) 

2.53±0.34 
2.45 (2.19 - 2.98) 

20.000 0.191 b 

  t= -0.051 
p= 0.959 d 

t= -0.716 
p= 0.506 c 

  

Alpha-1 Antitrypsin 
(mg/dL) 

Pre-test 174.27±36.3 
165 (122 - 238) 

175.85±46.04 
173 (118 - 279) 

70.000 0.931 b 

 Post-test 164.15±33.4 
158 (91.1 - 253) 

170.27±41.08 
171 (107 - 264) 

-0.492 0.626 b 

  t= -0.357 
p= 0.721 d 

t= -0.663 
p= 0.508 d 

  

Fibrinogen (mg/dL) Pre-test 380.09±64.81 
379.5 (280 - 479) 

405.4±50.77 
418 (328 - 512) 

121.500 0.178 b 

 Post-test 386.35±71.46 
380.5 (246 - 523) 

380.6±99.52 
350 (244 - 622) 

0.199 0.843 b 

  t= -0.411 
p= 0.681 d 

t= -1.503 
p= 0.133 d 

  

a Independent Sample T Test, b Mann Whitney U , c Paired- Sample T Test, d Wilcoxon 
*p<0.05 
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Table 4. Energy and Nutrients 

Energy and Nutrients 
Experimental group  
(n=23) 

Control group 
(n=18) 

Test 
value 

p-value 

Energy ((kcal) Pre-test 1211.37±550.23 
1216.71 (375.08 - 2440.34) 

1314.28±522.21 
1305.8 (595.94 - 2512.07) 

-0.608 0.547a 

Post-test 1526.93±422.11 
1446.83 (701.85 - 2316.6) 

1071.07±477.35 
1038.24 (539.35 - 2257.09) 

3.240 0.002*a 

 t= -2.466 
p= 0.022*c 

t= 1.918 
p= 0.072 c 

  

Protein (g) Pre-test 48.83±25.65 
50.21 (13.84 - 98.11) 

52.39±20.66 
49.69 (21.89 - 85.02) 

-0.478 0.635 a 

Post-test 67.11±26.76 
67.53 (24.53 - 135.7) 

47.44±24.94 
44.58 (18.55 - 104.86) 

2.406 0.021*a 

 t= -2.396 
p= 0.026*c 

t= 0.773 
p= 0.450 c 

  

Fat (g) Pre-test 47.89±27.22 
44.99 (11.9 - 110.62) 

57.3±32.93 
47.45 (17.27 - 155.71) 

-1.003 0.322 a 

Post-test 64.03±24.69 
60.6 (26 - 128.83) 

44.82±23.79 
38.6 (17.38 - 99.39) 

2.512 0.016*a 

 t= -2.414 
p= 0.025*c 

t= 1.651 
p= 0.117 c 

  

Carbohydrate (g) Pre-test 141.15±63.71 
126.68 (37.61 - 263.38) 

143.34±51.15 
157.87 (50.03 - 213.33) 

-0.119 0.906 a 

Post-test 165.68±53.54 
157.24 (83.32 - 323.34) 

116.32±51.52 
103 (51.17 - 246.74) 

2.978 0.005*a 

 t= -1.517 
p= 0.144 c 

t= 1.867 
p= 0.079 c 

  

Vitamin A(µg) Pre-test 898.89±1118.2 
575.88 (216.16 - 5602.51) 

859.13±475.4 
960.24 (151.6 - 1814.12) 

-0.972 0.331b 
 

 Post-test 1186.21±1232.71 
645.6 (293.68 - 4949.65) 

650.83±901.7 
372.32 (201.85 - 4147.52) 

-2.338 0.019*b 

  t= -0.152 
p= 0.879 d 

t= -1.851 
p= 0.248 d 

  

Vitamin E (mg) Pre-test 7.42±7.2 
6.45 (1.02 - 30.3) 

9.85±8.05 
8.53 (2.04 - 33.26) 

-1.314 0.189b 

Post-test 10.21±7.04 
6.95 (2.35 - 26.21) 

6.07±5.61 
4.12 (1.91 - 24.78) 

-2.509 0.012*b 

 Z= -0.821 
p= 0.411 d 

Z= -1.764 
p= 0.078 d 

  

Thiamine (mg) Pre-test 0.62±0.32 
0.65 (0.17 - 1.34) 

0.64±0.28 
0.66 (0.2 - 1.11) 

-0.221 0.826 a 

Post-test 0.8±0.33 
0.84 (0.26 - 1.49) 

0.52±0.26 
0.5 (0.21 - 1.01) 

2.951 0.005*a 

 t= -1.901 
p= 0.070 c 

t= 1.681 
p= 0.111 c 

  

Riboflavin (mg) Pre-test 1.04±0.62 
1.07 (0.21 - 2.14) 

1.18±0.49 
1.16 (0.47 - 1.89) 

-0.786 0.436 a 

Post-test 1.29±0.44 
1.21 (0.44 - 2.12) 

0.98±0.46 
0.98 (0.39 - 1.94) 

2.174 0.036*a 

 t= -1.589 
p= 0.126 c 

t= 1.500 
p= 0.152 c 

  

Niacin (mg) Pre-test 8.41±8.09 
4.83 (1.84 - 38.56) 

7.83±4.15 
7.03 (1.61 - 20.16) 

-0.709 0.478 b 

Post-test 11.66±6.06 
10.95 (1.71 - 25.76) 

7.62±5.88 
6.54 (1.31 - 25.7) 

-2.391 0.017*b 

 Z= -1.734 
p= 0.083 d 

Z= -0.936 
p= 0.349 d 

  

Biotin (µg) Pre-test 35.37±21.86 
35.14 (4.96 - 81.52) 

41.54±18.31 
39.97 (17.04 - 78.78) 

-0.961 0.343 a 

Post-test 43.22±13.07 
42.51 (23.99 - 68.6) 

30.99±12.2 
26.78 (16.26 - 56.89) 

3.061 0.004*a 

 t= -1.279 
p= 0.214 c 

t= 2.081 
p= 0.053 c 

  

Vitamine B12 (µg) Pre-test 3.04±2.09 
2.59 (0 - 6.67) 

4.25±2.3 
3.65 (1.42 - 8.82) 

-1.759 0.086 a 

Post-test 5.05±3.96 2.94±2.07 2.200 0.035*a 
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4.46 (1.03 - 18.03) 2.44 (0.85 - 8.84) 
 t= -2.140 

p= 0.044*c 
t= 1.760 
p= 0.096 c 

  

Potassium (mg) Pre-test 2033.7±1047.77 
1966.25 (779.38 - 4402.53) 

2127.57±882.97 
2194.88 (543.74 - 3472.35) 

-0.604 0.546 b 

Post-test 2526.22±909.75 
2672.79 (971.96 - 4394.8) 

1686.91±872.92 
1516.26 (653.43 - 4128.85) 

2.838 0.005*b 

 Z= -1.369 
p= 0.171 d 

Z= -1.459 
p= 0.145 d 

  

Magnesium (mg)  Pre-test 193.42±94.45 
203.69 (59.32 - 408.7) 

206.04±93.46 
216.58 (70.44 - 334.82) 

-0.426 0.672 a 

Post-test 243.8±84.51 
236.7 (95.54 - 398.35) 

167.84±80.6 
158.85 (72.89 - 342.7) 

2.914 0.006*a 

 t= -2.038 
p= 0.054 c 

t= 1.608 
p= 0.126 c 

  

Sulfur Pre-test 279.59±167.32 
270.79 (40.8 - 722.54) 

226.11±178.66 
168.55 (34.06 - 677.9) 

0.986 0.330 a 

Post-test 758.77±294.45 
740.35 (287.81 - 1571.76) 

564.5±300.23 
515.29 (241.51 - 1288.61) 

2.079 0.044*a 

 t= -2.103 
p= 0.047*c 

t= 0.531 
p= 0.602 c 

  

Iron (mg) Pre-test 6.88±3.58 
5.89 (1.99 - 14.65) 

7.08±3.42 
5.62 (2.99 - 11.57) 

-0.173 0.863 a 

Post-test 8.81±3.8 
8.08 (2.38 - 16.34) 

5.72±3.2 
5.52 (2.39 - 14.5) 

2.761 0.009*a 

 t= -1.927 
p= 0.067 c 

t= 1.563 
p= 0.136 c 

  

 
Copper (mg) 

Pre-test 1.05±0.62 
0.96 (0.31 - 2.41) 

1.06±0.6 
0.87 (0.29 - 2.24) 

-0.171 0.864b 

Post-test 1.55±0.98 
1.22 (0.36 - 4.2) 

1.07±0.87 
0.72 (0.28 - 3.15) 

-2.286 0.022*b 

 Z=-1.867 
p= 0.062 d 

t= -0.008 
p= 0.994 c 

  

Manganese 
(mg)  

Pre-test 2.32±1.45 
2.08 (0.57 - 6.31) 

2.61±1.78 
2.18 (0.74 - 6.45) 

-0.079 0.937 b 

Post-test 3.55±1.85 
3.45 (1.05 - 6.92) 

2.06±1.6 
1.53 (0.72 - 5.85) 

-2.786 0.005*b 

 Z=-2.768 
p= 0.006*d 

t= 1.217 
p= 0.240 c 

  

Fluorine (μg) Pre-test 424.11±270.7 
354.7 (130.48 - 1255.17) 

416.32±227.35 
344.14 (119.56 - 865.67) 

-0.079 0.937 b 

 Post-test 556.5±207.44 
569 (244.64 - 935.33) 

430.76±258.78 
318.26 (160.7 - 1018.45) 

-2.102 0.036*b 

  Z=-2.190 
p= 0.029*d 

t= -0.199 
p= 0.845 c 

  

Omega-3(g) Pre-test 1.13±0.67 
0.88 (0.42 - 2.88) 

1.23±0.71 
0.92 (0.41 - 3.1) 

-0.486 0.630 a 

Post-test 1.26±0.44 
1.22 (0.46 - 2.42) 

0.94±0.35 
0.85 (0.54 - 1.69) 

2.541 0.015*a 

 t= -0.815 
p= 0.424 c 

t= 1.691 
p= 0.109 c 

  

Omega-6(g) Pre-test 4.92±4.19 
3.83 (1.12 - 18.37) 

6.69±5.38 
4.91 (1.13 - 19.81) 

-1.196 0.232 b 

 Post-test 6.23±3.79 
4.81 (2.02 - 15.12) 

4.44±4.07 
2.5 (1.38 - 16.05) 

-2.233 0.026*b 

  Z=-1.247 
p= 0.212 d 

Z=-1.851 
p=0.064 d 

  

a Independent Sample T Test, b Mann Whitney U , c Paired- Sample T Test, d Wilcoxon 
*p<0.05 
 

Discussion
Cachexia is the second most important cause, after 

sepsis, of cancer-related deaths. The condition progresses 
with weight loss in cancer patients and cannot be reversed 
using normal nutritional support. Research in recent years 
has shown that cancer cachexia is associated with 

anorexia, a condition known as CACS [10]. The etiology of 
CACS involves numerous factors. Its most important 
feature is the deterioration of fat tissue along with muscle 
loss. Cancer patients experience loss of appetite in 
addition to involuntary weight loss, and this reduces their 
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quality of life. In its advanced stages, CACS cannot be 
completely treated by eating more or using nutritional 
supplements. Increasing weight loss over time causes 
patients with this syndrome to experience difficulties in 
meeting their daily needs. The occurrence of the 
syndrome depends on the type of cancer involved. Weight 
loss is observed before starting treatment in 50-85% of 
patients with gastrointestinal, pancreatic, lung, and 
colorectal cancers. Cancer anorexia-cachexia is 
responsible for 20% of all cancer-related deaths, and is 
most commonly seen in gastrointestinal and lung 
malignancies [11]. When a tumor is present, numerous 
metabolic factors are produced by the host and the 
tumor, and these play a critical role in tissue (fat and 
skeletal muscle) wastage in cancer cachexia. Although the 
mechanism has not been fully elucidated, lipid mobilizing 
factor (LMF)/Zinc-α-2-glycoprotein (ZAG), TNF-α, IL-1, and 
IL-6, which are excessively synthesized by the body, are 
released from tumor cells in cancer cachexia, while factors 
that cause cancer cachexia continue to be investigated 
[12]. PIF is secreted by the tumor and causes a severe 
decrease in muscle mass by increasing protein catabolism, 
primarily by activating the ATP-dependent proteolytic 
system. PIF has particularly been detected in the urine of 
patients experiencing body weight loss. LMF increases 
lipolysis in adipose tissue, and both are secreted by the 
tumor [13,14]. A previous study reported elevated serum 
TNF-α levels in 36.5% of 63 patients with pancreatic 
cancer, in patients with metastatic pancreatic tumors, and 
others [15]. TNF-α, IL-1, IL-6, and IFN-γ levels were not 
found to be associated with weight loss in advanced and 
terminal cancer patients in another study [16]. Pro-
inflammatory mediators are released by the tumor 
microenvironment and systemically. This leads to reduced 
muscle protein synthesis by downregulating the 
mammalian target of rapamycin (mTOR) and increased 
muscle degradation by upregulating atrogin-1 and muscle 
RING-finger protein-1 (MuRF-1) [17]. The connection 
between irisin, known as weight loss myokine, and 
"cancer and weight loss" (irisin and cancer, irisin and 
weight loss) has to date been reported in immunological 
and biochemical studies. Strong irisin immunoreactivity 
was observed in cancerous tissues of the gastrointestinal 
system (the pancreas, liver, spleen, and stomach) in one 
study [18]. Other research examined the tumor tissues of 
mice with gastric cancer, and no expression of irisin 
precursor FNDC5 was found in stomach tumor tissue 
However, it was suggested that some factors released 
from the tumor tissue activate numerous unknown 
signaling pathways, first stimulating the expression of 
FNDC5 in white and brown adipose tissue, thus increasing 
the level of irisin in the circulation. Irisin then causes 
weight loss by increasing the degradation of 
triacylglycerol in white adipose tissue [19]. An in vitro 
study conducted with lung, breast, prostate, 
osteosarcoma, and pancreatic cancer cell lines showed 
that irisin applied at a specific dose and duration exhibited 
an inhibitory effect. However, the application of irisin did 
not affect endometrial, colon, thyroid, or esophageal cell 

lines [20]. Another in vivo study suggested that serum 
irisin may represent a potential diagnostic marker for 
breast, renal, colon, and rectal cancers [21]. 

No statistically significant differences were observed 
between the experimental and control groups in this 
study in terms of cachectic factors, inflammatory 
cytokines, or irisin levels (Table 2). However, in the 
experimental group, PIF and IL-6 levels increased and BMI 
levels decreased significantly following nutrition 
education (post-test) compared to baseline (pre-test) 
(p=0.027, p=0.010, and p=0.014, respectively). 
Interestingly, nutrition education given to the 
experimental group may have raised those patients’ stress 
levels, resulting in a decrease in BMI and increased 
inflammation (IL-6 and TNF-α).  

 Quality of life is one of the indicators of health. In 
addition to traditional mortality and morbidity measures, 
it is also an important factor that should be taken into 
consideration when determining individuals’ health 
levels. Since the creation and development of quality of 
life scales is a labor-intensive process, the use of scales 
developed by others and whose validity and reliability 
have already been tested is becoming increasingly 
widespread. SF-36 was developed and has been made 
available by the Rand Corporation for the evaluation of 
quality of life [22,23]. It was translated into Turkish and 
validated by Koçyiğit et al. [24]. The scale is short, easy to 
apply, and highly versatile [25]. The Turkish version of SF-
36 can be used in cancer research in Türkiye [8]. The scale 
subdimensions and summary scores are shown in Table 1. 
There was no statistically significant difference between 
the experimental and control groups in terms of SF-36. 
The groups were also evaluated within themselves in the 
form of pre- and post-tests initially and at the end of the 
12th week, and no statistically significant difference was 
again observed.Studies have reported that nutrition 
education increases patients’ quality of life [26-32]. In a 
study examining the effect of education on the quality of 
life of breast cancer patients, a comprehensive education 
program, including nutrition education, was applied to an 
experimental group for 12 weeks. At the end of the study 
period, a significant increase was observed in the quality 
of life of the patients who received education [26]. Lee et 
al. observed that three-week nutrition education given to 
postgastrectomy patients increased their quality of life 
and improved their nutritional status [27]. Another study 
examining the effect of nutrition education on eating 
habits and quality of life in stomach cancer patients, 
significant improvements were determined in serum 
albumin and hematocrit levels after education, together 
with a significant increase in the amount of food 
consumed and quality of life [28]. Research involving 
other patients (with kidney, liver, and lung diseases) has 
also reported that nutrition education improves quality of 
life [29-32]. We attribute the fact that nutrition education 
in the present study did not produce significant changes 
in the quality of life of cancer patients to the data 
collection process coinciding with the Covid-19 pandemic, 
cancer patients losing hope as a result of the pandemic, 
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and physical activity being limited by the curfew. All these 
factors had an adverse psychological effect on cancer 
patients. Additionally, the nutrition education given to the 
experimental group may have caused an increase in 
patients' concerns about the disease and therefore a 
decrease in BMI. Studies have reported that nutrition 
education exhibits positive effects on biochemical 
parameters [28,33-38]. Studies examining the 
effectiveness of nutrition education in cancer patients are 
scarce. However, the effects of nutrition education on 
biochemical parameters in other diseases have been 
investigated. Both a desired change in dietary intake and 
BMI and improvements in biochemical parameters were 
observed in a previous study involving patients with 
metabolic syndrome [33]. Another study found that 
nutrition education given to obese and hypertensive 
patients resulted in a decrease in BMI and an 
improvement in biochemical parameters [34]. Studies 
conducted with other patient groups have similarly 
reported positive effects of nutrition education on BMI 
and biochemical parameters [35-38]. 

 Chao et al. reported a significant increase in 
nutritional intake following nutrition education in their 
study of 444 oncology patients [39]. Nutrition education 
(information about both good management of the 
treatment process and nutrition) given to gastric cancer 
patients receiving chemotherapy has been shown to 
result in a significant increase in food intake [40]. Similarly 
to the results of other studies, nutrition education in the 
present study produced a desired change in nutrient 
intake. Nutrition education given to malnourished 
patients with cancer can produce the desired change in 
nutritional intake. 

 At the end of the training, Hgb levels increased 
significantly in the experimental group compared to the 
control group (p=0.041). However, no significant 
differences were observed between the two groups in 
terms of BUN, creatinine, ALT, AST, or amylase levels. 
Creatinine levels decreased significantly in the 
experimental group after training, while LDH levels 
increased significantly (p=0.015 and p=0.027, 
respectively). Iron levels increased after training in both 
groups. Albumin levels increased significantly after 
training in the experimental group (p=0.020). CA 15.3 
levels increased significantly after training in the 
experimental and control groups (p=0.011 and p=0.008, 
respectivelyThere was no significant change in α-1 
antitrypsin, fibrinogen, hepatitis markers, or thyroid 
hormones (TSH, T3, T4) in either group before and after 
training. 

 

Limitations  
 
 The COVID-19 epidemic throughout the study period 

caused our project duration to be extended, and 
additional time was requested for completion (12 
months). The majority of patients with CACS died due to 
cachexia before completing the nutrition education 
period. Our project commenced with CACS patients 

diagnosed with stomach cancer, but due to the prolonged 
nature of the pandemic and our inability to reach the 
desired number of samples, patients with colon and rectal 
cancers were also included. Differences in the stages and 
types of cancer may have affected the results. The effects 
of chemotherapeutic drugs taken for 12 weeks on 
biochemical parameters, quality of life, and nutrition 
should not be ignored. Patients with the same type of 
cancer, with similar stages, and using similar drugs for 
treatment should be selected when planning further 
studies. Once the nutrition education has been 
completed, in order to observe the long-term results, 
blood specimens should be collected at the end of the 
third, sixth, and ninth months  
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The concentration of low-density lipoprotein cholesterol (LDL-C) is recognized as a crucial factor in 
cardiovascular health. This study aims to conduct a comprehensive bibliometric and visual analysis to provide a 
comprehensive review of current research trends and patterns in this research area. We retrieved the 
publications from the Web of Science (WoS) database and conducted the bibliometric analyses using VOSviewer 
software, bibliometrix R package, and biblioshiny web tool. The analysis was conducted on 620 original articles 
and review papers published between 1990 and 2023 from institutions located in 62 different countries and 
published in 329 journals. The countries with the most articles were the US, China, and Japan. The most 
productive journals were Clinica Chemica Acta, Clinical Biochemistry, and Clinical Chemistry; while the most cited 
journals were Clinical Chemistry, Circulation, and JAMA-Journal of the American Medical Association. The co-
occurrence network visualizations of keywords and terms provided a global overview of LDL-C estimating 
equations. The study presented provides valuable insights into potential research avenues within the examined 
field, serving as a foundation for future research initiatives. 
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Introduction 
 

Cardiovascular diseases (CVD) cover a wide range of 
conditions affecting the heart and blood vessels, posing a 
significant global health challenge [1]. Several risk factors 
contribute to CVD development, including high blood 
pressure, diabetes, and dyslipidemia [2]. Dyslipidemia 
refers to irregularities in lipid levels, specifically an 
increase in low-density lipoprotein cholesterol (LDL-C). 
LDL-C concentration is recognized as a crucial factor in 
cardiovascular health, with higher levels associated with 
an increased risk of atherosclerosis and coronary artery 
disease. Several studies emphasize the importance of 
managing LDL-C levels to mitigate cardiovascular risk. As 
an essential component of lipid profiles, understanding 
and controlling LDL-C concentration play a pivotal role in 
cardiovascular risk assessment and preventive strategies 
[3, 4]. 

The gold standard for LDL-C measurement is 
ultracentrifugation followed by beta-quantification, which 
accurately isolates the LDL-C fraction [5]. However, this 
method is impractical for routine use due to its high cost, 
time requirements, and the need for large sample 
volumes and specialized equipment. The Friedewald 
formula, introduced in 1972, has become a global 

standard for LDL-C estimation in clinical practice due to its 
convenience and cost-effectiveness [6]. Despite its 
widespread use, the Friedewald formula has several 
limitations. It is sensitive to triglyceride levels, leading to 
inaccuracies, particularly in high triglyceride 
concentrations [7]. It tends to be less accurate in cases 
with low LDL-C levels, potentially resulting in unreliable 
LDL-C estimates [8]. Additionally, its fixed triglyceride 
(TG)—very low-density lipoprotein (VLDL-C) ratio does not 
account for individual variations, resulting in further 
inaccuracies in LDL-C estimation [9]. This may lead to 
overestimation of hypercholesterolemia prevalence 
compared to direct measurement methods [10]. 
Alternative methods like the Martin/Hopkins and 
Sampson formulas provide improved accuracy, 
particularly in cases with high triglycerides and non-
fasting samples, making them valuable alternatives in 
clinical settings [6, 7, 11].  

In Turkey, there has been a significant increase in 
studies focused on the validation of LDL-C formulas [6, 
12]. Notably, there is a growing trend towards developing 
new methodologies utilizing machine models, including 
linear regression, artificial neural networks, Bayesian-
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regularized neural networks, random forests, decision 
trees, and gradient-boosted trees [13-15]. These 
investigations indicate that machine learning algorithms 
offer more reliable predictions and classifications of LDL-
C levels compared to traditional formulas, thereby 
facilitating personalized healthcare interventions with 
more accurately assessed cardiovascular risks in clinical 
applications. 

Bibliometric analysis is a quantitative method for 
assessing scientific publications within a specific field. By 
applying statistical techniques to bibliographic data, it 
reveals patterns, trends, and relationships among 
academic works. This method provides insights into 
scholarly communication dynamics and evaluates the 
impact, productivity, and influence of authors, journals, 
institutions, and research topics. Ultimately, bibliometric 
analysis serves as a valuable tool for exploring scholarly 
publications and offers critical insights for researchers, 
policymakers, and institutions [16-18]. 

Only one systematic review and meta-analysis on LDL-
C estimation has been identified in the literature. Ephraim 
et al. (2023) evaluated existing equations for LDL-C 
estimation using a random-effects meta-analysis 
approach [19]. To our knowledge, no bibliometric analysis 
specifically addressing LDL-C estimation equations exists 
in the literature. This study aims to provide a global 
overview of LDL-C estimating equations through 
bibliometric analysis, focusing on i) trends in article and 
citation volume over time, ii) prevalent research areas, iii) 
the most productive countries and institutions, iv) leading 
journals, v) highly cited papers and author collaborations, 
and vi) frequently used keywords and their co-occurrence 
networks within the field. 

 

Materials and Methods 
 

Data Collection and Search Strategy 
The data for the analysis was retrieved from the Web 

of Science (WoS) database on January 1, 2024. The query 
employed during the scan of publications is outlined 
below:  

(AB=("LDL-C" AND "equation") OR AB=("LDL-C 
Estimation") OR AB=("LDL-C estimating equation") OR 
AB=("Martin-Hopkins" AND "formula") OR AB=("Martin-
Hopkins" AND "equation") OR AB=("Sampson" AND 
"formula") OR AB=("Sampson" AND "equation") OR 
AB=("LDL-C calculation") OR AB=("novel formula" AND 
"LDL-C") OR AB=("novel equation" AND "LDL-C") OR 
AB=("calculation of LDL-C") OR AB=("estimation of LDL-C") 
OR AB=("Friedewald's") OR QMTS=("Friedewald 
Formula") OR QMTS=("Friedewald Equation") OR 
QMTS=("Friedewald S Formula") OR QMTS=("Friedewald 
S Equation") OR QMTS=("Sampson Equation") OR 
QMTS=("Sampson Formula") OR QMTS=("Martin Hopkins 
Equation") OR QMTS=("Anandaraja S Formula")) 

The pertinent data from the literature was exported to 
a Plain Text File (.txt) by selecting the record content, 
specifically, 'Full Record and Cited References'. 

 

Bibliometric Analysis 
As a result of the search query, we obtained 734 

records published in the literature on LDL-C estimating 
equations between 1990 and 2023. Of these records, 74 
records in the document types meeting abstracts, 
proceeding papers, editorial materials, early access, 
letters, book chapters and reviews, data papers, and notes 
were filtered. Of the remaining 660 original research and 
review articles, 40 were filtered because they were not 
written in the English language. After filtering, the 
remaining 620 original research and review articles in 
English were included in the bibliometric analyses (Figure 
1). These articles had 12,347 citations, each article was 
cited an average of 25.6 times, and the H-index was 59. 
Figure 2 shows the changes in the number of articles and 
citations in this field over the years. It is seen that there is 
a general increase in both the number of articles and 
citations, and peak values were reached in 2022-2023. An 
important finding is that 316 articles were published 
between 2016 and 2023, accounting for 51% of the total 
number of articles. 

For analyses such as research trends, content, and 
keyword analyses, we utilized biblioshiny 4.1.4 [20], a web 
interface for the bibliometrix R package, and VOSviewer 
1.6.20 software [21]. 
 

 

Figure 1. Flow chart of study selection process. 
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Figure 2. The number of publications per year between 1990 and 2023. 

Results 
 

Distribution of Research Areas 
The 620 articles included in the bibliometric analyses 

were related to 57 WoS research areas. The 10 research 
areas with the highest number of articles were medical 
laboratory technology (n=120, 19.4%), cardiac & 
cardiovascular systems (n=114, 18.4%), medicine, general 
& internal (n=103, 16.6%), endocrinology & metabolism 
(n=62, 10.0%), nutrition & dietetics (n=47, 7.6%), 
pharmacology & pharmacy (n=38, 6.1%), biochemistry & 
molecular biology (n=36, 5.8%), medicine, research & 
experimental (n=29, 4.7%), science, technology & other 
topics (n=18, 7.6%), and public, environmental & 
occupational health (n=17, 2.7%). 

 

Analysis of Main Countries and Top Country 
Institutions 

To better understand the current state of research on 
LDL-C estimating equations, we conducted country- and 
institution-level analyses. 620 studies between 1990 and 
2023 were conducted by institutions in 62 different 
countries. The countries with the highest number of 
publications were the USA (n=436), China (n=248) and 
Japan (n=224), while the countries with the highest 
average citations were the USA (n=42.8), UK (n=36.0) and 
Japan (n=31.5) (Table 1). When analyzed by institutions, 
the most productive institutes of the countries in Table 1 
were Johns Hopkins University (USA, n=48), Yonsei 
University (South Korea, n=21), and Tehran University of 
Medical Sciences (Iran, n=20). When ranked based on all 
institutes, the top 5 universities were as follows: Johns 
Hopkins University (USA, n=48), Harvard University (USA, 
n=24), Yonsei University (South Korea, n=21), Tehran 
University of Medical Sciences (Iran, n=20), and National 
Taiwan University (Taiwan, n=17). 

Table 1. Top ten countries and institutions with the 
highest number of publications on LDL-C estimating 
equations (1990-2023) 
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USA 436 4,750 42.8 Johns Hopkins University 48 

China 248 667 10.8 Central South University 10 

Japan 224 1,450 31.5 Kyoto University 11 

Spain 108 422 17.6 
Universitat Autònoma de 

Barcelona 
8 

Iran 101 353 13.1 

Tehran University of 

Medical 

Sciences 

20 

India 95 314 7.5 Carmel Medical Centre 6 

South 

Korea 
89 343 13.7 Yonsei University 21 

UK 88 720 36.0 Imperial College London 13 

Canada 77 602 27.4 Laval University 10 

Finland 61 87 14.5 University of Turku 9 

LDL-C, low-density lipoprotein cholesterol. 
 

Most Productive and Cited Journals 
The conducted analysis showed that the articles were 

published in 329 different journals. According to 
Bradford’s law, journals in a particular field undergo 
ranking based on their publication count. Subsequently, 
these journals are categorized into three segments, each 
holding an identical number of publications. The segment 
with the fewest journals is denoted as the core. The core 
group houses the most productive journals, whereas in 
the remaining segments, the number of journals rises 
while maintaining an equivalent publication count to the 
core group. The Bradford Law Graph, demonstrating the 
most productive journals located in the core group, is 
given in Figure 3. According to this plot, the number of 
core sources with the largest number of LDL-C estimating 
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equations publications is 17, according to 5.2% of the 
entire literature. 

When the citations in these articles were evaluated, 
the 10 journals with the highest number of citations were 
as follows: Clinical Chemistry, Circulation, JAMA-Journal of 
the American Medical Association, Atherosclerosis, 
Journal of the American College of Cardiology, Lancet, 
New England Journal of Medicine, Diabetes Care, Clinica 
Chimica Acta, and European Heart Journal. The number of 

records of the most productive and the most cited 
journals, as well as journal impact factors (JIF), JIF 
quartiles, and journal citation reports (JCR) research 
categories, are shown in Table 2. Of these 17 journals in 
the core group, 2 (12%) had an impact factor above 5, and 
13 (76%) were among the top 50%. The journal with the 
highest number of articles was Clinica Chimica Acta (n=28, 
4.5%), while the journal with the highest impact factor 
was Metabolism-Clinical and Experimental.

 

 

Figure 3. The core journals in the LDL-C estimating equations field based on Bradford’s law. 

 
Table 2. The most productive and cited journals for research publications on LDL-C Estimating Equations (1990-2023) 

Journal Name 
Number of 

Records 
JIF  

(2023) 
JIF Quartile 

(2023) 
JCR Category 

Most Productive Journals     
Clinica Chimica Acta 28 art. 3.2 Q2 Medical Laboratory Technology  
Clinical Biochemistry 24 art. 2.5 Q2 Medical Laboratory Technology 
Clinical Chemistry 20 art. 7.1 Q1 Medical Laboratory Technology 
Atherosclerosis 19 art. 4.9 Q1 Cardiac & Cardiovascular Systems, Peripheral Vascular Disease 
Journal of Clinical Lipidology 14 art. 3.6 Q2 Pharmacology & Pharmacy 
Lipids in Health and Disease 14 art. 3.9 Q2 Biochemistry & Molecular Biology,  

Nutrition & Dietetics 
Plos One 13 art. 2.9 Q1 Multidisciplinary Sciences 
Clinical Chemistry and Laboratory Medicine 11 art. 3.8 Q1 Medical Laboratory Technology 
Journal of Clinical and Diagnostic Research 10 art. 0.2 Q4 Medicine, General & Internal 
Journal of Atherosclerosis and Thrombosis 9 art. 3.0 Q2 Peripheral Vascular Disease 
American Journal of Cardiology 8 art. 2.3 Q2 Cardiac & Cardiovascular Systems 
Annals of Clinical Biochemistry 7 art. 2.1 Q3 Medical Laboratory Technology 
Metabolism-Clinical and Experimental 7 art. 10.8 Q1 Endocrinology & Metabolism 
Scandinavian Journal of Clinical & Laboratory 
Investigation 

7 art. 1.3 Q4 Medicine, Research & Experimental 

Journal of Clinical Laboratory Analysis 6 art. 2.6 Q2 Medical Laboratory Technology 
American Journal of Clinical Pathology 5 art. 2.3 Q2 Pathology 
Indian Journal of Clinical Biochemistry 5 art. 1.5 Q4 Biochemistry & Molecular Biology 
Most Cited Journals     
Clinical Chemistry 1,930 cit. 7.1 Q1 Medical Laboratory Technology 
Circulation 857 cit. 35.5 Q1 Cardiac & Cardiovascular Systems,  

Peripheral Vascular Disease 
JAMA-Journal of the American Medical Association 709 cit. 63.1 Q1 Medicine, General & Internal 
Atherosclerosis 551 cit. 4.9 Q1 Cardiac & Cardiovascular Systems,  

Peripheral Vascular Disease 
Journal of the American College of Cardiology 485 cit. 21.7 Q1 Cardiac & Cardiovascular Systems 
Lancet 466 cit. 98.4 Q1 Medicine, General & Internal 
New England Journal of Medicine 419 cit. 96.2 Q1 Medicine, General & Internal 
Diabetes Care 400 cit. 14.8 Q1 Endocrinology & Metabolism 
Clinica Chimica Acta 382 cit. 3.2 Q2 Medical Laboratory Technology 
European Heart Journal 331 cit. 37.6 Q1 Cardiac & Cardiovascular Systems 
LDL-C, low-density lipoprotein cholesterol; JIF, journal impact factor; JCR, journal citation reports; art., articles; cit., citations. 
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Highly Cited Papers and the Analysis of Main 
Authors 

The most cited 10 studies are presented in Table 3. Of 
these 10 studies, 7 were published in Q1 ranked and 3 in 
Q2 ranked journals. It is noteworthy that the lowest 
journal impact factor of the Q1 ranked journals is 7.1. 
Seven of the most cited articles were from the USA and 3 
articles were published in Clinical Chemistry. In the study 
published in JAMA-Journal of the American Medical 
Association, which has the highest impact factor (63.1) 
and the highest number of citations (481), Martin et al. 
(2013) proposed an alternative formula to the Friedewald 

formula, which uses a constant coefficient of 5 for the 
TG:VLDL-C ratio, and validated the formula in data 
including 1,350,908 children, adolescents and adults in 
whom actual LDL-C measurements were made by 
ultracentrifugation [22]. Another interesting study is the 
study by Sampson et al. published in JAMA Cardiology 
where the normalized citations per year statistic is the 
highest [11]. In this study, Sampson et al. (2020) 
developed a new formula that works specifically for 
hypertriglyceridemia and/or a low level of low-density 
lipoprotein cholesterol and compared their results to the 
Martin-Hopkins formula.  

 
Table 3. Top 10 most highly cited documents on LDL-C estimating equations (1990-2023) 
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] 

Estimating low-density 
lipoprotein cholesterol by the 
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for classifying patients on the 
basis of nationally recommended 
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2
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Methods for measurement of 
LDL-cholesterol: a critical 
assessment of direct 
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assays versus calculation 
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lipoprotein cholesterol and 
treatment implications 
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Rationale for use of non-high-
density lipoprotein cholesterol 
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1998 USA 148 5.48 2.66 American Journal of Cardiology 2.3 Q2 
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A modified formula for 
calculating low-density 
lipoprotein cholesterol values 
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R
if

ai
 e

t 
al

. [
2

9
] 

Measurement of low-density-
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LDL-C, low-density lipoprotein cholesterol; JIF, journal impact factor. 
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The authors' productivity over time is shown in Figure 
4. It can be seen that these two works have had a 
significant impact on the literature on LDL-C estimating 
equations. When we evaluate each article specifically, it 
can be said that most of the recent studies conducted 
validation and performance comparison studies of 
Martin-Hopkins and Sampson formulas in different 
populations. 

The scientific collaborations between the main 
authors are given in Figure 5. The connections among the 
main authors represent co-authorships, with the 
thickness of these connections indicating the different 
frequencies of collaboration. Wider links signify a higher 
level of collaboration between the two main authors. 

 

 

 

Figure 4. Top authors' production over time (1990-2023). 

 

 

Figure 5. The authors’ scientific collaboration network. 
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Keyword Analysis 
Keyword analysis provides a comprehensive 

understanding of research themes, trends, and the 
evolving landscape within a particular field. In the analysis 
of keywords, the keywords specified by the authors in the 
article were used. The authors identified a set of 1,165 
established keywords. The word cloud graph for the most 
frequently used words in the field of LDL-C estimation 
equations is given in Figure 6. The most frequently used 
words in this field were cholesterol (n=75), Friedewald 
formula (n=52), low-density lipoprotein cholesterol 
(n=50), triglycerides (n=46), lipids (n=44), Friedewald 
equation (n=43), LDL-C (n=36), dyslipidemia (n=30), LDL-
cholesterol (n=30), and lipid profile (n=29). 
 

 

Figure 6. Word cloud visualization of authors’ keywords. 

 

The co-occurrence analysis of the keywords is given in 
Figure 7 and Figure 8. Figure 7 shows the interaction 
between the keywords defined by the authors in different 
documents and Figure 8 displays the change in the 
interaction between the two terms over time. It was 
observed that all of the most frequently used words in the 
word cloud graph appeared as key nodes in the co-
occurrence analysis graph, forming seven different 
clusters: purple – “cholesterol, LDL-cholesterol, 
lipoproteins, LDL and HDL”, red – “triglycerides, 
hypertension, total cholesterol, metabolic syndrome, and 
cardiovascular diseases”, blue – “Friedewald formula, LDL-
C and non-HDL-C”, green – “dyslipidemia, cardiovascular 
risk, LDL-cholesterol, triglyceride, and lipoprotein (a)”, 
yellow – “Friedewald equation, atherosclerosis, and 
Sampson equation”, light-blue – “Friedewald, non-high 
density lipoprotein C, beta-quantification, homogeneous 
assays, equation, and Martin”, orange – “low density 
lipoprotein”. These seven clusters were the main themes 
that stimulated the LDL-C estimating equations research 
process. The terms “low density lipoprotein”, 
“Friedewald”, “Sampson equation”, “measurement”, 
“equation”, and “Martin” are the keywords with the 
highest occurrence in current studies. The evaluation of 
terms is depicted in this item based on their publication 
years, alongside highlighting the primary interests within 
the scientific community. 

 

 

Figure 7. Co-occurrence network plot displaying the relation of authors’ keywords. 
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Figure 8. Co-occurrence network plot displaying the evaluation of authors’ keywords over time. 

Discussion 
 
In this study, a bibliometric analysis of LDL-C 

estimation equations was performed. This bibliometric 
analysis was carried out using VOSviewer and 
Bibliometrix, it is aimed to understand the current state of 
the literature on LDL-C estimation equations and to 
present the studies conducted until January 1, 2024 in a 
global and accessible way. The conducted bibliometric 
analysis resulted in 620 studies in the WoS database 
between 1990 and 2023. It is noteworthy that the number 
of publications in this field has increased by 290% in the 
last 10 years and 179% in the last 5 years. The WoS 
research categories of the journals in which these studies 
were published were medical laboratory technology, 
cardiac & cardiovascular systems, medicine, general & 
internal, endocrinology & metabolism, nutrition & 
dietetics, pharmacology & pharmacy, biochemistry & 
molecular biology, and medicine, research & 
experimental. These research areas are the main areas of 
knowledge where the calculation of LDL-C levels is of 
importance. The studies were mostly published in journals 
with high-impact factors in the fields of biochemistry and 
cardiology such as Journal of the American College of 
Cardiology, JAMA Cardiology, Clinica Chimica Acta, Clinical 

Biochemistry, and Clinical Chemistry. The role of LDL-C in 
the increased risk of cardiovascular disease has been 
shown by scientific studies [30, 31]. These analyzed 
studies focused on the development and validation of the 
most accurate and simple equations to measure LDL-C 
levels for this problem. 

As a result of the study, the top 10 list of articles on 
LDL-C estimating equations is shared. The top three 
countries and the top country institutions are the USA 
(John Hopkins University), China (Central South 
University), and Japan (Kyoto University). According to the 
Centers for Disease Control and Prevention, 
cardiovascular disease is the leading cause of death, with 
one death from cardiovascular disease every 33 seconds 
(1 in 5 deaths in total) in the USA [32]. Since LDL-C level is 
an important risk factor for cardiovascular disease, we 
believe that studies on LDL-C estimation equations are 
mostly conducted in the USA. It is observed that LDL-C 
estimations and subsequent validation studies for 
different populations are common in the literature. 

SS Martin, the author with the highest number of 
publications on this topic, is also the main author of the 
most cited study in the field. In this study, Martin et al. 
(2013) proposed their Martin-Hopkins formula instead of 
the Friedewald formula, which has an important place in 
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clinical practice, and validated the formula in data from 
1,350,908 children, adolescents, and adults living in the 
USA [22]. In the other most cited studies, the validity of 
the Friedewald formula, which is widely accepted in the 
literature, was investigated and its compatibility with 
direct methods was evaluated [7, 23, 24, 26]. McNamara 
et al. (1992) demonstrated the variation of LDL-C particle 
numbers according to triglyceride levels [25]. The other 
most cited study is the development of the Sampson 
formula for low LDL-C levels and/or hypertriglyceridemia 
(TG levels, ≤800 mg/dL) [11]. 

When the co-occurrence network graph displaying the 
evaluation of the authors' keywords over time is analyzed, 
it is seen that keywords such as "atherosclerosis", 
"dyslipidemia", "triglycerides", and "cardiovascular risk" 
used in previous years were replaced by words such as 
"Sampson equation", "Martin", and "equation". 
Therefore, it can be said that studies on LDL-C prediction 
equations have intensified in recent years, and studies on 
investigating the validity of Martin-Hopkins and Sampson 
equations in different populations and comparing their 
performance (including the Friedewald formula) have 
increased. 

One limitation of the study is that only the Web of 
Science database was used for exporting data. This could 
have resulted in studies being influenced by bias and 
having incomplete inclusion. 

 

Conclusions 
To the extent of our knowledge, this is the first 

bibliometric analysis study in the field of LDL-C estimation 
equations. In this study, we analyzed the sources, 
countries and institutions, authors, keywords, and themes 
of LDL-C estimation equations articles published between 
1990 and 2023. In addition, the trends in the literature on 
the topic are shared. The results showed that LDL-C 
estimating equations research captured significant 
interest from researchers, especially in the last seven 
years. In summary, studies on LDL-C estimating equations 
may receive more and more attention, new equations 
may be developed or validation of existing equations in 
different populations or systems may be investigated. This 
study can guide researchers in this field to quickly 
understand the knowledge structures in this area. 
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Passiflora members have an important quality in both conventional and modern medicine. In the present study 
Passiflora edulis Sims from MediterraneanTurkey (Antalya-Gazipaşa) was investigated from the aspects of 
phenolic compounds and antioxidant activities The plant material (stems, leaves) used as a whole and 
chloroform, ethyl acetate and methanol were used for the extraction. High performance liquid chromatography 
was used to analyse the phenolic compounds of the extracts. Besides, the antioxidant potential of the extracts 
was characterised by the total phenolic content, the total flavonoid content, the DPPH (2,2-diphenyl-1-
picrylhydrazyl), the CUPRAC (Cupric Ion Reducing Antioxidant Capacity) and the FRAP (ferric reducing antioxidant 
power assay) tests. Methanol extract was found to be more active than the other extracts in the all antioxidant 
experiment. DPPH radical scavenging activity of methanol extract was 0.028 ± 0.001 mg/mL, FPAP assay was 
0.511 ± 0.012 µmolGA/g and CUPRAC assay was 3.728 ± 0.150 µmolGA/g. As a result, methanol extract of 
Passiflora edulis was established ferulic acid (175.12 mg std/g) and p-coumaric acid (116.88 mg std/g) were 
determined as primary phenolic compounds in different amounts along with protocatechuic acid, chlorogenic 
acid, caffeic acid, apigenin and isorhanmetin. The results showed that Passiflora edulis deserves to be studied 
both for its use as a food and for its therapeutic properties. 
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Introduction 
 

Reactive oxygen species (ROS) play an important role 
in human diseases and disorders. Accordingly, ROS 
level/concentration is an important factor in the growth, 
progression and establishment of various diseases [1]. In 
a normal healthy cell, ROS in cells are balanced within the 
cell by the antioxidant system, which is a variety of 
enzymatic and non-enzymatic compounds. However, it is 
also known that in disease or pathological conditions, ROS 
levels increase, antioxidants are depleted and ultimately 
oxidative stress causes deterioration. Antioxidant 
supplementation is important to reduce oxidative stress 
and therefore related diseases [2-4]. 

Passiflora belongs to the family of Passifloraceae, 
comprises approximately 600 species distributed in the 
tropical and subtropical regions around the world [5-6] 
Passiflora species occupy an important place in both 
conventional and modern medicine;. they are good source 
of biologically active substances containing antioxidants 
and immune modulators with tremendous therapeutic 
potential [7-9]. Various phytochemical investigations have 
revealed the presence of secondary metabolite among 
them phenolics, flavonoids, alkaloids, saponins and 
terpens [8-14], for Passiflora species.  

Moreover, this species is also known to posses many 
biological activities including anticancer, antioxidant, 
antiproliperative, sedative, antihypertensive, analgesic 
[7,10,13,15-17].  Extracts of leaves of different species of 
Passiflora plant are used in traditional medicine for the 

treatment of disorders of the nervous system such as 
migraine and insomnia, anxiolytic, whooping cough, 
bronchitis and asthma, and also as sedative, 
anticonvulsant and analgesic [6,8,19].  

Passiflora edulis has been studied for its antimicrobial, 
anticancer and antioxidant potential. However, studies on 
phytochemical content and antioxidant activity of the 
plant in solvents with different polarity are limited. 
Therefore, with this study was conducted for two 
purposes: (1) to identify and quantify phenolic 
compounds in the chloroform, methanol and ethyl 
acetate extracts of P. edulis using HPLC-DAD, (2) to 
evaluate the antioxidant activity of the extracts using 2,2-
diphenyl-1-picrylhydrazil (DPPH), FRAP and CUPRAC, total 
phenolic content and total flavonoid content antioxidant 
tests. 

 

Materials and Methods 
 

Chemicals and Solvents 
The chemicals and reagents, ethanol, 2,2-diphenyl-1-

picrylhydrazyl (DPPH), neocuproin, CuCI2, 2,4,6-Tris(2-
pyridyl)-s-triazine, Iron (III) Chloride Hexahydrate, Acetic 
Acid Glacial, HCl, Sodium Hydroxide, were purchased from 
Merck (Darmstadt, Germany) and Aldrich (Milwaukee, WI, 
USA). All chemicals were used in analytical pure form. 
HPLC-DAD analyses was performed using HPLC grade 
phenolic standards and solutions. 

http://csj.cumhuriyet.edu.tr/tr/
https://orcid.org/0000-0003-0291-5362
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Sample Preparation  
Passiflora edulis was collected from Antalya-Gazipaşa, 

in Türkiye the coordinates of 36°16′0.428″N, 
32°19′37.674″. The collected plant specimens were 
identified by Vagıf Atamov at the Biology Department of 
RTE University. The plant material (stems, leaves) used as 
a whole were dried in the shade at room temperature. 
They were then ground in a blender. Three different 
solvents were used for extraction. Five grams of the dried 
sample were put into three flasks and extracted with 50 
mL of chloroform, ethyl acetate and methanol in an 
ultrasonic bath (Heidolph, Germany) at 40 °C for 60 min. 
Each extract was centrifuged at 10000 rpm, for 10 min. 
The extracts were transferred into new flasks and 
evaporated using a rotary evaporator. The dried extracts 
were dissolved in methanol. The solution was stored at -
18 °C until analysed. The extraction procedure was 
modified according to the method developed by Selvi et 
al. (2018) [19]. 

Methanol the most preferred solvents for phenolic 
compounds because the polyphenols are mostly well 
soluble and stable in methanol and ethanol [20-23]. While 
chloroform is preferred for non-polar compounds, ethyl 
acetate is mostly suitable for flavonoid extraction [24]. 
Polyphenols in plants have a wide polarity range and the 
use of solvents with different polarities in extraction is 
more suitable for the extraction of phenolic compounds. 
Therefore, extraction was performed using three 
extraction solvents to elucidate the phenolic content of P. 
edulis.  

 

Determination of Phenolic Compounds by HPLC-DAD  
HPLC analyses were performed with Thermo Ultimate 

3000 series HPLC system. Chromatographic separation 
was performed on Agilent C18 column (4.6 × 150 mm, 5 
µm) by using a gradient elution at a flow rate of 1 mL/min, 
the column temperature was 30 °C and injection volume 
was 20 µL. Gradient elution was used for HPLC analyses 
using Selvi et al (2024) [25]. Detection wavelengths were 
set at 280 and 315 nm. Gallic acid, protocatechuic acid, 
catechin, chlorogenic acid (3-caffeoylquinic acid), 
caffeine, caffeic acid, vanillic acid, rutin, p-coumaric acid, 
ferulic acid, o-coumaric acid, quercetin, apigenin, 
kaempferol, and isorhamnetin were used for phenolic 
standards.  

 

Determination of Total Phenolic Content (TPC) 
TPC of the extracts of P. edulis were analysed with 

Folin-Ciocalteu's phenol reagent. Gallic acid was used to 
generate a standard curve in a range from 0.0020 and 1.00 
mg.mL-1 (r2 = 0.999) [26]. All the experiments were carried 
out in triplicate and the absorbance of the mixture was 
measured using a UV-Vis spectrophotometer at 760 nm 
(Labomed Inc. Culver City-USA). The concentrations of 
total phenolic compounds were given as mg of gallic acid 
equivalent (GAE) per g of dry weight (dw). 

 

Determination of Total Flavonoid Contents (TFC) 
The aluminum complexation method, as reported by 

Marcucci et al. (1998) [27], was used to determine the 

total flavonoid concentration. Using this procedure, 0.5 
mL of plant extract was mixed with 0.1 mL of 10% 
aluminum nitrate, 0.1 mL of 1 M potassium acetate, and 
4.3 mL of 80% ethyl alcohol. After 40 minutes of room 
temperature incubation, the samples were subjected to 
UV-Vis (Labomed Inc., Culver City, USA) absorbance 
measurement at 415 nm. Using quercetin as the standard, 
a calibration curve in the range of 0.00195 to 0.5 mg.mL-1 
(r2 = 0.999) was produced. The total flavonoid content was 
represented as mg of quercetin equivalent (QE) per g of 
dry weight (dw), based on the mean of three readings. 

 

Free Radical Scavenging Activity Assay (DPPH) 
The scavenging activity of the extracts against the 2,2-

diphenyl-1-picrylhydrazyl (DPPH) radical was determined 
by spectrophotometric method at 517 nm [28]. Extracts 
were prepared at 2.0 mg/mL concentrations and diluted 
to different concentrations in methanol in the range of 
1.00-0.025 mg/mL. Briefly, 0.75 mL of 0.1 mM DPPH in 
methanol was added to 0.75 mL of plant extract. Gallic 
acid and quercetin were used as standards to measure 
radical scavenging activity. Results were expressed as SC50 
values, which indicate the sample concentration required 
to scavenge 50% of DPPH free radicals (SC50; mg sample 
per mL methanol). All analyses were performed in 
triplicate. 

 

Ferric Reducing Antioxidant Power Assay (FRAP) 
The FRAP assay was used to assess the extract's 

antioxidant capability [29]. The FRAP reagent was 
prepared by mixing 25 mL of acetate buffer (300 mM, pH 
3.6), 2.5 mL of 10 mM 2,4,6-tris(2-pyridyl)-s-triazine 
solution in 40 mM hydrochloric acid, and 2.5 mL of 20 mM 
iron (III) chloride hexahydrate solutions. Gallic acid was 
used as a standard (r2 = 0.999). Results were given as µmol 
gallic acid equivalent per gram of the extract. 

 

Cupric Ion Reducing Antioxidant Capacity 
(CUPRAC) 

The cupric reducing antioxidant capacity of the 
extracts of P. edulis were determined using the method of 
Apak et al. (2004) [30]. First, 1 mL of Copper (II) chloride, 
neocuproin and ammonium acetate  (1 M, pH=7) taken 
into a tube, the plant extract was added and the solutions 
were incubated for 30 minutes at room conditions. After 
30 minutes, absorbance was measured at 450 nm. Gallic 
acid (Sigma Chemical Co) was used as a standard. Results 
of CUPRAC assay was presented as µmol gallic acid 
equivalent of  one g extract.  

 

Results and Discussion 
 

Identification of Phenolic Compounds in the 
Extracts  

The HPLC-DAD method was used to qualitatively and 
quantitatively analyse 15 phenolic standards in the 
extracts of P. Edulis. Ferulic acid and p-coumaric acid were 
determined as primary phenolic compounds in different 
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amounts in the three extracts. Protocatechuic acid, 
chlorogenic acid, caffeic acid, apigenin and isorhanmetin 
were also determined (Table 1). Gallic acid, vanillic acid, 
rutin, myricetin, quercetin and kaempferol were not 
detected in any of the plant extracts. The most abundant 
phenolic content was in the methanol extract, with the 
highest levels of ferulic acid (Table 1) and p-coumaric acid 
(Figure 1) than the other extracts. Methanol extract was 
the highest phenolic content among chloroform, ethyl 
acetate extracts.  

Ferulic acid and p-coumaric acid, the major phenolic 
compounds in chloroform, ethyl acetate and methanol 
extracts of P. edulis, were reported as an important 
component of phenolic compounds with antioxidant 
properties and the ability to eliminate reactive oxygen 
[16; 31-33]. Six phenolic compounds such as isoorientin, 
isovitexin, orientin, vitexin, coumaric acid, rutin and 
quercetin have previously been determined in ethanolic 
extracts of P. edulis and P. vitifolia [13]. In another study, 
Lourith et al. [31] extracted P. edulis seeds with 40% 
methanol: water and fractionated with n-hexane and 
ethyl acetate. Kojic acid, gallic acid, chlorogenic acid, 
caffeic acid, ferulic acid, rosmarinic acid and quercetin 
were used as phenolic standards. Chlorogenic acid, caffeic 
acid, ferulic acid, and rosmarinic acid were identified in 
the ethyl acetate fraction. Rotta et al. [33] studied 
phenolic compounds and antioxidant potential of P. 
edulis, P. alata and P. ligularis fruits. 4-hydroxybenzoic 
acid, chlorogenic acid, vanillic acid, caffeic acid, p-

coumaric acid, ferulic acid, rutin, quercetin and trans-
cinnamic acid were found in P. edulis fruit. The results 
were similar to the HPLC-DAD analysis in this work (Table 
1). Another study determined phenolic profile of ethyl 
acetate extracts of fresh fruits of P. cincinnata and P. 
edulis. Gallic acid, catechin, epicatechin, epicatechin 
gallate, epigallocatechin-2,3,4-13C3 gallate, myricetin, 
rutin, quercetin, resveratrol, caffeic acid, chlorogenic acid, 
ρ-coumaric acid, and syringic acid were observed in 
different amounts in the two Passiflora species [34]. 

 
Table 1. Phenolic composition of Passiflora edulis extracts  
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6.97 Protocatechuic acid 3.24 11.83 20.88 

7.83 Chlorogenic acid 0.21 0.48 1.32 

9.83 Caffeic acid 1.32 17.11 49.73 

18.54 p-coumaric acid 45.87 86.30 116.88 

19.20 Ferulic acid 99.14 132.79 175.12 

28.51 Apigenin 24.61 34.77 85.60 

29.72 Isorhamnetin 2.73 7.07 32.59 

 

 
 

Figure 1. HPLC-DAD chromatogram of methanol extract of Passiflora edulis 

Total phenolic (TPC) and Total flavonoid content (TFC) 
TPC in the extracts of P. edulis were determined 

spectroscopically. According to experimental results, the 
highest TPF was obtained in the methanol extract of 
P.edulis as 825.09 ± 1.86 and the lowest was obtained in 
the chloroform extract as 142.57 ± 2.38 mg GAE/g (Table 
2). 

Total flavonoid content measured with aluminum 
chloride reagent and quercetin was used as a standard. 
TFC were in the extracts of P. edulis are presented in Table 
2. According to the results of study, the highest TFC was 
obtained in the methanol extract as 502.78 ± 0.90 and the 
lowest was obtained in the chloroform extract as 106.76 ± 
1.22mg QE/g.  
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Table 2. Total phenolic and flavonoid contents of the 
extracts from Passiflora edulis* 

 Chloroform Ethyl acetate Methanol 
TPC (mgGAE/g) 142.57 ± 2.38 382.74 ± 0.95 825.09 ± 1.86 

TFC (mgQE/g) 106.76 ± 1.22 377.78 ± 0.52 502.78 ± 0.90 

*: Results were given as x ̄± standard deviation 
 

Lourith et al. [31] investigated total phenolic contents 
of ethyl acetate and water fractions of P. edulis seeds. The 
total phenolic contents were 58.3 g GAE/100 g for ethyl 
acetate fraction and 2.7 g GAE/100 g for water fraction, 
respectively. Colomeu et al.) [35] investigated methanol, 
ethanol and aqueous extracts of four Passiflora spp. They 
reported that TPC in those plants ranges from 0.023 to 
0.228 mg GAE/g. Santos et al. [34] have used two Brazilian 

passion fruit species: P. cincinnata and P. edulis. Gallic acid 
used as the standard. The results of their study showed 
that the highest TPC was calculated P. edulis (476.1 mg 
GAE/kg) followed by that from P. cincinnata (365 mg 
GAE/kg). Another study reported the total phenolic and 
total flavonoid contents of ethanol extracts of P. vitifolia 
and P. edulis seeds. Results of that study showed the 
ethanol extract of P. edulis seeds were rich in total 
phenolic and total flavonoids [13].  

 

Antioxidant Activity  
In order to determine antioxidant activity, three 

extracts were analysed using radical scavenging (DPPH), 
reducing power (FRAP, CUPRAC) assays. Results of 
antioxidant assay were presented in Table 3. 

 

Table 3. Antioxidant activities of the extracts from Passiflora edulis* 

 
Extracts 

CUPRAC 
µmolGA/g 

FRAP 
µmolGA/g 

DPPH, SC50 
mg/mL 

Methanol 3.728 ± 0.150 0.511 ± 0.012 0.028 ± 0.001 
Ethyl acetate 0.783 ± 0.051 0.358 ± 0.012 0.036 ± 0.002 
Chloroform 0.161 ± 0.028 0.333 ± 0.018 0.345 ± 0.017 
Gallic acid - - 0.004 ± 0.000 
Quercetin - - 0.003 ± 0.000 

*: Results were given as x ̄± standard deviation 

 
Lourith et al. [31] investigated antioxidant activity of P. 

edulis seed obtained from the residue after fruit juice 
production. Seeds of P. edulis was extracted with 
methanolic water and fractionated with n-hexane and 
ethyl acetate. Also, DPPH, FRAP and ABTS antioxidant 
tests were used. The ethyl acetate fraction showed the 
most potent antioxidant activity than other fractions. 
Additionally, the antioxidant activity of ethyl acetate 
extracts of P. edulis and P. cincinnata fruits was confirmed 
by Santos et al. [34] using DPPH, ABTS and FRAP methods. 
According to the results of their study, the fruits of P. 
edulis extract was higher than that of the P. cincinnata. 
Another study [32] have investigated antioxidant activity 
of aqueous, ethanol and methanol/acetone extracts of P. 
edulis fruits by using an ABTS, DPPH and FRAP methods. 
As a result of the study, the aqueous and ethanol extracts 
showed higher antioxidant activity when compared to 
methanol/acetone extract. 

 

Conclusions 
 

In this study, chloroform, ethyl acetate and methanol 
extracts of Passiflora edulis were investigated for the 
phenolic composition and antioxidant activities. Methanol 
extract of P. edulis was found to be the richest in total 
phenolic content and total flavonoid content. These 
findings were also supported by the results of HPLC-DAD 
analysis. For the phytochemical analysis, the methanol 
extract had the highest phenolic content among the 
chloroform, ethyl acetate extracts.  Similarly, DPPH, FRAP 
and CUPRAC antioxidant tests showed that methanol 
extract had the highest antioxidant activity. In accordance 
with the results of the HPLC-DAD analysis, the extracts 
contain significant amounts of p-coumaric acid and ferulic 
acid, which are known to have potential biological activity. 

This study provided an important contribution to the 
existing knowledge on secondary metabolites of P. edulis.  
In conclusion, the fact that the plant has high antioxidant 
activity and is a good source of phenolic compounds may 
be encouraging in terms of expanding the biological 
properties of the plant. These studies may enable the 
plant to be used as a therapeutic agent in the future. 
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Introduction 
 

With the development of next generation sequencing 
(NGS) the amount of available biological data, in terms of 
genome or exome sequences, has been dramatically 
increasing. The alignment methods have been becoming 
more and more relevant as the necessity to process the 
raw NGS data or to investigate the similarities between 
sequences for the discovery of their functional properties 
has been increasing. As the current NGS sequencing 
technologies are producing relatively short fragments of 
sequence information, ranging between 50 to 1000 bp, 
their alignment is quite computation exhausting process 
since a single stretch of continuous DNA sequence may be 
up to hundreds of millions bp long. [1] While the NGS 
technologies improve the count of the fragments read, 
the reading length tend to get even shorter, relying even 
more to the computation for their alignment to produce 
the genome [2] with the exception of nanopore 
sequencing which is yet to become applicable. [3] 

Any solution to this problem has one of two 
approaches. One being, increasing the computational 
power, has long been market-driven endeavor. 
Unfortunately, as the Moore’s law is approaching its limits 
and a stagnation in the increase of the processing power 
of chips is imminent, any hardware-based solution is 
shifting towards multi-core chips instead of faster chips. 
[4] The other solution is implementing alternative 
algorithms to the alignment problem. The two most 
commonly used algorithms, Needleman Wunsch (global) 
[5] and Smith Waterman (local) [6], and their variations [7] 
are known to provide the best alignment, but also the 
slowest as their implementations make use of multiple 2D 
matrices. New heuristic approaches are also developed 

however these approaches does not match the sensitivity 
of these two algorithms or their variations. [8-10] 

New approaches for processing biological data often 
requires software prototyping and testing, and the 
majority of the data scientists rely on high-level 
programming languages such as Python. The less time 
spent coding and high readability of such high-level 
languages is the foremost reason behind this preference. 
[11] In comparison, while the low-level programming 
languages such as C provide better the execution speed, 
the high complexity deters the scientists from using it. 
However, especially when it comes to NGS data analysis, 
speed may be more of an issue than many other factors 
due to sheer size of alignments required. The solution is 
often sought in accelerating the alignment algorithms. 
[12–14] Speed improvement is possible at the interpreter 
level, either through using modules that exploit pre-
compiled libraries or compilation of the code on the go, 
also known as just-in-time compilation. [15] There has 
been a number of approaches for improving the 
performance of SW algorithm, mostly through parallelism 
by performing calculations on FPGAs or GPU. [16-18] 
However, these are not available as modules for 
mainstream programming languages.  

Here we implement the global and local alignment 
algorithms including the affine gap extension developed 
by Gotoh et al. [5–7] We compare the performance 
improvements when rewritten using Numpy module, or 
compiled using Cython, Numba or PyPy. The performance 
improvements were also compared with pairwise2 
module of Biopython library. The code is made available 
online at http://github.com/odoluca/Fast-NW-and-SW-
Pairwise-alignment-using-numba-JIT/ 
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Method 
 
The affine gap penalty [7] variation of original global 

[5] and local [6] alignment algorithms was written using 
python 3.6+. For each local and global algorithms two 
other variations were written, one of which uses single 
scores for matches and mismatches or a substitution 
matrix. Substitution matrix is especially necessary for 
protein alignments as transition between amino acids do 
not have equal probabilities. Each of the four methods 
were rewritten in two forms; one for discovery of only the 
highest score while the other uses backtracking to reports 
the best (or one of the best) alignment(s). Together these 
variations yielded eight different methods. (Table 1) 

Each method was interpreted or compiled using 
different approaches. 1) Pure python approach uses only 
python 3.6+ syntax and built-in types. No external module 
was used. 2) Numpy approach incorporates ndarrays from 
Numpy module (1.14.2) for all matrices. 3) Cython 
(v0.29.12) was used to compile pure python or Numpy-
using code using cythonize method and “build_ext” 
argument to build all extensions. 4) Just-In-Time 
compilation using Numba module (v0.44.1) was used with 
both pure python or with Numpy. Because the Numba 
does not accept strings in “nopython” mode, all methods 
were written to accept two lists of integers as sequences 
to be aligned instead of lists of characters, as in strings, 
where each character indicates nucleotide or amino acid 
residues. An additional method is written to convert any 
protein, DNA or RNA sequence into a list of integers. All 
numba methods were compiled just-in-time in 
“nopython” and “cached” modes for optimum 
performance using “@jit(nopython=True, cached=True)” 
decoration. 5) finally, a 32-bit pypy compiler (v7.1.1) was 
used with pure python code to compare. All algorithms 
were written in two variations, “score only” and 
“backtrack”. The first one is where only scores are 
calculated, and the latter is where the best alignment is 
constructed by tracing back the path. Backtracking 
requires three additional matrices to keep track of the 
path. Additionally, Biopython’s pairwise2 alignment was 
used for comparison to view the performance 
improvements. Biopython was also tested in “score only” 
mode as well as “alignment” mode for equivalent 
comparison. 

Performance was measured using timeit module, 
aligning sequences with varying percentages of similarity 
and varying sizes of sequences. For each pairwise 
alignment, a sequence was generated randomly at first. 
The other sequence was obtained by introducing a 
number of mutations until a given percent similarity is 
obtained. Each mutation was introduced with 80% chance 
for the substitution, 10% for the insertions and deletions 
each. The percent similarity was calculated as a ratio of 
global alignment score of the alignment of the two 
sequences to the alignment of max possible sequence of 
any two sequence with the same lengths. The global 
alignment was performed using +1 for matches, -1 for 
mismatches and gaps. For each category a thousand 

sequence pairs were aligned and total processing times 
were found as summation. All tests were performed using 
timeit module with garbage collection off to increase 
accuracy. All module imports or any preprocessing is left 
out of performance testing and measurements were done 
only during sequence alignments. Every performance test 
was repeated five times and the best of five was reported. 
All tests were performed at AMD 1950X machine 
equipped with 128 GB ECC RAM with ECC-mode on and 
locked to the same core. All algorithms were previously 
run using random sequences and compared with 
Biopython’s pairwise2 module to confirm that the same 
results were produced before performance testing. 
 

Results and Discussion 
 
With varying features included in the algorithm eight 

different methods were written and tested in this work. 
The list of these methods and their features are listed in 
Table 1. Briefly substitution matrix feature enables 
different penalties for substitution between different 
residues. This is preferred especially if the mutations 
between particular residues is more common or expected 
than others. Another feature is called “backtracking” 
which enables production of a final alignment of the two 
sequences. Alternative, “score only” mode reports only 
the score of the best alignment which may be used as a 
measure of sequence similarity. This is often useful for 
construction of phylogenetic trees. Backtracking requires 
keeping of three additional matrices with a size of (n x m) 
with n and m being the lengths of the two sequences. 

 
Table 1. Methods used in this work and their 

abbreviations. 
algorithm substitution 

matrix 
backtracking method 

abbreviation 

global No No globalms 

local No No localms 

global Yes No globalds 

local Yes No localds 

global No Yes globalms 

local No Yes localms 

global Yes Yes globalds 

local Yes Yes localds 

 
The methods were written and executed with varying 

modules and compilers. Not all compilers were 
compatible, as a result, we have tested seven 
combinations of modules and compilers/interpreters. 
(Table 2., Figure 1.) As Cython or standard Python 
interpreter proved to be much slower in all cases, their 
performance evaluation is omitted, focusing on 
Biopython, PyPy and Numba. 

The effect of sequence length. The biggest impact on 
the performance was observed to be the sequence length. 
In all the cases there was an exponential increase, close to 
the order of two as the size of the matrices (n x m) also 
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increases in the order of two. This was independent of the 
algorithm or modules that were used. Interestingly only 
with Numba the order of the power was close to 1.5 which 

indicates that the matrix processing is not a bottleneck for 
Numba. 

 

 

Figure 1. The computation times in milliseconds (ms) versus sequence length for globalms (A), localms (B), globalds (C) 
and localds (D) alignment methods without backtracking, using various compilation methods, Biopython using 
standard Python (dashed), In-house method with Numba compiler (light gray) and In-house method with PyPy 
compiler (dotted). 

 
The effect of sequence similarity. On the other hand 

sequence similarities ranging from 20% to 80% did not 
seem to have an effect on the computation time. (Data 
not shown) In most cases the differences were too small 
to consider significant. Although some difference was 
expected between methods using backtrack to produce 
an alignment since the final alignments would be longer 
when there is low similarity due to increased amounts of 
gap. 
“Score only” versus “backtracking” modes. When a 
comparison between “score only” and “backtracking” 
modes, there has been small variations in the 
computation time in spite of the choice of the 
compiler/interpreter since backtracking requires three 
additional matrices to be constructed. Between 
“score_only” modes and “backtracking” modes of 
Biopython there is a huge impact on the performance. 
This impact drops down for larger sequences for all 
methods with Biopython. On the other hand, with Numba 
and PyPy the impact is significantly less and ranging only 
between 1.5 and 2. The difference is mostly related to the 
way the Biopython’s pairwise2 module is executed rather 
than the choice of the compiler/interpreter.Local vs 
global. No significant difference was observed between 
local and global algorithms. The only exception was 
Biopython methods where the difference varies between 
1.3 to 10 times. In case of Numpy or PyPy no significant 
difference was apparent. 

Substitution matrix choice. Oddly, Numpy exploiting 
methods when compiled with Cython proved to be even 
slower when using methods that include a substitution 
matrix. Considering that these methods are generally less 
efficient than Cython compiled pure Python code, an 
overall Cython Numpy uncomplimentary was apparent. 

Between the methods a dramatic difference was 
observed when Biopython module was used. Only for 
Biopython, while globalms method was fastest, localds 
and localds with backtracking were significantly slower 
than their counterparts.  

Using standard Python interpreter, Biopython showed 
greater overall performance in comparison to Numpy 
module or pure Python. However, with the introduction 
of an alternative compiler performance dramatically 
improves. When overall performance is considered, 
Numba assisted just-in-time compilation proves to be 
optimal in almost all cases. On average, Numba provided 
15 times faster computation time in “score only” mode 
and 18 times faster computation time in “backtracking” 
mode than Biopython. Biopython showed better 
performance only for globalms method when aligning 
sequences shorter than ~200 base pairs. At the same time, 
PyPy achieved greater performance only for localms 
method and for sequences of a length of ~50 bp. 
Comparison of PyPy and BioPython showed that PyPy was 
around 3.5 times faster on average in “score only” mode 
while comparable in “backtracking” mode.
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Table 2. Computation times in milliseconds of various sequence alignment methods, globalms, localms, globalds and 
localds, with and without backtracking, using different compilation strategies. All methods were tested with varying 
sequence lengths and 20% sequence similarity. Best performances of each series of sequence lengths are reported 
in bold. 

  

  method: globalms without backtracking 
 sequence length: 50 100 200 400 600 800 1000 
module interpreter/compiler               
Biopython standard Python 3.6+ 0.009 0.026 0.087 0.470 1.212 2.048 3.225 
numpy Numba 0.022 0.046 0.096 0.433 0.795 1.363 2.159 
- PyPy 0.029 0.108 0.449 1.433 2.918 4.887 7.194 
numpy Cython 0.139 0.553 2.236 10.120       
- Cython 0.631 2.475 9.878 40.824       
numpy standard Python 3.6+ 1.001 3.916 15.898         
- standard Python 3.6+ 0.475 1.980 7.548         
  method: localms without backtracking 
module interpreter/compiler 50 100 200 400 600 800 1000 
Biopython standard Python 3.6+ 0.065 0.248 1.019 4.583 11.708 22.448 36.291 
numpy Numba 0.022 0.047 0.098 0.465 0.793 1.383 2.125 
- PyPy 0.024 0.090 0.367 1.396 3.102 5.203 7.766 
numpy Cython 0.145 0.569 2.258 10.025       
- Cython 0.748 2.883 11.559 47.241       
numpy standard Python 3.6+ 1.149 4.614 17.805         
- standard Python 3.6+ 0.494 1.958 7.694         
  method: globalds without backtracking 
module interpreter/compiler 50 100 200 400 600 800 1000 
Biopython standard Python 3.6+ 0.100 0.381 1.501 6.082 13.618 24.038 37.705 
numpy Numba 0.021 0.047 0.100 0.445 0.827 1.318 1.949 
- PyPy 0.025 0.114 0.466 1.715 3.757 6.488 9.768 
numpy Cython 0.459 1.825 7.354 30.445       
- Cython 0.602 2.362 9.399 38.945       
numpy standard Python 3.6+ 0.998 3.967 15.507         
- standard Python 3.6+ 0.879 3.314 13.300         
  method: localds without backtracking 
module interpreter/compiler 50 100 200 400 600 800 1000 
Biopython standard Python 3.6+ 0.157 0.588 2.481 10.386 24.193 44.655 70.487 
numpy Numba 0.023 0.048 0.107 0.466 0.865 1.475 2.205 
- PyPy 0.029 0.124 0.511 1.928 4.086 7.518 11.400 
numpy Cython 0.520 2.089 8.506 35.492       
- Cython 0.735 2.853 11.417 46.367       
numpy standard Python 3.6+ 1.172 4.542 18.131         
- standard Python 3.6+ 0.962 3.784 14.622         
  method: globalms with backtracking 
module interpreter/compiler 50 100 200 400 600 800 1000 
Biopython standard Python 3.6+ 1.761 2.190 4.022 7.949 9.164 18.490 20.475 
numpy Numba 0.023 0.050 0.177 0.681 1.573 2.667 4.226 
- PyPy 0.058 0.214 0.840 3.495 7.218 12.612 18.929 
numpy Cython 0.317 1.253 4.951 22.217       
- Cython 1.622 6.361 25.222 103.363       
numpy standard Python 3.6+ 2.308 9.126 36.224         
- standard Python 3.6+ 0.969 3.581 14.521         
  method: localms with backtracking 
module interpreter/compiler 50 100 200 400 600 800 1000 
Biopython standard Python 3.6+ 0.169 0.616 2.496 10.177 24.115 43.812 69.278 
numpy Numba 0.023 0.049 0.126 0.684 1.612 2.799 4.327 
- PyPy 0.050 0.190 0.728 3.042 6.380 11.616 17.473 
numpy Cython 0.293 1.148 4.554 20.728       
- Cython 1.653 6.310 25.439 102.680       
numpy standard Python 3.6+ 2.366 9.056 36.411         
- standard Python 3.6+ 0.903 3.558 13.804         
  method: globalds with backtracking 
module interpreter/compiler 50 100 200 400 600 800 1000 
Biopython standard Python 3.6+ 1.399 2.377 3.429 8.613 16.305 27.459 41.009 
numpy Numba 0.026 0.058 0.158 0.867 1.850 3.252 4.909 
- PyPy               
numpy Cython 0.962 3.837 15.267 63.191       
- Cython 1.522 5.965 23.866 96.943       
numpy standard Python 3.6+ 2.329 8.859 35.338         
- standard Python 3.6+ 1.640 6.794 26.157         
  method: localds with backtracking 
module interpreter/compiler 50 100 200 400 600 800 1000 
Biopython standard Python 3.6+ 1.444 3.545 6.627 18.518 38.599 68.369 105.336 
numpy Numba 0.027 0.064 0.180 0.945 2.028 3.541 5.458 
- PyPy               
numpy Cython 1.018 3.999 16.154 68.273       
- Cython 1.679 6.457 25.711         
numpy standard Python 3.6+ 2.392 9.485 37.360         
- standard Python 3.6+ 1.670 6.669 27.091         
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Conclusion 
 
While Python provide a versatile development 

environment for prototyping new ideas for data scientists, 
it remains to be one of slower executed programming 
languages. With the development of next generation 
sequencing technology and the increase in the amount 
data to be processed, massive alignment problems such 
as de novo genome construction or multiple sequence 
alignments (MSA) arise and bioinformaticians find 
themselves needing faster solutions for testing their ideas 
that require sequence alignments. Here, in order to boost 
the performance of these alignment algorithms, the two 
most commonly used alignment algorithms were written 
using Python language and tested for various compilation 
strategies. Our findings show that the choice of compiler 
may have significant impact on the speed of execution. 
The overall optimal approach was found to be using just-
in-time Numba compiler while followed by PyPy just-in-
time compiler. Biopython also proved to be a decent 
option, considering certain methods at certain sequence 
lengths it may give equivalent performance. In conclusion, 
it is important to consider compilers, no matter the choice 
of the compiler is, as they would give up to 200 times 
higher performance than standard Python interpreter.   

On the other hand, further improvements may still be 
possible if compilation strategy is combined with 
parallelism. However, the overhead cost of setting up 
parallelism needs to be considered depending on the 
number and length of the query sequences and the 
available hardware, such as GPUs. [16-18] For that reason, 
parallelism might not be a feasible solution to improve the 
performance in all situations. None the less, the 
compilation strategy ensures better performance in any 
Python environment given that necessary modules are 
installed and independent of the hardware setting. 
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This study aimed to investigate the role of inflammation and biochemical parameters in children with Specific 
Learning Disorders (SLD) and to evaluate these parameters based on the severity of SLD.The study was planned 
as a retrospective. 39 children diagnosed with SLD and 32 healthy controls aged 6-16 years, who had hemogram 
and biochemistry tests performed at their admission, were included in the study. Diagnoses were based on DSM-
5 criteria, clinical interviews, family interviews, and assessments of reading, writing, and math skills. The study 
received ethical approval from the Cumhuriyet University Non-Invasive Clinical Research Ethics 
Committee.Lymphocyte count and WBC were significantly higher in the SLD group (p = 0.003, p = 0.006, 
respectively). A significant difference was detected between the groups regarding platelet/lymphocyte ratio 
(PLR) (p = 0.047). No significant differences were found in blood parameters (erythrocyte, neutrophil, 
lymphocyte, WBC, platelet, T4, TSH, folic acid, vitamin B12, PLR, neutrophil/lymphocyte ratio (NLR)) when 
evaluated according to the severity of SLD.The results of our study suggest that inflammation may play a role in 
SLD, but further research with larger sample sizes, longitudinal designs, and comprehensive assessments of 
inflammatory markers is needed to better understand these associations. 
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Introduction 
 

Neurodevelopmental disorders constitute a 
heterogeneous group of inherited medical conditions that 
primarily impact social communication, language, 
attention, impulsivity, learning, perception, and motor 
coordination. The condition has a detrimental impact on 
both the individual and the family, persisting from 
childhood to adulthood [1]. There is mounting evidence 
that inflammatory processes are involved in the etiology 
of neurodevelopmental disorders, including autism, 
specific learning disorders, attention deficit hyperactivity 
disorder, emotional disorders such as depression and 
bipolar disorder, and tic disorders. Neuroinflammation 
has been linked to alterations in brain development, 
including modifications to synaptic plasticity and 
synaptogenesis [2]. Specific learning disorder (SLD) is a 
neurodevelopmental disorder that is characterized by a 
failure to achieve the expected level of proficiency in 
reading, mathematics, and written expression skills when 
considering the individual's chronological age, 
educational level, and intelligence. Despite its prevalence 
in childhood, the etiology of SLD remains unclear [3]. 
Proposed mechanisms include neuronal damage and 
degeneration, increased oxidative stress, decreased 
neurotrophic support, glial activation, changes in 
neurotransmitter metabolism, and disruption of the 
blood-brain barrier [4]. Consequently, the potential 
contribution of inflammation to neurodevelopmental 
disorders is being subjected to further scrutiny. The 

hematological system is a vital organ for human immune 
defense and plays a central role in the inflammatory 
process and sepsis [5]. Leukocytes, endothelium, platelets 
(PLTs), and numerous other components are responsible 
for the activation of the immune system. An increase in 
the inflammatory response triggered by environmental 
factors in the early stages of development may result in 
structural and/or functional alterations in brain 
development, which may subsequently lead to the onset 
of neurodevelopmental disorders such as specific learning 
disabilities (SLD) and attention deficit hyperactivity 
disorder (ADHD) [6]. The neutrophil/lymphocyte ratio 
(NLR), mean platelet volume (MPV), 
monocyte/lymphocyte ratio (MLR), and red blood cell 
distribution width (RDW) are frequently employed as 
straightforward peripheral inflammation markers that can 
reflect the underlying state of systemic inflammation and 
can be readily and rapidly measured in whole blood [10]. 
The utilization of these cells as markers has facilitated the 
identification of alterations in inflammatory status across 
a spectrum of psychiatric disorders [11-16]. These 
psychiatric disorders include schizophrenia, bipolar 
disorder, autism spectrum disorders, and attention deficit 
hyperactivity disorder [4, 7–9]. Furthermore, vitamins, 
minerals, and hormones are implicated in the etiology, 
disease process, and treatment of psychiatric disorders 
[10]. It is assumed that B12, folic acid and thyroid 
hormones exert a direct effect on cognitive functions, 
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especially on the energy metabolism of neurons and glial 
cells, the synthesis of neurotransmitters and receptor 
binding. [11].  

A review of the literature reveals a paucity of studies 
examining the relationship between SLD and 
inflammation. Nevertheless, no studies have examined 
the role of SLD and inflammation and biochemical 
parameters together, nor have they evaluated these 
factors according to SLD severity. In light of these findings, 
the objective of our study was to examine the role of SLD 
and inflammation and biochemical parameters in patients 
with specific learning disorders, evaluating them 
according to SLD severity. 

 

Materials and Methods 
 

The records of the child and adolescent mental health 
and diseases outpatient clinic between May 2023 and 
May 2024 were retrospectively examined and a diagnosis 
of SLD was made as a result of a clinical interview based 
on DSM-5, family interview, psychiatric examination 
including assessment of reading, writing and mathematics 
skills appropriate for the age and grade level, and teacher 
information form evaluation, Thirty-nine children aged 
between 6 and 16 years with no accompanying 
psychiatric, neurological and medical diseases, no mental 
retardation and no mental retardation, who underwent 
haemogram and biochemistry examinations, and 32 age- 
and gender-matched healthy children who were not 
diagnosed at their first presentation to child and 
adolescent mental health and diseases and who 
underwent haemogram and biochemistry examinations 
were included as the control group. Routine blood tests 
were requested from patients at the first application in 
order to organize diagnosis and treatment decisions and 
to make a differential diagnosis. Another purpose was to 
see the current metabolic status and to observe the side 
effects of drugs if any medication was to be started. The 
severity of SLD was determined as a result of a clinical 
interview based on DSM-5. Sociodemographic 

characteristics registered in the system were used. The 
minimum sample size was determined by power analysis. 
The study was started after approval was obtained from 
the Cumhuriyet University Non-interventional Clinical 
Research Ethics Committee (dated 16.05.2024, numbered 
2024/05-14). When β= 0.10 and α = 0.05 1-β= 0.90 was 
taken in the study, it was decided to include 39 individuals 
in the patient group and 32 individuals in the control 
group. The power of the test was found as p=0.90498. 
Hormone and vitamin results; Roche Cobas 8000 system 
(Roche Diagnostics, Mannheim, Germany). Complete 
Blood Count (CBC); CBC MINDRAY 5200 (China) was 
analyzed in the hospital biochemistry laboratory. 
 

Statistical Methods 
 

The data obtained from our study were evaluated with 
SPSS 23.0 program. The normality of the data was checked 
with Kolmogorov-Smirnov test. Since the data provided 
parametric conditions, it was analyzed with independent 
sample t test for two independent groups and F test 
(ANOVA) for more than two groups. When ANOVA was 
used in more than two group comparisons, Tukey's T2 test 
was used for those that provided the homogeneity 
assumption and Tamhane's T2 test was used for those 
that did not provide the homogeneity assumption to 
determine which group was different from the others. 
Chi-square test was used for categorical variables. The 
error level will be taken as 0.05. 

 

Results 
 

Demographic Characteristics 
 

This study was conducted with 39 children with SLD 
and 32 healthy control groups. Table 1 shows the socio-
demographic and clinical characteristics of the SLD groups 
and controls. There was no significant difference between 
the groups in terms of age, age groups, gender, place of 
residence, family income level, and mother and father's 
education level (all p values >0.05) (Table 1).

 

Table 1. Sociodemographic characteristics of the sample  

 
SLD group  

(N=39) 
Control group  

(N=32) 
p-value* 

Age (mean-years±SD) 10.41±2.67 11.03±2.86 0.348 
Gender (n,%)   0.934 

Male 24 (61.5) 20 (62.5)  
Female 15 (38.5) 12 (37.5)  

Place of residence (n,%)   0.994 
Urban 28 (71.8) 23 (71.9)  
Rural 11 (28.2) 9 (28.1)  

Family income level (n,%)†   0.712 
The minimum wage/less than minimum 

wage 20 (51.3) 15 (46.9)  

Above the minimum wage 19 (48.7) 17 (53.1)  
Education level of mother (n,%)   0.292 

Primary education and lower 30 (76.9) 21 (65.6)  
Upper primary education 9 (23.1) 11 (34.4)  

Education level of father (n,%)   0.621 
Primary education and lower 23 (59.0) 17 (53.1)  

Upper primary education 16 (41.0) 15 (46.9)  
*The chi-square test for categorical variables and the Independent-samples t-test for continuous variables were used to test group differences. 
Bold font indicates statistical significance: p < 0.05 
†The level of income was determined by the minimum wage value on the date of the study. 
Abbreviations: SD, Standard Deviation; SLD, Specific Learning Disorder. 
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Comparison of Hemogram and Biochemical Parameters Between Two Groups 
 

Table 2. Comparison of hemogram and biochemical parameters between two groups. 

 
SLD group 
(N=39) 

Control group 
(N=32) 

p-value* 

Erythrocyte (103/uL) (mean±SD) 4,98±0,48 5,00±0,41 0,957 
Neutrophil (103/uL) (mean±SD) 4,17±1,68 3,64±1,12 0,127 
Lymphocyte (103/uL) (mean±SD) 2,96±0,95 2,32±0,72 0,003 

WBC (103/uL) (mean±SD) 7,91±2,37 6,54±1,41 0,006 
Platelet(103/uL) (mean±SD) 337,21±67,86 308,72±66,33 0,080 
T4 (mcg/dl) (mean±SD) 1,28±0,16 1,29±0,35 0,879 
TSH (mlU/L) (mean±SD) 2,31±2,42 2,42±1,58 0,729 
Folic acid(ng/ml) (mean±SD) 9,31±3,17 8,37±2,14 0,160 
Vitamin B12 Levels(pg/ml) (mean±SD) 415,46±158,89 366,25±163,02 0,204 
NLR 1,48±0,58 1,74±0,95 0,157 
PLR 121,96±39,14 142,79±47,48 0,047 

Independent-samples t-test for continuous variables were used to test group differences.  
Italic font indicates statistical significance: p < 0.05 
Abbreviations: SD, Standard Deviation; SLD, Specific Learning Disorder; TSH, Thyroid Stimulating Hormone; 
WBC,White Blood Cell; NLR, Neutrophil lymphocyte ratio; PLR, Platelet lymphocyte ratio. 

*Independent-samples t-test 
 

When blood parameters were evaluated, no 
significant difference was found between the groups in 
terms of erythrocyte, neutrophil, platelet, T4, TSH, folic 
acid, vitamin B12, and NLR values. Lymphocyte count and 
WBC were significantly higher in the SLD group than in the 
control group (p = 0.003, p = 0.006, respectively). A 
significant difference was detected between the groups 
regarding PLR (p = 0.047). General characteristics and 
biochemical values of the groups are shown in Table 2. 
(Table 2) 

Comparison of Parameters according to SLD Severity  
When blood parameters were evaluated according to the 
severity of SLD, no significant difference was found 
between the groups in terms of erythrocyte, neutrophil, 
lymphocyte, WBC, platelet, T4, TSH, folic acid, vitamin 
B12, PLR, and NLR values. General characteristics and 
biochemical values of the groups are shown in Table 3. 
(Table 3) 

 
 

 
Table 3. Comparison of parameters according to SLD severity 

 Mild(n=7) Moderate(n=13) Severe (n=19) p-value 

Erythrocyte(103/uL) (mean±SD) 5,25±0,19 5,15±0,56 4,79±0,43 0,006 

Neutrophil(103/uL) (mean±SD) 4,68±2,35 4,10±1,49 4,03±1,58 0.681 
Lymphocyte(103/uL) (mean±SD) 3,42±1,14 2,70±1,07 2,97±0,76 0.281 
WBC (103/uL) (mean±SD) 8,96±3,33 7,53±2,57 7,78±1,80 0.428 
Platelet (103/uL) (mean±SD) 379,71±78,19 325,62±64,12 329,47±63,88 0.188 
T4 (mcg/dl) (mean±SD) 1,33±0,08 1,31±0,23 1,25±0,13 0.425 
TSH (mlU/L) (mean±SD) 2,67±1,34 2,10±0,45 2,32±1,11 0.481 
Folic acid (ng/ml) (mean±SD) 9,74±1,82 10,26±4,53 8,49±2,23 0.286 
Vitamin B12 Levels (pg/ml) (mean±SD) 445,57±209,86 412,38±161,618 406,47±144,08 0.860 
NLR 1.34±0.35 1.64±0.62 1.43±0.62 0.478 
PLR 120.54±47.42 132.70±48.05 115.14±28.52 0.470 
One-way ANOVA for continuous variables were used to test group differences.  
Bold font indicates statistical significance: p < 0.05 
Abbreviations: SD, Standard Deviation; SLD, Specific Learning Disorder; TSH, Thyroid Stimulating Hormone; 
WBC,White Blood Cell; NLR, Neutrophil lymphocyte ratio; PLR, Platelet lymphocyte ratio. 

 

Discussion 
 
The present study sought to compare inflammatory 

markers and biochemical parameters between a specific 
learning disorder (SLD) group and a control group. The 
findings indicated that no notable discrepancy was 
observed between the two groups concerning 
erythrocyte, neutrophil, platelet, T4, TSH, folic acid, 

vitamin B12, and NLR values. Nevertheless, the 
lymphocyte count and WBC values were observed to be 
markedly elevated in the SLD group in comparison to the 
control group. Additionally, a notable discrepancy was 
observed between the two groups about PLR. 

The literature review highlighted a limited number of 
studies examining B12 and folic acid levels in individuals 
with SLD. These studies largely corroborate our findings. 
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For instance, Esnafoğlu's study reported no significant 
difference in vitamin B12 levels between SLD and control 
groups, although folic acid levels were notably lower in 
the SLD group [12]. Similarly, a 2016 study investigating 
B12 and zinc levels found no significant difference in B12 
levels [13]. Deficiencies in vitamin B12 and folate have 
been associated with learning difficulties, psychosomatic 
symptoms, and anxiety in children with attention-
deficit/hyperactivity disorder (ADHD) [14, 15]. In some 
cases, children with asymptomatic deficiencies in these 
nutrients may present with inattention or developmental 
delays, warranting an evaluation for potential 
neurodevelopmental disorders. Consequently, clinicians 
should consider assessing micronutrient levels when 
there is clinical suspicion of such deficiencies. The varying 
results observed in SLD, despite its classification as a 
neurodevelopmental disorder, may stem from differences 
in socioeconomic status and nutritional practices within 
the studied population. 

Another parameter analyzed in this study was thyroid 
function. Thyroid hormones, including free 
triiodothyronine (fT3), free thyroxine (fT4), and thyroid-
stimulating hormone (TSH), play a vital role in regulating 
motor, cognitive, and emotional processes. Extensive 
evidence underscores the adverse effects of maternal 
thyroid dysfunction on fetal brain development [17]. 
However, a review of the literature revealed no previous 
studies investigating thyroid function specifically in the 
context of SLD. In this study, thyroid function levels did 
not differ significantly between the SLD and control 
groups, potentially due to sample selection criteria or the 
limited sample size. Nonetheless, further research is 
necessary to clarify the role of thyroid function in brain 
development and its potential implications for SLD. 

Systemic inflammation has been proposed as a 
potential contributor to the etiology of psychiatric 
disorders, including autism spectrum disorder (ASD) and 
attention deficit hyperactivity disorder (ADHD). However, 
the precise nature of the relationship between 
neurodevelopmental disorders and systemic 
inflammation remains uncertain [18]. In our study, an 
increase in white blood cell (WBC) and lymphocyte levels 
may serve as an indicator of chronic inflammation in 
individuals with learning disabilities. Chronic 
inflammation, particularly in neurodevelopmental 
disorders, can result in a state of constant stress in the 
brain and body. It is established that chronic inflammation 
has a deleterious impact on synaptic plasticity and 
neurodevelopment in the brain [19]. This may contribute 
to the etiology of cognitive disorders such as learning 
disabilities. 

Secondly, individuals with learning disabilities may 
exhibit disturbances in the regulation of the immune 
system. An increase in white blood cell (WBC) and 
lymphocyte levels may indicate that the body's immune 
system is hyperactive. Such outcomes may be attributable 
to environmental factors, including infections or maternal 
immune activation, to which children with learning 
disabilities are exposed, particularly during prenatal or 

early childhood. Maternal immune activation may result 
in the triggering of inflammatory responses in the fetus, 
which may subsequently give rise to neurodevelopmental 
consequences [20]. 
Also, a low platelet-to-lymphocyte ratio (PLR) may signify 
an alternative aspect of the immune response in 
individuals with learning disabilities. A low PLR indicates a 
reduction in platelet count relative to lymphocyte count, 
which may contribute to an increased complexity of the 
inflammatory state. Consequently, low platelet counts 
may result in a weakened or altered inflammatory 
response, which can occur in several ways [21]. A low PLR 
may provide insights into the general impact of the 
immune system in individuals with learning disabilities, 
and the effects of this condition on cognitive functions 
warrant further investigation. 
In the study conducted by Bilac and colleagues, a total of 
64 participants were included, comprising 31 children 
with SLD and 33 healthy children. The study yielded 
findings indicating that the patient group exhibited 
elevated neutrophil and lymphocyte counts and NLR 
values in comparison to the control group. PLR values did 
not differ significantly between the two groups. 
Nevertheless, regression analyses revealed that the NLR 
value, age, and gender, which were identified as 
independent variables, did not exert a significant 
influence on SLD [22]. In a further study conducted in 
2023, no significant difference was observed between the 
two groups in terms of hemoglobin (Hb), red cell 
distribution width (RDW), platelet crit (PCT), platelet 
distribution width (PDW), white blood cell (WBC) count, 
neutrophil-to-lymphocyte ratio (NLR) and thrombocyte 
count (TLO) levels. The platelet count was observed to be 
higher in the SLD group. This study aimed to investigate 
the relationship between SLD types and to determine 
whether a significant difference exists. The results 
demonstrated that no significant difference was found 
[23]. Unlike earlier research, our study categorized SLD by 
severity but found no significant differences in blood 
parameters across severity levels. 
While our findings provide valuable insights, the study has 
limitations, including a small sample size, potential 
confounding factors such as nutrition and physical 
activity, and a lack of direct measures of 
neuroinflammation. Future longitudinal studies with 
larger samples are needed to clarify the role of 
inflammation and immune system changes in SLD and 
their potential impact on cognitive development. 

 

Conclusion 
 
In conclusion, elevated white blood cell (WBC) and 

lymphocyte levels, along with a low platelet-to-
lymphocyte ratio (PLR), may reflect chronic inflammation 
and immune system dysregulation in individuals with 
learning disabilities. These findings offer valuable insights 
into the potential link between immune responses and 
neurodevelopmental processes in this population. To 
build on this foundation, future research should address 
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current limitations by utilizing larger sample sizes, 
adopting longitudinal study designs, and accounting for 
potential confounding factors. Furthermore, investigating 
direct markers of neuroinflammation and exploring the 
mechanisms behind these hematological changes in SLD is 
essential. A deeper understanding of these processes 
could pave the way for targeted interventions aimed at 
reducing the impact of inflammation on cognitive and 
learning outcomes in children with SLD. 
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Invasive fungal infections pose a significant threat to human health, emphasizing the urgent need for new and 
effective antifungal agents. 3,5-Disubstituted-tetrahydro-2H-1,3,5-thiadiazine-2-thione derivatives have shown 
promising antifungal activity. This study focused on characterizing the physicochemical properties, specifically 
the acidity constant (pKa), lipophilic partition coefficient (logP), and distribution coefficient (logD), of four 3-(2-
phenylethyl)-tetrahydro-2H-1,3,5-thiadiazine-2-thione-5-acetic acid derivatives (EP1, EP2, EP3, and EP4) with 
varying α-carbon substituents. pKa values were determined using two independent methods: parallel factor 
analysis (PARAFAC) of UV spectroscopic data and reversed-phase high-performance liquid chromatography (RP-
HPLC). Lipophilicity was assessed by measuring logD values using the shake-flask method with n-octanol, and 
logP values were calculated based on the determined pKa and logD values. The pKa values determined by both 
PARAFAC and RP-HPLC showed a good correlation. The α-carbon substituent significantly influenced pKa, with 
electron-withdrawing substituents resulting in lower pKa values, consistent with inductive effects. The logD-pH 
profiles exhibited typical bell-shaped curves, with logP values at pH 5.5 ranging from -0.38 to 3.00. EP1, EP2, and 
EP4 displayed lipophilic characteristics, while EP3 showed higher hydrophilicity. This study provides the first 
reported pKa, logP, and logD values for these novel thiadiazine derivatives. The findings emphasize the influence 
of structural modifications on physicochemical properties, which are critical for drug absorption, distribution, 
and target interaction. These data provide a valuable basis for elucidation of the structure-activity relationship 
and formulation optimization of these antifungal agents. 
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Introduction 
 

Invasive fungal infections present a serious and 
growing global health threat, causing an estimated 1.5 
million deaths annually [1]. Despite medical progress in 
treating bacterial infections, the limited availability of 
effective antifungal drugs poses a significant challenge. 
Individuals with weakened immune systems, such as 
those undergoing chemotherapy, organ transplantation, 
or living with HIV/AIDS, are particularly susceptible to 
these infections, leading to severe consequences [2]. The 
emergence of antifungal resistance further complicates 
treatment efforts and highlights the urgent need for novel 
antifungal drug discovery [3]. 

    The 3,5- disubstituted-tetrahydro-2H-1,3,5-thiadiazine-2-
thione scaffold represents a promising source of novel 
therapeutic agents. Previous research has demonstrated 
the diverse biological activities of compounds containing 
this core structure, including antibacterial, antifungal, anti-
inflammatory, antileishmanial, antitubercular, and 
anticancer properties [4-10]. Among these, 3-(2-
phenylethyl)-tetrahydro-2H-1,3,5-thiadiazine-2-thione-5-
acetic acid derivatives, synthesized via a well-established 

two-step process, have emerged as particularly promising 
candidates.  

The journey of a drug molecule from the laboratory 
bench to a patient's bedside is a complex one, influenced 
by a delicate interplay of factors. Among these, the 
molecule's inherent physicochemical properties stand out 
as critical determinants of its fate and effectiveness within 
the body. These properties, including its acidity constant 
(pKa), lipophilic partition coefficient (logP), and 
distribution coefficient (logD), govern how a drug 
interacts with biological systems, ultimately influencing its 
absorption, distribution, metabolism, excretion, and 
overall therapeutic efficacy. 

A drug molecule's degree of ionization, directly related 
to its pKa value, significantly impacts its behavior and 
efficacy. The pKa dictates the ratio of ionized to non-
ionized forms at a specific pH, influencing crucial factors 
like solubility, cell membrane permeability, binding to 
plasma proteins, and interactions with target molecules  
[11]. While not the sole determinant of efficacy, 
understanding how a drug's ionization changes with pH is 
essential for optimizing its delivery to fungal cells, 
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ensuring effective target engagement, and predicting its 
overall pharmacokinetic profile. Therefore, pKa is a critical 
consideration throughout the design and development of 
new antifungal agents. 

Understanding the logP and logD values provides 
further insights into a drug's behavior. While logP, a 
measure of the molecule's affinity for a lipophilic 
environment, offers valuable information, it only paints a 
partial picture. In contrast, logD, which takes into account 
the ionization state of the molecule across a range of pH 
values, provides a more comprehensive view of its 
lipophilic character in biological systems [12]. This 
becomes particularly crucial when considering that most 

drugs exist as a mixture of ionized and non-ionized forms 
under physiological conditions. 

PARAFAC has proven to be a valuable tool for pKa 
determination, with successful applications in analyzing 
UV  [13-16], voltammetric  [17, 18] and fluorescence [19] 
data. 

To determine the pKa of these molecules, we 
employed two independent methods, including PARAFAC, 
which was applied to UV spectroscopic data and HPLC. 
PARAFAC, a powerful three-way analysis method (Figure 
1), dissects the complex pH-dependent UV absorbance 
data, allowing us to discern the equilibrium between the 
acidic (HA) and basic (A-) forms of the molecule and 
precisely pinpoint its pKa value (Figure 2) [20, 21]. 

 

 

Figure 1. Datasets generated to determine pKa by PARAFAC three-way data analysis. 
 

 

Figure 2. Acid dissociation equilibrium of EP0 molecule. 

 
According to Equation 1, when the acidic form 

concentration [HA] and the base form concentration [A-] 
are equal, the pH of the solution becomes equal to the pKa 
value of the relevant substance.   Analytical signals can be 
decomposed with three-way analysis tools by arranging 
them as three-way data strings. This distinction helps us 
to observe the profiles of the three variants for all the 
components (HA and A- concentrations) that contribute to 
the signals. 

 

𝐾𝑎 =
[𝐻+][𝐴−]

[𝐻𝐴]
 (1) 

 

In additionally, in this study, the pKa values of some 3-
(2-phenylethyl)-tetrahydro-2h-1,3,5-thiadiazine-2-thione-
5-acetic acid derivatives were determined by the RP-HPLC 
method using acetonitrile (ACN)-water mobile phase. In 

RP- HPLC method, acidic form (HA) and basic form (A-) of 
ionizable substances have different retention times. In the 
RP-HPLC method, the retention times of both species are 
expressed by the capacity factor (k') (Equation 2). 
 

𝑘′ =
𝑡𝑟 − 𝑡0
𝑡0

 (2) 

 

In the equation, k' is the capacity factor, tr is the 
retention time of the substance, and t0 is the dead time. 

Determining the pH value of the mobile phase is very 
important in pKa determination studies with HPLC. 
Different buffers and organic solvents (acetonitrile, 
methanol, etc.) or mixtures of these in mobile phases with 
certain ratios can be used for pKa determination in the 
HPLC method. In this case, the pH value of the aqueous 
phase and the pH value of the mobile phase with an 
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organic modifier may differ. For this reason, different pH 
scales in HPLC studies can be used. Although there are 
many different pH scales, three of them are widely used 
in pH scaling. The first of these is the aqueous pH scale 
( 𝑝𝐻𝑤
𝑤 ); In this scale, the electrode system is calibrated 

with aqueous buffers and pH is measured in the aqueous 
buffers before adding organic modifiers. The second case 
is the pH scale relative to the solvent ( 𝑝𝐻𝑤

𝑠 ); In this scaling, 
the electrode system is calibrated with aqueous buffers, 
but the pH measurement is made in the mobile phase 
obtained by mixing the aqueous buffers with the organic 
modifier. In this case, the pH value will differ from the 
standard aqueous pH scale. the third is the pH scale in the 
mobile phase ( 𝑝𝐻𝑠

𝑠 ); The electrode system is calibrated 
with buffers prepared in the same mixed solvent used in 
the mobile phase and pH measurement is performed in 
the mobile phase. In this case, the pH value differs from 
the standard aqueous pH scale and also differs from the 
pH scale depending on the state of the solvent [22]. 

Determination of pKa using the k' and pH values of the 
mobile phase in liquid chromatography was first 
suggested by Horvat [23]. Later, further studies were 
performed on different compounds to measure the pKa 
values from the capacity factors [24, 25]. In this study, pKa 
values of EP1, EP2, EP3 and EP4 pharmaceuticals were 
determined with the help of k'-pH curves. 

To unravel the lipophilic nature of these compounds, 
we employed UV-VIS spectroscopic methods in 
conjunction with the classic bottle-shaking method using 
n-octanol as the lipophilic phase, adhering to established 
OECD guidelines [26]. This approach allowed us to 
determine the partition coefficient (logP), a standard 
measure of lipophilicity [27], and the more 
understandable partition coefficient (logD), providing a 
comprehensive picture of the behavior of molecules in a 
two-phase system [12]. 

Lipophilicity is the affinity of a molecule for a lipophilic 
medium. It is measured by the dispersion behavior in a 
two-phase system, usually a liquid-liquid or solid-liquid 
system [27]. Passively absorbed active substances must 
cross biological membranes before entering the 
bloodstream. Due to the lipid structure of the 
membranes, the drug's passage rate directly depends on 
the lipophilic structure of the active substance. The logP 
observed in the water-n-octanol system of a molecule is 
adopted as the standard measure of lipophilicity 
(Equation 3). Most drugs in biological systems have an 
ionic nature. Therefore, evaluating the lipophilicity of the 
ionic forms of drugs is more important than the 
lipophilicity of the molecular form. The lipophilicity of the 
ionic structure of a drug is defined by its logD. The 
distribution coefficient is the ratio of the sum of the 
concentrations of all compound species in octanol to the 
sum of the concentrations of all compound species in 
water (Equation 4). 
 

 
(3) 

 

 
(4) 

 

A certain balance of lipophilicity and hydrophilicity is 
required for a successful drug candidate substance. The 
solubility of a drug in water is directly proportional to its 
solubility in plasma and other aqueous biological fluids. 
Still, lipophilicity is the ability of the substance to 
penetrate biological membranes and is crucial for all drug 
compounds. The log D is a widely used coefficient to 
measure the lipophilicity of ionizable compounds. For 
non-ionizing compounds, lipophilicity is expressed by 
logP, and the logP value is equal to the logD value for 
these compounds’ overall pH ranges. For ionizable 
compounds, logD considers both ionized and molecular 
forms. The logP values of acidic molecules can be 
calculated according to the Equation 5 depending on the 
pH, logD and pKa values [12]. 
 

𝑙𝑜𝑔𝑃(𝑝𝐻) = 𝑙𝑜𝑔𝐷 + 𝑙𝑜𝑔[1 + 10(𝑝𝐻−𝑝𝐾𝑎)]           (5) 
 

By meticulously analyzing the lipophilic profiles of 
these compounds across a wide pH range and quantifying 
their relationship using quadratic functions, we aim to 
gain a deeper understanding of their physicochemical 
properties and potential implications for drug 
development. This comprehensive analysis will provide 
crucial information for predicting the absorption, 
distribution, and ultimately, the antifungal efficacy of 
these promising drug candidates. 

Our study marks the first comprehensive 
determination of pKa, logP, and logD values for these 
novels 3-(2-phenylethyl)-tetrahydro-2H-1,3,5-thiadiazine-
2-thione-5-acetic acid derivatives. The insights gained 
from our research will not only contribute to the growing 
body of knowledge surrounding this intriguing class of 
compounds but also pave the way for the development of 
potent and effective antifungal agents to combat the 
rising tide of fungal infections. 

 

Material and Method 
 

Chemicals and Reagents  
Stock solutions (5000 ppm) of EP1, EP2, EP3, and EP4 

were prepared in methanol and stored at 4°C. These stock 
solutions were used for all pKa, logD, and logP 
determination experiments. A 20 mM phosphate buffer 
was used throughout the study, with pH adjustments 
made using 0.1 M sodium hydroxide and 0.1 M 
hydrochloric acid solutions as needed. The calibrations of 
the pH electrode were made using aqueous buffers. 

 All reagents, including acetonitrile, methanol, octanol, 
sodium chloride, sodium dihydrogen phosphate, 
hydrochloric acid, and sodium hydroxide (Sigma-Aldrich), 
were used as received. All solutions were prepared using 
Milli-Q water (Barnstead Nanopure™ system). 

 

Synthesis of EP1, EP2, EP3 and EP4 compounds 
Following the synthesis procedure outlined by Ertan et 

al., four 3-(2-phenylethyl)-tetrahydro-2H-1,3,5-
thiadiazine-2-thione-5-acetic acid derivatives (EP1, EP2, 
EP3, and EP4, Figure 3) were prepared starting from 
phenylethylamine [4]. 
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Figure 3. Structure and nomenclature of EP1, EP2, EP3 and EP4. 

 
The synthesis involved reaction with carbon disulfide 

and potassium hydroxide to yield the potassium 
phenylethyl dithiocarbamate intermediate, followed by 
cyclocondensation with formaldehyde and the 
appropriate amino acids (Figure 4). This key step formed 
the thiadiazine ring and introduced the acetic acid moiety 
at position 5, a crucial structural element influencing the 
compounds' properties and potential antifungal activity. 
These compounds share a common core structure but 
differ in the substituent attached to the alpha (α) carbon 
of the acetic acid moiety, allowing for investigation into 
the impact of these subtle structural variations on their 
physicochemical properties and antifungal potential. This 
study aimed to comprehensively characterize these 
properties. 
 

 

Figure 4. Synthesis reaction steps of 3-(2-phenylethyl)-
tetrahydro-2H-1,3,5-thiadiazine-2-thion-5-acetic acid 
derivatives. 

 

pKa Determination Using PARAFAC Analysis of 
UV Spectroscopic Data 

UV spectra of the compounds were recorded for each 
compound at eleven pH levels (pH 2-12) using a Shimadzu 
UV-1280 UV/VIS spectrophotometer. Spectra were 
acquired in the range of 200-350 nm with a 0.1 nm interval 
and a scan speed of 100 nm/min. Buffer solutions were 
prepared and pH values were measured using a Thermo 
Fisher Orion Star 200 digital pH meter equipped with glass 
electrodes (uncertainty ±0.01 pH units). 

UV spectra were collected using Shimadzu UVProbe 
2.43 software and exported to Microsoft Excel. Three-way 
data arrays, consisting of pH, wavelength, and absorbance 
data, were constructed and processed in MATLAB R2023a 
using the N-way Toolbox [28]. 

The application of PARAFAC for spectrophotometric 
pKa determination involves a straightforward procedure 
focused on constructing and analyzing three-dimensional 
(3D) datasets.  

I. UV absorbance spectra of analytes (EP1, EP2, EP3, 
EP4) were recorded at a concentration (15 ppm) at a 
selected pH level (n=3). 

II. Spectral recordings were repeated for each pH level 
within the relevant pH range (pH 2-12) to capture the 
changes in absorbance associated with ionization. 

III. The UV absorbance data matrices obtained at each 
pH level were combined to create a three-way data array 
with dimensions of absorbance x wavelength x pH. 

This three-way data array serves as the input for 
PARAFAC analysis, enabling the deconvolution of the 
spectral data and accurately determining pKa values. 
 

pKa Determination Using RP-HPLC 
 
Acidity constants were also determined using an RP-

HPLC (Agilent 1100) system equipped with a UV detector. 
Chromatographic separations were performed on an ACE-
121-2546 C18 column (4.6 x 250 mm, 5 µm particle size). 

The mobile phase consisted of 20 mM phosphate 
buffer (pH 2-12) (A) and acetonitrile (ACN) (B) in isocratic 
elution mode. In pKa determination studies using the 
HPLC method, the pH value of the mobile phase was 
adjusted after mixing ACN with buffer solution in 
appropriate proportions, and the measured pH ( 𝑝𝐻𝑤

𝑠 )  
values were used for pKa calculation. To ensure accurate 
and reliable measurements, buffer solutions were 
prepared using ultra-pure water and stored in capped 
bottles to prevent carbon dioxide intrusion. 

The column temperature was maintained at 25°C, and 
the injection volume was 10 µL. UV detection was 
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performed at 283 nm. Data acquisition and processing 
were carried out using Agilent ChemStation for LC 
software (B.04.03-SP1). The column dead time (t0) was 1.7 
minutes, determined with methanol injection. 

Capacity factors (k') were determined for each 
compound at various pH values (n=6). The relationship 
between k' and pH was analyzed using the Nonlinear 
Regression Shapes toolbox [29] in MATLAB. pKa values 
were determined from the second derivative of the 
resulting k'-pH curves. 

To assess the robustness of retention time 
estimations, experiments were also conducted using 
different ACN:water ratios in the mobile phase (65:35, 
70:30, and 75:25, v/v). For each pH value, three 
independent replicates were performed to ensure 
accurate determination of k' values. 

 

Determination of Lipophilicity (logP and logD) 
Lipophilicity was assessed by determining the logD 

using the classical shake-flask method with n-octanol, 
following OECD guidelines [26]. 

n-octanol and water were pre-saturated by shaking 
together for 24 hours. Aqueous phases were prepared 
using phosphate buffer, with pH adjustments (2.0-10.0) 
made using 0.1 M HCl or 0.1 M NaOH solutions. Ionic 
strength (µ) was maintained at 0.15 M using NaCl. 

For each compound, 4 mL of the aqueous phase (at the 
desired pH) and 2 mL of n-octanol were combined and 
shaken for 1 hour. The samples were then centrifuged at 
2000 g for 10 minutes to separate the phases. 

Distribution coefficients (D) were determined using 
Equation 6: 
 

𝐷 = (
𝐴𝑖−𝐴𝑓

𝐴𝑓
) 𝑥

𝑉𝑤

𝑉𝑜
  (6) 

 
Where: Ai: UV absorbance of the aqueous phase 

before extraction, Af: UV absorbance of the aqueous 
phase after extraction, Vw: Volume of the water-based 
layer, Vo: Volume of the n-octanol layer. 

Each determination was performed in triplicate at 
each pH value. UV absorbance measurements were 
carried out using a Shimadzu UV-1280 
spectrophotometer. All experiments were conducted at 
room temperature (22.3 ± 0.2°C). To account for spectral 
shifts due to pH, absorbance values were measured at 285 
nm for pH 2-5 and at 290 nm for pH 5-10. 

D values were calculated for each compound at pH 2-
10 using Equation 6. LogD values were then plotted as a 
function of pH, and quadratic equations describing the 
relationship were derived using polynomial second-order 
regression in MATLAB. LogP values were calculated from 
the logD values using Equation 5. 

Determination of pKa values is crucial to understand 
the behavior of drug candidates. In this study, pKa values 
of EP1, EP2, EP3 and EP4 with antifungal activity were 
determined using two independent methods (PARAFAC 
analysis of UV spectroscopic data and RP-HPLC). 

 

 Results and Discussion 
 

Acidity Constant Determination via PARAFAC 
The pH-dependent change in a three-way data set was 

analyzed to determine the pKa values of EP1, EP2, EP3, 
and EP4. UV absorbance spectra were recorded for each 
compound using the PARAFAC method. Spectra were 
obtained at eleven pH values (pH 2–12, ΔpH = 1) in the 
wavelength range of 200–340 nm and at a concentration 
of 15 ppm (Figure 5a–b). This process produced a series of 
140 × 1 wavelength × absorbance data matrices for each 
of the eleven pH levels. 
 

 

Figure 5. (a) UV spectrum (200-340 nm) of acidic and 
basic forms EP1 (15 ppm). (b) pH - absorbance - 
wavelength graph EP1 (15 ppm). 

 
The eleven data matrices were then combined along 

the pH axis, resulting in a three-way data array (1 x 140 x 
11 dimensions; absorbance x wavelength x pH) for 
analysis. This array was deconvoluted using the PARAFAC 
algorithm to differentiate the acidic and basic forms of the 
compounds. Both constrained (positive mode only) and 
unconstrained (positive and negative modes) PARAFAC 
models were evaluated. The unconstrained mode was 
selected for further analysis due to the negligible 
difference observed in the pH values at which the acidic 
and basic forms intersected between the two models. 
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Two-component PARAFAC modeling in the 
unconstrained mode, using CORCONDIA [30], yielded the 
optimal profiles for spectral, pH, and absorbance modes. 
The lowest CORCONDIA value obtained was 99.06% for all 
compounds using this two-component model. This result, 

coupled with the observation that the sum of the acidic 
and basic forms approximated unity, strongly suggests 
that the ionizable proton in these molecules is associated 
solely with the carboxylic acid group. 

 
 

  

  

Figure 6. Estimated profiles for wavelength, pH, and concentration loadings of three-dimensional data in the PARAFAC 
deconvolution procedure.  

 
Figure 6 displays the estimated profiles for 

absorbance, wavelength, and pH loadings resulting from 
the PARAFAC deconvolution. The red curves represent the 
relative amount of the compound in its acidic form, while 
the blue curves depict the relative amount in its basic 
form. The pKa value for each compound, representing the 
pH at which the acidic and basic forms are equal 
(intersection of the curves), is indicated on the graph 
(Equation 1). The pKa values determined using the 
PARAFAC method are presented in Table 1. 

Isosbestic points in a UV absorption spectrum 
represent wavelengths where the absorbance of a 
molecule remains constant regardless of its ionization 
state (acid, base, or zwitterion). These points signify a 
direct relationship between the number of ionizable 
groups and the pKa values of the molecule. As the pKa 
value decreases, the corresponding isosbestic points 
generally shift to shorter wavelengths. The presence of a 
single isosbestic point at approximately 215 nm in the UV 
spectra of EP1, EP2, EP3, and EP4 suggests that each 

molecule possesses a single ionizable group with a 
relatively low pKa value. 

 

Acidity Constant Determination via HPLC 
The pKa values of EP1, EP2, EP3, and EP4 were also 

determined using RP-HPLC under various elution 
conditions. Retention factors were measured for each 
compound at different pH values and mobile phase 
compositions (ACN: buffer ratios of 65:35, 70:30, and 
75:25 v/v).  

Capacity factor (k') values were plotted as a function 
of pH, and the resulting curves were fitted using second-
order nonlinear regression (Figure 7). pKa values were 
then determined from the second derivative of these 
fitted equations (Table 1). The RP-HPLC method yielded 
pKa values of 4.270 ± 0.121, 4.041 ± 0.280, 4.124 ± 0.319, 
and 3.332 ± 0.015 for EP1, EP2, EP3, and EP4, respectively. 
As shown in Figure 7, a strong correlation was observed 
between the experimental k' and the fitted curves across 
the entire pH range studied. 
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Figure 7. 2nd-degree nonlinear regression pH- k' curves of EP1, EP2, EP3 and EP4  

 
Table 1. Experimental pKa Values for EP1, EP2, EP3 and 

EP4  

 PARAFACa RP-HPLCa,b 

EP1 4.332±0.016 4.270±0.121 

EP2 4.137±0.030 4.041±0.280 

EP3 4.305±0.029 4.124±0.319 

EP4 3.510±0.022 3.332±0.015 

a  pKa ± standard error (SE) 
b The average of the pKa values obtained in three different 
mobile phase compositions (ACN: buffer 65:35, 70:30, 75:25 
v/v). 

 
A thorough understanding of ionization mechanisms is 

crucial in pharmaceutical science, as a drug's pKa value 
significantly influences key properties such as solubility, 
absorption, distribution, excretion, and stability. 

The molecules investigated in this study contain two 
tertiary nitrogen atoms within the thiadiazine ring, 
theoretically allowing for up to three distinct pKa values. 
However, only a single pKa value was detected using both 
PARAFAC and RP-HPLC methods.  This discrepancy might 
be attributed to the high reactivity of tertiary amines. 
Literature suggests that pKa values associated with cyclic 
tertiary nitrogen atoms typically fall within the range of 9-
11 [33].  It is plausible that buffer components, interacting 
with various species formed within this pH range, could 
suppress the ionization of these nitrogen atoms during the 
experimental procedures. 

The pKa values of carboxylic acids are influenced by 
the inductive effects of substituents attached to the α-
carbon. Electron-withdrawing groups (-I effect) decrease 

the pKa value, while electron-donating groups (+I effect) 
increase it. In this study, the experimentally determined 
pKa values were evaluated in light of the inductive effects 
exerted by the substituents on the α-carbon. Based on 
inductive effects alone, the following trends were 
expected: 

The predicted pKa values for EP2, EP3, and EP4 were 
influenced by the electron-withdrawing nature of their 
respective α-carbon substituents. The strongly electron-
withdrawing sulfur atom in the 2-methylthioethyl group 
of EP2 suggested a lower pKa than both EP1 and EP3. 
Similarly, the phenyl ring of EP3, being more electron-
withdrawing than a hydrogen atom, was expected to 
result in a lower pKa than EP1. Finally, the benzyl group of 
EP4, exerting both inductive and resonance electron-
withdrawing effects, was anticipated to yield the lowest 
pKa among all the compounds. 

The experimentally observed pKa values were 
consistent with these predictions based on inductive 
effects, supporting the influence of substituent 
electronics on the acidity of these compounds. 

In our previous study, the antifungal activity of EP1, 
EP2, EP3, and EP4 against C. albicans, C. parapsilosis, C. 
stellatoidea, and C. pseudotropicalis, minimum inhibitory 
concentrations (MICs) and minimum fungicidal 
concentrations (MFCs) were determined [4]. Comparing 
the pKa values determined in this study with the 
previously reported antifungal activities revealed a trend 
of lower average activity for compounds with pKa values 
between 4.0 and 4.3. Interestingly, EP2 and EP4, with pKa 
values outside of this range, exhibited approximately 30% 
higher average activity. While a statistically significant 
difference in activity was not observed, these preliminary 
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findings highlight the potential influence of pKa on 
antifungal efficacy and warrant further investigation. 
More comprehensive activity studies are needed to fully 
elucidate the relationship between pKa and antifungal 
activity for these compounds. 

 

Distribution and Partition Coefficients  
Following the OECD guidelines, as previously outlined, 

the distribution coefficients (D) of EP1, EP2, EP3, and EP4 
were determined across a range of pH values (Table 2).  
The minimum logD value was observed at pH 6.0 for EP1 
and EP2, and at pH 5.0 for EP3 and EP4.  

The relationship between logD and pH was further 
analyzed by fitting the data to quadratic equations. The 
resulting equations and corresponding graphical 
representations are presented in Figure 8, demonstrating 
the pH-dependent lipophilicity profiles of each 
compound. 

Table 2 logD experimental values for EP1, EP2, EP3 and 
EP4. 

pH EP1 c EP2 c EP3 c EP4 c 

2 2.250±0.010 0.758±0.782 -0.792±0.185 0.348±0.151 

3 2.081±0.814 0.405±0.103 -1.213±0.936 0.247±0.253 

4 1.913±0.665 0.057±0.574 -1.646±0.689 0.135±0.835 

5 1.717±0.129 -0.292±0.823 -2.119±0.743 -0.001±0.929 

6 1.706±0.050 -0.496±0.828 -2.094±0.247 -0.033±0.142 

7 1.882±0.998 -0.261±0.470 -1.000±0.117 0.036±0.871 

8 2.252±0.137 0.107±0.518 0.584±0.303 0.208±0.521 

9 2.631±0.781 0.794±0.015 1.641±0.593 0.476±0.883 

10 3.034±0.545 1.452±0.313 2.695±0.846 0.752±0.366 

c logD±SE: Standard error 

 

 

  

  

Figure 8. The logD - pH profiles and equations for EP1, EP2, EP3 and EP4. 

To determine the logP values representing the neutral 
(molecular) forms of the compounds, the measured logD 
values were corrected for the relative proportions of 
ionized species at each pH using the pKa values [31, 32]. 
This correction is crucial because logD reflects the overall 
distribution of both ionized and non-ionized forms, while 

logP specifically describes the partitioning of the neutral 
form. The calculated logP values were as follows: EP1 
(3.00), EP2 (1.10), EP3 (-0.38), and EP4 (2.19). 

The efficacy of antifungal drugs and their ability to 
reach target tissues are closely related to the logD 
partition coefficient, an important parameter reflecting 
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both water and lipid solubility of the drug molecule. The 
curves in the logD-pH profiles in Figure 8 showed a conical 
parabolic shape, which is typical for each analyzed 
compound in all four cases. However, the shape of the 
EP3's curve is comparatively less sharp than the others. 
This means that the logD of EP3 is less pH dependent than 
other substances. When highly acidic or basic conditions 
are evaluated, it can be said that logD values are higher in 
extremely acidic conditions. 

LogP is a key parameter for predicting the in vivo 
absorption of a drug. Compounds with logP values 
between 1 and 3 typically exhibit good absorption. In this 
study, EP1, EP2, and EP4, with logP values above 1, are 
predicted to have favorable absorption profiles.  A logP 
value below 1 generally indicates a hydrophilic 
compound, while a value above 1 suggests lipophilicity.  
Thus, EP1, EP2, and EP4 can be classified as lipophilic, 
while EP3, with a logP below 1, is hydrophilic. 

 

Conclusion 
  
This study determined the pKa values of several 2-(5-

phenethyl-6-thioxo-1,3,5-thiadiazinan-3-yl) acetic acid 
derivatives for the first time, employing both UV 
spectroscopy and RP-HPLC. The results strongly suggest 
that proton removal occurs primarily from the carboxyl 
group, as illustrated by the proposed protonation reaction 
in Figure 4. 

Accurate pKa determination relies on meticulous 
experimental techniques. For both UV spectroscopy and 
RP-HPLC, using freshly prepared buffer solutions tailored 
to the specific pH range is crucial. In PARAFAC analysis, 
careful selection of the appropriate number of 
components is critical, as even a single component 
deviation can result in a pKa error of approximately ±25%. 
Furthermore, analyzing absorbance data within a 
wavelength range sensitive to pH-dependent changes 
enhances the sensitivity of PARAFAC analysis. 

While both PARAFAC and RP-HPLC proved effective for 
pKa determination, the UV spectroscopy-assisted 
PARAFAC approach offered a significant time advantage 
over the longer elution times associated with RP-HPLC. 
These findings underscore the utility of both methods, 
particularly the PARAFAC approach, for accurate and 
efficient pKa determination. 

The logD-pH profiles for all analyzed compounds 
exhibited a characteristic bell-shaped curve. The highest 
logD value for each compound was observed at a pH 
where approximately 50% of the molecules were in their 
ionized form, a point closely aligned with their respective 
pKa values.  LogP values, calculated from the logD data, 
indicated that EP1, EP2, and EP4 possess favorable 
lipophilicity profiles for drug development.  However, EP3, 
with a lower logP value, suggests higher hydrophilicity and 
potentially lower stability in acidic environments 
compared to the other compounds. 

The accurate pKa values established in this work may 
be leveraged to systematically explore how modifications 
to the α-carbon substituent or other regions of the core 

scaffold impact both the physicochemical properties and 
the antifungal efficacy of these derivatives in future 
studies. These findings can then guide in vivo studies using 
relevant animal models to evaluate the pharmacokinetic 
behavior of these compounds. 

The pKa and logP/logD data generated in this study 
provide valuable parameters that will help develop 
optimal pharmaceutical dosage forms. These 
formulations should aim to enhance solubility, stability, 
and targeted delivery to sites of fungal infection. For 
example, pro-drug strategies that leverage pH-dependent 
ionization could be beneficial for EP3 because of its 
relatively low lipophilicity. Such strategies could 
potentially improve the absorption, distribution, and 
overall pharmacokinetic profile of this compound. 

Employing computational modeling techniques, 
researchers can further investigate the relationship 
between the physicochemical properties, 3D structures, 
and potential interactions of these compounds with their 
molecular targets within fungal cells. This approach could 
provide valuable insights into their mechanism of action 
and guide further structural optimization efforts. 

By pursuing these research avenues, a more 
comprehensive understanding of this promising class of 
antifungal agents can be achieved, potentially leading to 
the development of new and effective treatments for 
invasive fungal infections. 
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Previous studies have demonstrated the anticancer properties of certain calcium channel blockers when 
administered as sole agents. This exploration aimed to explore the potential anti-proliferative activity of 
nifedipine on AGS gastric cancer cells and to determine the contribution of oxidative stress in mediating this 
response. To assess the anti-proliferative impact of nifedipine, AGS cell viability was calculated employing the 
XTT assay across a concentration range of 25, 50, 100, 200, and 500 µg/mL. Concurrently, TAS and TOS kits were 
employed to evaluate the drug's influence on oxidative stress levels. Nifedipine exhibited a concentration-
dependent cytotoxic effect on AGS cells, with a statistically significant reduction in cell viability. The IC50 value 
for AGS cells after 24 hours was determined to be 98.49 µg/mL. At this concentration, a substantial 
augmentation in TOS and a concurrent diminution in TAS levels were observed relative to the control group. 
These observations imply that nifedipine-induced oxidative stress is one of the mechanisms underlying its 
cytotoxic action against gastric cancer cells. Our results highlight the potential therapeutic utility of nifedipine in 
this cancer type. 
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Introduction 
 

Stomach cancer persists as a substantial worldwide 
health crisis, occupying the fifth position among the most 
frequently identified cancers. Due to its often advanced 
detection, this disease carries a high mortality rate, 
claiming 784,000 lives worldwide in 2018, consequently 
positioning it as the third leading cause of cancer-related 
deaths [1]. A multitude of factors contribute to gastric 
cancer risk, including age, sex, genetics, smoking habits, 
ethnicity, poor diet, and infection with the Helicobacter 
pylori bacterium. Traditionally, treatment options for 
gastric cancer have encompassed chemotherapy, 
radiation therapy, surgical intervention, and 
immunotherapy [2]. Unfortunately, a significant number 
of patients struggle to tolerate the adverse effects of 
these conventional treatments [3]. Consequently, there is 
a critical need to identify novel cellular targets to enhance 
treatment effectiveness and mitigate the adverse 
consequences of current therapies. Accumulating 
evidence indicates that ion channels, specialized 
membrane proteins regulating ion flow, are implicated in 
the pathogenesis of various diseases, including cancer [4]. 
Calcium signaling modulation has shown promise in 
treating a diverse range of diseases, such as high blood 
pressure, coronary heart disease, and pain [5]. 
Additionally, calcium acts as a crucial intracellular 
messenger, governing cellular functions including cell 
growth, cell cycle progression, specialization, movement, 
and programmed cell death. Importantly, aberrant 
calcium channel activity has been implicated in 
tumorigenesis and cancer progression [6]. Calcium 

signaling activation has been highlighted as a key driver of 
cancer progression. This is attributed to its role in 
fostering malignant cell behavior, interacting with 
multiple oncogenes and oncogenic signaling cascades, 
and suppressing immune responses [7]. Comparative 
analyses have revealed significantly elevated expression 
levels of CACNA1C and CACNA1D—genes encoding L-type 
calcium channels—in gastric, colorectal, breast, and 
prostate cancer tissues compared to their normal 
counterparts [8]. Research suggests that suppressing 
calcium signaling could be a promising approach for 
cancer treatment [7]. Furthermore, any ion channels or 
pumps that allow calcium ion passage represent potential 
therapeutic targets [9]. The calcium channel blocker 
nifedipine has demonstrated the ability to hinder the 
progression and immune evasion of colorectal cancer by 
inhibiting the translocation of NFATC2 into the cell 
nucleus [6]. Nifedipine has been shown to potentiate the 
antitumor efficacy of cisplatin against a range of human 
glioblastoma cells, including those exhibiting sensitivity, 
resistance, or even multidrug resistance to cisplatin [10]. 
Diltiazem has been shown to reverse the development of 
resistance to docetaxel and vincristine in human lung 
cancer cell populations [11]. Diltiazem has been 
demonstrated to suppress the growth and movement of 
hepatocellular cells in laboratory conditions [12]. The 
calcium channel inhibitors lercanidipine and amlodipine 
have exhibited the ability to suppress the transcription 
regulated by YY1, ERK, and TGF-β, thereby enhancing the 
responsiveness of gastric cancer cells to doxorubicin [13]. 
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To date, the antiproliferative properties of nifedipine in 
gastric cancer have remained unexplored. Accordingly, 
this research sought to explore the inhibitory impact of 
nifedipine on the proliferation of AGS gastric cancer cells. 

 

Materials and Methods 
 

Cell culture 
The CRL-1739 cell line was selected for this study due 

to its well-characterized nature as a human gastric 
adenocarcinoma cell line (AGS). AGS cells, obtained from 
the ATCC, were cultured in a 25 cm² flask under sterile 
conditions at 37°C and 5% CO2 in DMEM (1:1) cell culture 
medium supplemented with 1% L-glutamine, 1% 
penicillin-streptomycin, and 10% fetal bovine serum (FBS) 
( Gibco, Thermo Fisher Scientific). Cells were passaged 
when they reached 80% confluency, and experiments 
were initiated after the third passage. Nifedipine (Tocris) 
was applied at different concentrations (25, 50, 100, 200, 
and 500 µg/mL). Stock solution of nifedipine was created 
by dissolving the compound in saline. Working solutions 
of various concentrations were subsequently generated 
by diluting appropriate volumes of the stock solution with 
DMEM [14]. 

 

Cell Viability Assay  
To assess nifedipine's impact on AGS cell survival, an 

XTT assay was conducted. AGS cells were cultured in 96-
well plates at a seeding density of 10,000 cells per well. 
Cells were exposed to various nifedipine concentrations 
for 24 hours. The XTT assay operates on the principle that 
metabolically active cells convert the tetrazolium salt XTT 
into a soluble orange formazan product. The formazan 
concentration, measured spectrophotometrically at 450 
nm, correlates with the number of viable cells. Following 
the treatment period, XTT reagent was added to each 
well, and the plate was incubated for four hours under 
controlled conditions. The untreated cell group served as 
the viability control, set at 100%, against which treatment 
group results were compared [15,16]. 

 

Cell Homogenate Preparation Reparation 
Cells from each experimental group were collected 

aseptically and subjected to centrifugation at 2000 rpm 
for 10 minutes. Following the removal of the supernatant, 
the cell pellet was resuspended in phosphate-buffered 
saline (PBS, pH 7.4) to achieve a cell density of 
approximately 1 million cells per milliliter. To release 
intracellular components, the cell suspension underwent 
multiple freeze-thaw cycles. Subsequently, the lysate was 
centrifuged at 4000 rpm for 10 minutes at 4°C, and the 
resulting supernatant was collected for biochemical 
analyses [17,18]. Total protein concentration within the 
samples was determined using a Bradford protein assay 
kit (Merck Millipore, Darmstadt, Germany) [17]. 

 

Measurement of Total Antioxidant Status (TAS) 
and Total Oxidant Status (TOS) 

TAS levels in cell culture supernatants were quantified 
using an automated assay kit (Rel Assay Kit Diagnostics, 
Antep, Turkey) established by Erel (2004). This method is 

based on the principle of colorimetric detection. Hydroxyl 
radicals, generated through the Fenton reaction, initiate a 
chain reaction producing colored dianisidyl radicals. 
Antioxidants in the sample inhibit this color development 
in proportion to their concentration [19,20] Results were 
expressed as micromolar Trolox equivalents per milligram 
of tissue protein (μmol Trolox Eq/mg protein). TOS levels 
in cell culture supernatants were determined using an 
automated assay (Rel Assay Kit Diagnostics, Antep, 
Turkey) developed by Erel (2005). The assay measures TOS 
indirectly by quantifying ferric ions, formed from the 
oxidation of ferrous ions by oxidants in the sample. 
Xylenol orange is employed to detect ferric ions, and 
hydrogen peroxide serves as the assay standard [21,22]. 
Results were expressed as micromolar hydrogen peroxide 
equivalents per milligram tissue protein (μmol H₂O₂ 
Eq/mg protein). 

 

Statistical Analysis 
The statistical analysis of the obtained data was 

performed using the SPSS Version 25.0 program. Since the 
data showed a normal distribution, one-way ANOVA 
(Analysis of Variance) was applied. Values with p<0.05 
were considered statistically significant. 

 

Results and Discussion 
 

Nifedipine Inhibits AGS Cell Proliferation 
Nifedipine was tested for its ability to inhibit AGS cell 

growth. Cells were exposed to concentrations ranging 
from 25 to 500 µg/mL for 24 hours. Cell viability was 
assessed using the XTT assay. No significant 
antiproliferative effect was observed at doses of 25 or 50 
µg/mL. In contrast, a dose-dependent reduction in cell 
viability was evident at 100, 200, and 500 µg/mL (p < 
0.001; Fig. 1). The half-maximalinhibitory concentration 
(IC50) of nifedipine, calculated using GraphPad Prism, was 
98.49 µg/mL. 
 

 
 

Figure 1. Cytotoxicity of nifedipine in AGS cells. Data 
represent mean ± SEM (n=6). **p<0.001 vs. control. 
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Nifedipine Modulates TAS and TOS in AGS Cells 
Using commercial assay kits, Nifedipine's influence on 

TAS and TOS was evaluated in AGS cells. Treatment with 

98.49 µg/mL nifedipine resulted in a significant decrease 
in TAS and a concomitant increase in TOS levels compared 
to the control group (p < 0.001; Figure 2.a,b). 

 

 

Figure 2. TAS (a) and TOS (b) levels in AGS cells treated with nifedipine. Data represent mean ± SEM. *p < 0.001 vs. 
control. 

 
While multiple studies have documented Nifedipine's 

anticancer properties across various cancer cell types, to 

our knowledge, the literature lacks research specifically 

investigating nifedipine's cytotoxic impact on AGS cells. 

The present study revealed that the proliferation of 

gastric cancer cells was notably inhibited upon exposure 

to Nifedipine, a selective L-type calcium channel blocker, 

in a dose-dependent fashion. Mechanistic analysis 

indicated that this compound induced a marked elevation 

in TOS levels while concurrently diminishing TAS levels 

within AGS gastric cancer cells. These findings suggest that 

Nifedipine's inhibition of calcium channels may exert 

substantial anticancer effects by disrupting the oxidant-

antioxidant balance in favor of oxidation. This oxidative 

shift is associated with the generation of free radicals, 

ultimately leading to cancer cell demise. Calcium ions 

(Ca2+) and their associated intracellular calcium channels 

are primarily recognized for their roles in regulating 

cardiovascular and neural function. However, emerging 

evidence increasingly implicates these channels as key 

contributors to the initiation and progression of tumor 

development [6]. In connection with this, in cells, calcium 

channels play several roles in physiological and 

pathological processes, including cancer. Calcium 

channels are also frequently abnormally expressed in 

various cancer cells and are involved in the proliferation, 

cell cycle progression, and survival [23]. A growing body of 

research underscores the pivotal role of calcium 

homeostasis in established oncogenic pathways [7]. 

Numerous studies have demonstrated the capacity of 

calcium signaling to drive the progression of various 

cancers, including glioma [24], prostate cancer [25], and 

breast cancer [26], through the activation of STAT3, a key 

transcriptional regulator in cancer. Mechanistically, 

calcium signals stimulate the production of reactive 

oxygen species (ROS) within mitochondria, which in turn 

triggers the phosphorylation and nuclear translocation of 

STAT3 [7]. Interfering with calcium signaling presents a 

potential strategy for enhancing antitumor immune 

responses. The MAPK pathway, another critical cellular 

signaling cascade, is interconnected with calcium 

signaling. A recent study demonstrated that 

downregulating KCNN4, a calcium-activated potassium 

channel, led to decreased expression of both MAPK and 

MMP-9 within cancer cells [7,27]. A significant finding is 

that numerous calcium channel blockers (CCBs), 

encompassing phenylalkylamine, dihydropyridine, and 

benzothiazepine subtypes, as well as other calcium 

antagonists, can effectively hinder drug efflux mediated 

by P-glycoprotein, thereby functioning as modulators of 

multidrug resistance (MDR) [28]. For instance, verapamil, 

a calcium channel blocker of the L-type, has been 

demonstrated to reduce P-gp expression in A704 (human 

kidney adenocarcinoma) and Caki-1 (human renal cancer) 

cell lines, consequently reversing multidrug resistance in 

renal cell carcinoma [29]. Furthermore, pretreatment with 

verapamil has demonstrated the ability to effectively 

counteract multidrug resistance to doxorubicin in ovarian 

cancer cells [30]. The calcium channel blocker nifedipine 

has been shown to inhibit the progression and immune 

evasion tactics of colorectal cancer by obstructing the 

nuclear translocation of NFAT2 [6]. Nifedipine has 

demonstrated the ability to amplify the antitumor efficacy 

of cisplatin across various human glioblastoma cell lines, 

including those exhibiting sensitivity, resistance, and even 

multidrug resistance to cisplatin [10]. Diltiazem has been 

shown to counteract the development of multidrug 

resistance induced by docetaxel and vincristine in human 

lung cancer cell lines [11]. Calcium channel blockers (CCBs) 

have also shown promise as standalone treatments. For 
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instance, diltiazem has been observed to suppress the 

proliferation and migratory behavior of hepatocellular 

cells in laboratory conditions [12,31]. Collectively, these 

findings suggest that disrupting calcium signaling could be 

a promising anticancer therapeutic approach. 

Carboxyamidotriazole (CAI), a compound that inhibits 

non-voltage-gated calcium channels and their associated 

signaling pathways, exemplifies this strategy [6]. 

Consistent with previous findings, our research 

demonstrated that nifedipine exhibits anti-proliferative 

properties against AGS gastric cancer cells. Oxidative 

stress, a common factor in numerous diseases, is 

significantly implicated in cancer progression. The body's 

reactive oxygen species (ROS) levels are pivotal in cancer 

development and metastasis. While moderate ROS can 

stimulate angiogenesis, metastasis, and cell survival by 

activating specific signaling pathways within the tumor 

microenvironment, excessive ROS can induce cancer cell 

apoptosis. This underscores the critical role of ROS 

concentration in determining cancer initiation or cell 

death [18]. The mechanism of action for many anticancer 

drugs involves inducing oxidative stress, believed to be the 

primary cause of extensive cellular macromolecular 

damage. These drugs target critical cellular components, 

including proteins, lipids within membranes, and DNA 

[32]. Total Oxidative Status (TOS) is a commonly used 

biomarker to evaluate the body's overall oxidative state 

[33]. Conversely, Total Antioxidant Status (TAS) is 

employed to assess the body's overall antioxidant capacity 

[19,34]. This study aimed to determine if nifedipine exerts 

a cytotoxic effect by altering TAS and TOS levels. Our 

results demonstrated that a 24-hour nifedipine treatment 

significantly increased TOS levels while simultaneously 

reducing TAS levels compared to control cells. These 

findings suggest that nifedipine induces oxidative stress in 

AGS cells, as evidenced by the elevated TOS and 

decreased TAS values.  In conclusion, our study provides 

evidence that nifedipine, a commonly used calcium 

channel blocker, exhibits significant anti-proliferative 

effects on AGS gastric cancer cells. This effect is likely 

mediated through the induction of oxidative stress, as 

evidenced by the significant increase in TOS and decrease 

in TAS levels. These findings suggest that targeting calcium 

signaling pathways may represent a promising strategy for 

the development of novel anticancer therapies.  While our 

study primarily focused on the antiproliferative effects of 

nifedipine and its association with oxidative stress in AGS 

cells, a more comprehensive understanding of the 

underlying mechanisms would benefit from further 

investigation. A cell cycle analysis, for instance, could 

provide additional valuable insights into the precise mode 

of action of nifedipine. Although such an analysis was 

beyond the scope of the current study due to resource 

limitations, our findings strongly suggest that nifedipine 

exerts its anti-cancer effects by inducing oxidative stress 

and inhibiting cell proliferation. Future studies could delve 

deeper into these molecular mechanisms by incorporating 

cell cycle analysis and exploring the involvement of 

specific cell cycle regulatory proteins. Such investigations 

could provide further evidence supporting the therapeutic 

potential of nifedipine in the management of gastric 

cancer and guide the development of more targeted and 

effective treatment strategies. 
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Medicinal plants are considered an important source of human health due to their therapeutic potential against 
various diseases including cancer. Cancer is a life-threatening disease characterized by uncontrolled cell growth 
and abnormal signaling processes. The incidence of cancer in society is increasing day by day. The search for 
active biological resources is important for the discovery of new anticancer drugs. Anthriscus nemorosa (M.Bieb.) 
Spreng. (Apiaceae) is a medicinal plant naturally distributed in Turkiye and traditionally used as food and against 
various diseases. This study investigated the methanol extracts of aerial parts and roots of A. nemorosa for 
cytotoxicity on lung cancer (A549) and non-cancerous (L929) cell lines. According to the results, both extracts 
showed significant dose-dependent cytotoxic effects on lung cancer cells. IC50 value was recorded as 8.29 μg/mL 
in the aerial parts extract. On the other hand, it was recorded as 3.57 μg/mL in the roots extract. Furthermore, 
the selectivity indexes were calculated as 5.93 and 3.38 for aerial parts and roots extracts, respectively. In light 
of the findings, it has been concluded that A. nemorosa deserves further anticancer research. 
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Introduction 
 

Plants have had an important place for humans as food 
and medicine since ancient times. Especially, medicinal 
plants are considered an important source of human 
health due to their therapeutic capabilities against various 
diseases [1]. Identification of cytotoxic natural 
compounds and medicinal plants will be useful for cancer 
treatment. The genus Anthriscus Pers. (Apiaceae) has 16 
species with traditional use worldwide [2]. The genus is 
represented by 8 species in Turkiye: A. caucalis M. Bieb., 
A. cerefolium (L.) Hoffm., A. kotschyi Fenzl ex Boiss., A. 
lamprocarpa Boiss., A. nemorosa (M.Bieb.) Spreng., A. 
ruprechtii Boiss., A. sylvestris (L.) Hoffm., and A. tenerrima 
Boiss. & Spruner [3]. A. nemorosa is known as "gimigimi, 
peçek" and fruits of the plant are used in the treatment of 
inflammation, gastrointestinal disorders, and rheumatism 
[4, 5]. A. nemorosa is also used as food in the eastern and 
southeastern parts of Anatolia [6].  

There are limited biological activity studies on A. 
nemorosa in the literature. The essential oil of A. 
nemorosa was reported to exhibit antimicrobial activity 
against Bacillus subtilis and Candida albicans [7]. In 
another study, A. nemorosa essential oil inhalation was 
found to improve memory formation and showed 
anxiolytic and antidepressant effects in treatment groups 
[2]. Karakaya et al. reported that the essential oil and ethyl 
acetate fraction of A. nemorosa root had high total 
phenolic content and DPPH radical scavenging activity. 
The essential oil of the plant also exhibited high butyryl 
cholinesterase enzyme (BuChE) inhibition in the same 
study [8]. The essential oil of A. nemorosa and farnesene 

in the chemical composition of the essential oil was 
reported to be effective against Trypanosoma brucei [9]. 
Forouhandeh et al. investigated the cytotoxic activity of n-
hexane, dichloromethane, and methanol extracts of A. 
nemorosa on breast cancer cells. n-Hexane and 60%, 80%, 
and 100% fractions of n-hexane extract were found to 
inhibit the proliferation of MCF-7 cells in a dose-
dependent manner [10]. A. sylvestris and its main 
compound, anthricin, were found to have strong cytotoxic 
effects on various cancer cell lines [11-14]. Therefore, A. 
nemorosa may be a promising source against lung cancer 
due to its phylogenetic relationship. 

In this study, the methanol extracts of the roots and 
aerial parts of A. nemorosa were examined on lung cancer 
and healthy cells using the MTT method. In this way, it was 
aimed to introduce new natural strategies with cytotoxic 
effects against lung cancer to the literature. 

 

Materials and Methods 
 

Plant Material 
Anthriscus nemorosa (M.Bieb.) Spreng was collected 

from Karayün, Sivas in May 2023. The plant was identified 

by Assoc. Prof. Mehmet Ufuk Özbek from Gazi University, 

Faculty of Science, Department of Biology. A voucher 

specimen was deposited at the Herbarium of Faculty of 

Pharmacy, Gazi University, Ankara (GUEF No: 3846).  
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Preparation of the Extracts 
The air-dried roots and aerial parts of the plant were 

separated and ground to powder using a laboratory-type 

mill. The plant materials were macerated with methanol 

at room temperature for 24 h. Then, the extracts were 

filtered and fresh methanol was added to the residue. 

These extraction processes were repeated three times (24 

h x 3). The filtrates were combined and the solvent was 

removed by rotary evaporation at 40°C. Extracts obtained 

from the process were held at +4°C until they were used.   
 

Cell Lines and Cell Culture 
Adenocarcinomas of human alveolar basal epithelial 

cell line (A549, ATCC) and healthy mouse fibroblast cell 

line (L929, ATCC ) were used for the cytotoxicity test of 

extracts. The cell lines were cultured in Dulbecco's 

Modified Eagle Medium (DMEM, Capricorn Scientific) 

supplemented with 10% fetal bovine serum (FBS, Serana 

Europe), 1% L-glutamine, and 1% penicillin-streptomycin 

(Serana Europe). The cells were incubated at 37 °C under 

5% CO2 humidified atmosphere. 

  

Cell Viability Assay 
The cytotoxic activity of the extracts and cisplatin were 

determined by 3-(4,5-Dimethyl thiazol-2-yl)-2,5-

diphenyltetrazolium bromide (MTT) assay. MTT assay 

called the "gold standard" of cell viability tests is based on 

measuring metabolic activity [15, 16]. The cells reaching 

80% confluence were seeded in 96-well plates (6 × 103 

cells/well). After 24 h, cells were treated with five 

concentrations of the extracts (1-100 μg/mL) in DMSO. 

Cisplatin was used as a positive control and tested cells 

were also subjected to cisplatin (1-100 μM). The plates 

were incubated with test materials for 48 h. After 

treatment, the supernatant was removed and fresh 

colorless DMEM and 50 μL MTT solution were added to 

each well. The cells were maintained at 37 °C for 3 h. 

DMSO was used to dissolve the resulting formazan 

crystals. The absorbance was measured at 570 nm using a 

spectrophotometer (SpectraMax i3x; Molecular Devices, 

San Jose, CA, USA). Each experiment was conducted in 

triplicates, and cell viability was indicated as a percentage 

relative to the control (100% of viability). Data were 

analyzed using GraphPad Software Prism 8.0 (San Diego, 

CA, USA; demo version). Nonlinear regression analysis 

(dose-response) was used to determine the IC50 values. 

IC50 values were calculated as μg/mL for extracts and as 

μM for cisplatin.   

 

Selectivity Index 
The selectivity index (SI) indicates the selectivity of test 

materials between cancer and normal cells.  SI was 

calculated by using the formula [(IC50 values of non-

cancerous cells)/( IC50 values of cancerous cells)]. The 

compounds with SI greater than 1 are more likely to inhibit 

cancer cells than non-cancerous cells [17]. When the SI 

value of a compound is greater than 10, it is considered a 

selective anticancer agent [18].  

 

Results and Discussion 
 

Extract Yields  
The extract yields of A.nemorosa were given in Table 

1.  
 

Table 1. The extract yields of A.nemorosa  

Extract 
Amount 

(g) 
Yield 

(%, w/w) 

A. nemorosa aerial parts 7.621 15.24 
A. nemorosa roots 6.328 12.66 

Activity Results 
The roots and aerial parts of methanol extracts of A. 

nemorosa were studied to find new approaches against 
lung cancer. According to the National Cancer Institute 
(NCI), the extracts with an IC50 value of less than 20 μg/mL 
could be considered promising anticancer substances 
[19]. In this study, A. nemorosa exhibited strong 
anticancer activity on A549 cell lines in a dose-dependent 
manner. Cell viability results of the extracts and cisplatin 
on the tested cells are given in Figure 1.  
 

 

Figure 1. Cell viability inhibition of A. nemorosa extracts, 
and cisplatin against A549, and L929 cell lines after 48 
h exposure 
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Both extracts had an IC50 value of ≤ 20 μg/mL against 
lung cancer cells. IC50 values of the aerial parts and roots 
extracts of A. nemorosa on A549 were calculated as 8.29 
and 3.57 μg/mL, respectively. It was determined as 49.13 
μg/mL for aerial parts extract and 12.07 μg/mL for roots 
extract on L929.  The selectivity of both extracts was 
higher than cisplatin against normal cells. The cytotoxic 
effect of A. nemorosa extracts and cisplatin against A549, 
and L929 cell lines were shown in Table 2 and Figure 2. 

  

Table 2.  Cytotoxic effect of A. nemorosa extracts, and 
cisplatin against A549, and L929 cell lines after 48 h 
exposure 

 
IC50 ± SEM (μg/mL) 

SI 
A549 L929 

A. nemorosa aerial part 8.29 ± 2.57 49.13 ± 5.58 5.93 
A. nemorosa root 3.57 ± 0.57 12.07 ± 0.78 3.38 
Cisplatin 4.89 ± 0.61 13.80 ± 0.90 2.82 
The results of cisplatin were given as IC50 ± SEM (μM). SEM: 
Standard error of the mean; SI: Selectivity index 

 
 

 

Figure 2. Cytotoxicity effect of A. nemorosa extracts, and cisplatin on tested cell lines after 48 h exposure. The plot 
represents values of mean cell viability % ± SEM 

 
There are a limited number of phytochemical and 

biological activity studies on A. nemorosa. Bagci et al. 
investigated the effect of A. nemorosa essential oil on 
memory, anxiety, and depression-like behaviors in 
scopolamine-treated rats. A. nemorosa essential oil 
inhalation improved memory formation and had 
anxiolytic and antidepressant effects in treatment groups 
[2]. The root ethyl acetate fraction and essential oil of 
plant were found to have high total phenolic content with 
values of 677.31 ve 509.39 GAE g−1. The essential oil of 
roots showed high butyrylcholinesterase inhibition 
(88.51%). Major monoterpene of roots and aerial parts of 
A. nemorosa were α-pinene (25.5.%), myristicin (10.4%), 
p-cymene (8.2%), limonene (6.0%), and fatty alcohol 1-
heptadecanol (7.5%). In another study, the main 
components of A. nemorosa roots essential oil were 
identified as n-nonane (12.1%), n-hexadecanol (6.9%), δ-
cadinene (6.4%), β-pinene (6%) and germacrene D (5.4%). 

In the same study, A. nemorosa essential oil was found to 
be sensitive against Bacillus subtilis (MIC= 6.25 μg/mL), 
and Candida albicans (MIC= 50 μg/mL) [7].  

There is only one study in the literature on the 
cytotoxicity evaluation and anticancer potential of A. 
nemorosa. In this study, the cytotoxic effect of n-hexane, 
dichloromethane, and methanol extracts of aerial parts of 
A. nemorosa was examined on breast cancer cells at the 
concentration range of 50-800 μg/mL. According to the 
results, n-hexane and 60%, 80% and 100% fractions of n-
hexane extract inhibited the proliferation of MCF-7 cells 
with IC50 values of 75.63, 22.6, 26.82, 14.71, respectively. 
The predominant escape composition of extracts was 
identified as non-terpenoid. The most common ingredient 
was palmitic acid and non-terpenoids were associated 
with activity against breast cancer cells [10].  

Another species of genus Anthriscus, A. sylvestris, had 
cytotoxicity against various cancer cells. The methanol 
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extract of A. sylvestris was reported to have cytotoxicity 
on human chronic myeloid leukemia K562 cell [14]. Ikeda 
et al. found that the root and aerial parts of A. sylvestris 
had strong inhibition on the proliferation of gastric 
adenocarcinoma (MK-1), cervical adenocarcinoma (HeLa), 
and melanoma (B16F10) cells [13]. The petroleum ether 
fraction of A. sylvestris showed a strong cytotoxic effect 
on HeLa and human hepatocellular carcinoma (HepG2) 
cell lines with IC50 values of 18.25 and 36.53 μg/mL, 
respectively [11].  n-Hexane and dichloromethane 
fractions of A. sylvestris inhibited the growth of human 
gastric adenocarcinoma (AGS) cells [12]. Anthricin 
(deoxypodophyllotoxin) was reported as one of the main 
lignans in A. sylvestris [20]. This compound had various 
biological activities, including anticancer, and was 
considered the most important compound of the plant 
[21-23]. Anthricin had a five-ring cyclolignan structure and 
similar to podophyllotoxin. Podophyllotoxin served as a 
key starting compound for the synthesis of etoposide and 
teniposide, anticancer drugs used in the treatment of 
various leukemia and solid tumors. Since podophyllotoxin 
was synthesized directly from deoxypodophyllotoxin in 
the biosynthetic pathway, anthricin also gained 
importance as the starting compound in the synthesis of 
etoposide and teniposide [22, 24]. Anthricin was reported 
to have a strong antiproliferative effect on HepG2, 
osteosarcoma (MG63), melanoma (B16),  HeLa, and 
breast cancer cells (MCF7, MDA-MB-231) [11, 12, 21]. It 
was reported that anthricin inhibited polymerization via 
binding directly to microtubules, causing cell cycle arrest 
at the G2/M phase and apoptosis [23].  

Essential oil analysis stands out in the literature on A. 
nemorosa. However, in a study, two lignan lactones 
namely savinin and nemerosin were isolated from 
methanol extract of A. nemorosa root [25]. Lignan-type 
compounds such as savinin and nemerosin might be 
responsible for anticancer activity. Detailed and further 
phytochemical studies are needed. 

 

Conclusion 
 
The methanol extracts of the roots and aerial parts of 

A. nemorosa showed significant dose-dependent 
cytotoxic effects on lung cancer cells. IC50 value was 
recorded as 8.29 μg/mL in the aerial parts extract and it 
was recorded as 3.57 μg/mL in the roots extract. 
Furthermore, the selectivity indexes were calculated as 
5.93 and 3.38 for aerial parts and roots extracts, 
respectively. According to the NCI guidelines, the 
methanol extract of A. nemorosa exhibited promising 
antiproliferative activity on lung cancer cells. Moreover, 
the extracts had lower cytotoxicity against normal cells. 
The selective and potent activity results of A. nemorosa 
indicate that this compound deserves further anticancer 
research. 

Considering our results, A. nemorosa could be 
determined as a promising candidate for cancer 
treatment. In further studies, it is recommended to 

discover cytotoxic compounds against lung cancer by 
activity-guided isolation studies on A. nemorosa. 
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The use of medicinal plants is still of great importance as an alternative treatment method in neurodegenerative 
diseases, cardiovascular patients and cancer. Taraxacum officinale plant is one of the medical plants used in the 
treatment of many diseases as diuretic, hypolipidemic and antidiabetic thanks to the active components it 
contains. In order to examine the effect of Taraxacum officinal on proliferation and apoptosis in cancer, in our 
study, we determined the chemical composition of the Taraxacum officinal plant by gas chromatography-mass 
spectrometry (GC-MS) and its antioxidant status using a commercial kit. Additionally, we determined the anti-
cancer effect of water, methanol and chloroform extracts of the Taraxacum officinal plant on A549 and HT-29 
cancer cell lines with the help of the MTT (3-(4,5-Dimethylthiazol-2-yl)-2,5-Diphenyltetrazolium Bromide) 
method. Finally, we aimed to determine the relationship between the chloroform extract of the Taraxacum 
officinal plant, which has the highest anti-cancer properties, and apoptosis by determining the expressions of 
BAX, BCL-2 and Caspase-3, which are among the genes associated with apoptosis, in A549 and HT-29 cancer cell 
lines, with the help of Real-time Polymerase Chain Reaction (RT-PCR) analysis. We determined that the 
Taraxacum officinal plant has an anti-cancer effect by increasing caspase-3 expressions in A549 lung cancer cell 
lines and by increasing caspase-3 and BAX expressions and decreasing BCL-2 expression in HT-29 colon cancer 
cell lines. In light of the data we obtained, we can say that the Taraxacum officinal plant has anti-cancer 
properties that cause a decrease in cell proliferation by regulating the expression of genes related to apoptosis. 
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Introduction 
 

Medicinal plants have been used by humanity since 
ancient times to treat diseases through the active 

ingredients they contain 1. Today, as a result of 
developments in the field of pharmacology, although non-
plant-based synthetic drugs are produced for the 
treatment of diseases, active substances obtained from 

medicinal plants are still widely used 2. In particular, the 
use of medicinal plants remains important as an 
alternative treatment method in neurodegenerative 

diseases, cardiovascular patients and cancer 3-5. 
Taraxacum officinale plant is one of the medical plants 

used in the treatment of many diseases due to the active 
components it contains. Taraxacum officinale plant is a 
perennial 40 cm tall plant and grows in temperate and hot 
climates. It is a wild herbaceous plant that blooms in 

yellow and orange colors 6.  
Considering the studies on the medical benefits of the 

Taraxacum officinale plant, it has been determined that 
the hydroethanolic extract of Taraxacum officinale has a 

diuretic effect on humans 7. In another study, it was 
shown that water and methanol extracts of the plant 
inhibit the activities of α-amylase and α-glucosidase 
enzymes under in vitro conditions, thus having anti-

diabetic effects 8. When the root and leaf of Taraxacum 

officinale were included in the diet of rabbits fed with high 
cholesterol, it was determined that the activities of 
enzymes that produce antioxidant effects increased and 
lipid levels decreased in plasma samples taken from 
rabbits. Based on these results, it has been reported that 
Taraxacum officinale has antioxidant and hypolipidemic 
effects and may contribute to the treatment of 
cardiovascular diseases by providing protection against 

atherosclerosis 9. However, it was determined that 
hepatoxicity in mice in which liver damage was caused by 
the administration of acetaminophen and in mice given 
extracts obtained from Taraxacum officinale leaves was 
significantly reduced through the antioxidant properties 

of Taraxacum officinale 10. In studies on the role of 
Taraxacum officinal in cancer, it has been determined that 
it reduces cell proliferation in breast and prostate cancer 

11, has an antitumor effect in pediatric cancers 12, and 
its hydroethanolic extract induces apoptosis in breast 

cancer cells 13. 
The emergence of cancer is associated with a shift in 

the balance of proliferation and apoptosis, which is 
maintained in healthy cells, towards proliferation. 
Apoptosis is a programmed form of cell death in cells that 

has genetic basis 14. There are many genes associated 
with apoptosis and the proteins these genes encode. 

http://csj.cumhuriyet.edu.tr/tr/
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Caspase-3, BCL-2 and BAX are among the proteins that 
have the most important role in the regulation of 
apoptosis. While caspase-3 and BAX mediate the 
induction of apoptosis, BCL-2 plays a role in inhibiting it 

15.  
In order to examine the effect of Taraxacum officinal 

on proliferation and apoptosis in cancer, in our study, we 
aimed to determine the anticancer effect of water, 
methanol and chloroform extracts of the Taraxacum 
officinal plant, whose chemical composition and 
antioxidant status we analyzed, on A549 and HT-29 cancer 
cell lines, and to determine the anti-cancer effect of the 
Taraxacum officinal plant exposed to chloroform extract. 
We aimed to determine their relationship with apoptosis 
by determining the expressions of BAX, BCL-2 and 
Caspase-3 in A549 and HT-29 cancer cell lines. 

 

Materials and Methods 
 

Collection of Plant Material 
Taraxacum officinal plant was collected in SİVAS 

province of Turkey in 2023 and stored in the dark 
compartment under room temperature conditions. 

 

Extract Preparation 
After the Taraxacum officinal plant was collected, it 

was divided into 10 gram portions. Then, 10 grams of plant 
samples were ground. Water, methanol and chloroform 
extracts were prepared from the ground plant samples. 
The methanol extract of the plant was prepared in the 
Soxhlet extractor under 60°C and 2-hour extraction 
conditions. The extract was concentrated using vacuum 
below 45°C. A portion of the extract, from which methanol 
was removed, was dissolved in chloroform and water. The 
resulting fractions were evaporated and the remaining 

part was stored in the dark at 4°C 16. 
 

Gas Chromatography-mass Spectroscopic Analysis 
Shimadzu GCMS-QP2010 Ultra Gas Chromatograph 

Mass Spectrometer (Shimadzu, Kyoto, Japan) device was 
used in GC-MS analyzes to determine the chemical 
content of the plant. The system setup includes a Flex 2 
autosampler (EST Analytical, Ohio, United States) for 
automatic HS-SPME sampling. Data were analyzed with 

GC-MS Postrun Analysis software (ver. 4.53) 16. 
 

Cell Culture Maintenance 
Preparation of cell culture 
A549 and HT-29 cells were grown in medium 

containing Dulbecco's Modified Eagle Medium (DMEM). 
The medium also contained 10% fetal bovine serum (FBS) 
and 1% penicillin-streptomycin of the total volume. Cells 
were grown under 37°C and 5% CO2 culture conditions 

17.  
 

MTT method 
Water, methanol and chloroform extracts of the 

Taraxacum officinal plant were applied to A549 and HT-29 
cells for 24, 48 and 72 hours and IC50 values were 
determined via the MTT method. For this, cells were 

seeded in 96-well plates at 1 x 105/ml and incubated 
overnight. Then, the % viability values in each well were 
determined in accordance with the MTT kit protocol. % 
viability graphs were drawn with GraphPad Prism and 

statistical analysis was performed 16. Images of A549 
and HT-29 cells exposed to Taraxacum officinal plant 
extracts for 24 hours were recorded through a 
microscope. 

 

Expression analysis of BAX, BCL-2 and Caspase-
3, Genes Associated with Apoptosis 

cDNA was synthesized using the kit (Thermo Scientific, 
USA) from total RNA isolated using the kit (GeneAll 
Hybrid-R, South Korea) from A549 and HT-29 cells 
exposed to the IC50 dose of chloroform extract of the 
Taraxacum officinal plant for 24 hours. Using these cDNAs, 
expression analysis of Caspase-3, BAX and BCL-2 was 
performed on the RT-PCR device with the help of the SYBR 
Green qPCR Mastermix kit [18]. Statistical analysis of the 
data was done with the program  
(https://geneglobe.qiagen.com/us/analyze).  

 

Total Antioxidant Status (TAS) Measurement 
The method developed by Erel was used to measure 

TAS levels in extracts via spectrophotometer. The basis of 
this method is based on the measurement of the 
inhibition of the amounts of colored dianisidyl radicals 
formed by free radical reactions in the Fenton reaction by 
antioxidants. The higher the active antioxidant capacity in 
the extracts, the more color formation is suppressed. In 
this method, the results are expressed as milimolar Trolox 
equivalents per L extract (mmol Trolox Equiv./L). In our 
study, TAS was determined by spectrophotometer using a 
commercial kit in accordance with the manufacturer's 

instructions (Rel Assay Diagnostic, Türkiye) 19,20. 
 

Results 
 

Chemical Composition of the Plant 
The chemical composition was determined by GC-MS 

analysis of the chloroform extract of the Taraxacum 
officinal plant. It was determined that there are 38 active 
components in the chloroform extract of the Taraxacum 
officinal plant. In the chloroform extract of Taraxacum 
officinal plant.; Hexadecanoic acid, Phytol, 9-
Octadecanamide, Neophytadiene, 7,9-Di-tert-butyl-1-
oxaspiro(4,5)deca-6,9-diene-2,8-dione were determined 
to be the most abundant active compounds at the 
concentration of 16.25%, 14.39%, 11.02%, 9.42% and 
5.07%, respectively. 

 

MTT Assay  
A549 and HT-29 cell lines were exposed to 1000μg/ml, 

500μg/ml, 250μg/ml, 100μg/ml, 50μg/ml and 10μg/ml 
chloroform, methanol, and water extracts of Taraxacum 
officinal plant for 24, 48, and 72h to determine IC50 
effective doses (Figures 1-3). 
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Figure 1. Viability percentages of A549 and HT-29 cells 
after 24 h exposure (***P < 0.001, **P < 0.01, *P < 
0.05). 

 

In A549 cell lines, the IC50 effective dose of the water 
extract was determined as 195.30 μg/ml, the IC50 
effective dose of the methanol extract was 977.90 μg/ml, 
and the IC50 effective dose of the chloroform extract was 
322.20 μg/ml for the 24th hour. In HT-29 cell lines, the 
IC50 effective dose of water extract at the 24th hour was 
determined as 379.20 μg/ml, the IC50 effective dose of 
methanol extract was 1208.00 μg/ml, and the IC50 
effective dose of chloroform extract was 168.60 μg/ml 
(Figure 1.). 

 

 

Figure 2. Viability percentages of A549 and HT-29 cells 
after 48h exposure (***P < 0.001, **P < 0.01, *P < 
0.05). 

 

 

In A549 cell lines, the IC50 effective dose of water 
extract was determined as 853.00 μg/ml, the IC50 
effective dose of methanol extract was 813.60 μg/ml, and 
the IC50 effective dose of chloroform extract was 604.50 
μg/ml for the 48th hour. The IC50 effective dose of the 
water extract was 853.00 μg/ml, the IC50 effective dose 
of the methanol extract was 813.60 μg/ml, and the IC50 
effective dose of the chloroform extract was 604.50 μg/ml 
for the 48th hour in HT-29 cell lines, and the 48th hour in 
A549 cell lines. determined. In HT-29 cell lines, the IC50 
effective dose of water extract was determined as 
2239.00 μg/ml, the IC50 effective dose of methanol 
extract was 69.81 μg/ml, and the IC50 effective dose of 
chloroform extract was 69.46 μg/ml for the 48th hour 
(Figure 2.). 
 

 

 

Figure 3. Viability percentages of A549 and HT-29 after 72 
h incubation (***P < 0.001, **P < 0.01, *P < 0.05). 

 

In A549 cell lines, the IC50 effective dose of the water 
extract was determined as 8169.00 μg/ml, the IC50 
effective dose of the methanol extract was 544.10 μg/ml, 
and the IC50 effective dose of the chloroform extract was 
29258.97 μg/ml for the 72nd hour. In HT-29 cell lines, the 
IC50 effective dose of water extract was determined as 
139.00 μg/ml, the IC50 effective dose of methanol extract 
was 244.40 μg/ml, and the IC50 effective dose of 
chloroform extract was 399.00 μg/ml for the 72nd hour 
(Figure 3.). 

 

Microscope images  
Microscope images of A549 and HT-29 cell lines 

exposed to 50 μg/ml concentration of water, methanol 
and chloroform extract of Taraxacum officinal plant at 24h 
were presented (Figures 4-7.). 
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(a) 

 
(b) 

Figure 4. Microscope images of (a) A549 and (b) HT-29 cell 
lines exposed to water extract of Taraxacum officinal 
plant for 24h. 

              

 
(a) 

 
(b) 

Figure 5. Microscope images of (a) A549 and (b) HT-29 cell 
lines exposed to methanol extract of Taraxacum 
officinal plant for 24h. 

       

 
(a) 

 
(b) 

Figure 6. Microscope images of (a) A549 and (b) HT-29 cell 
lines exposed to chloroform extract of Taraxacum 
officinal plant for 24h. 

 

 
(a) 

 
(b) 

Figure 7. Microscope images of control group (a) A549 
and (b) HT-29 cell lines at 24h. 
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BAX, BCL-2 and Caspase-3 Expression Levels 
Caspase 3, BAX and BCL-2 expression levels were 

determined in cDNA samples obtained from A549 and HT-
29 cell lines and control group cell lines, to which the 
effective dose of chloroform extract of Taraxacum 
officinal plant was applied for 24 hours (Figure 8.).  

 
(a) 

 
(b) 

Figure 8. Caspase 3, BAX and BCL-2 expression profiles in 
A549 and HT-29 cell lines to which effective dose of 
chloroform extract of Taraxacum officinal plant was 
applied. 

 
 

 
 

 
It was determined that Caspase 3 increased 

significantly by 15.24 times in A549 cell lines exposed to 
the effective dose of chloroform extract of the Taraxacum 
officinal plant at the 24th hour (p<0.05). In HT-29 cell lines 
exposed to the effective dose of chloroform extract of the 
Taraxacum officinal plant at the 24th hour, BAX increased 
significantly by 15.03 times, Caspase 3 by 36.02 times, and 
BCL-2 increased significantly by 10.87 times. It was 
determined that it decreased (p<0.05). 

 

Total Antioxidant Status 
TAS levels were determined in four different doses of 

water, methanol and chloroform extract of Taraxacum 
officinal plant concentrations between 10µg/ml and 
1000µg/ml (Table 1.). 

It was determined that the TAS levels of water, 
methanol and chloroform extracts of the Taraxacum 
officinal plant increased with increasing concentration, 
and the highest TAS level was at 1000µg/ml 
concentrations. 

 

Table 1. TAS levels of water, methanol and chloroform 
extract of Taraxacum officinal 

 
 
 

Water Methanol Chloroform 

TAS  
(mmol Trolox 

Equiv. /L) 

TAS  
(mmol Trolox 

Equiv. /L) 

TAS 
 (mmol Trolox 

Equiv. /L) 

10 µg/ml 0,219±0,012 0,491±0,023 0,359±0,019 
100 µg/ml 0,256±0,011 0,609±0,026 0,541±0,027 
500 µg/ml 0,689±0,031 0,762±0,035 0,677±0,025 

1000 µg/ml 1,270±0,037 1,111±0,045 0,889±0,041 
 

The TAS level of the water extract of the Taraxacum 
officinal plant at a concentration of 1000µg/ml was 1,270 
mmol Trolox Equiv. /L, TAS level at 1000µg/ml 
concentration of methanol extract is 1.111 mmol Trolox 
Equiv. /L, TAS level at 1000µg/ml concentration of 
chloroform extract is 0.889 mmol Trolox Equiv /L. 

 

Discussion 
 
There are many studies investigating the effects of 

Taraxacum officinal on cancer. If we touch upon these 
studies, it has been shown that Taraxacum officinal 
extracts strongly inhibit breast cancer stem cell 

proliferation 21. It has been determined that ethanol 
extracts of Taraxacum officinal have a proliferation 
reducing effect on MCF-7 breast cancer cell lines and WRL-

68 liver cancer cell lines 22. It has also been reported 
that ethanol extract of Taraxacum officinal flowers has an 
anti-cancer effect by inducing apoptosis in SK-OV-3 

ovarian cancer cell lines 23. However, in a study 
examining the anti-cancer activity of DMSO (dimethyl 
sulfoxide) and ethanol extracts of Taraxacum officinal 
leaves on glioblastoma, an aggressive type of cancer, 
alone and in combination with chicoric, chlorogenic, and 
caftaric acids, it was reported that DMSO extracts showed 
the best anti-tumor activity and that the anti-cancer 
activity of the plant was affected by the type of extract 

and the extract concentration 24. In another study on 
glioblastoma regarding Taraxacum officinal, it was 
determined that DMSO, ethanol and water extracts of 
Taraxacum officinal leaves and roots all suppressed cell 
viability in U-138 cancer cell lines. It was reported that 
ethanol extracts inhibited proliferation at the highest level 

compared to other extracts 25. In cancer cell culture 
studies using the nanomaterial developed by green 
synthesis method and consisting of Taraxacum officinal 
leaf extracts and ZnO, it was reported that this 
nanomaterial had cytotoxic effects on cancer cells. 
Therefore, it was emphasized that this nanomaterial could 
be used for cancer treatment with an environmentally 

friendly approach 26. In a different study conducted on 
mouse fibrosarcoma and hepatoma cancer cell lines, it 
was determined that methanol extracts of Taraxacum 
officinal had dose-dependent anticancer effects on 
fibrosarcoma cell lines. In addition, caffeic acid, 
chlorogenic acid, and ursolic acid isolated from Taraxacum 
officinal methanol extract were shown to significantly 
suppress cell proliferation in these two cancer cell lines 
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27. In a study investigating the antioxidant and anti-
cancer effects of the essential oil obtained from 
Taraxacum officinal in vivo and in vitro, it was shown that 
the essential oil obtained from the plant mediated an 
increase in antioxidant enzyme levels against oxidative 
stress induced by paracetamol in mice and protected the 
liver and kidneys of mice against oxidative damage. In 
addition, it was determined that Taraxacum officinal 
essential oil had proliferation inhibitory effects in HeLa 

cancer cells in relation to the dose used 28. It was found 
that hydroalcoholic extracts of Taraxacum officinal had 
anti-tumor effects on triple-negative breast cancer cells 
4T1 and increased apoptosis (by increasing expressions of 
p53, BAX, Beclin-1 and Atg-7 and BAX/BCL-2 ratio, and 
also by suppressing BCL-2 expression) and thus decreased 

proliferation in a dose-dependent manner 13. It was 
shown that water and ethanol extracts of Taraxacum 
officinal prevented cell migration in hepatocyte carcinoma 
Huh7 cells, which frequently metastasize, and thus had 
metastasis-inhibiting properties in addition to its anti-

cancer properties 29. In another study, the anti-cancer 
activity of water, methanol, ethanol and chloroform 
extracts of the plant was investigated in prostate cancer 
cell lines PC-3, colorectal cancer cell lines Caco-2, breast 
cancer cell lines MCF-7 and chronic myeloid leukemia cell 
lines K562. It was determined that the chloroform extract, 
which was determined as the most active form of 
Taraxacum officinal, selectively showed an anti-
proliferation effect in prostate and chronic myeloid 

leukemia cell lines 30. Finally, it was shown that ethanol 
extracts of Taraxacum officinal plant roots applied to 
cervical cancer cell lines caused the induction of apoptosis 
in cancer cells in a manner closely related to the dose, thus 

inhibiting proliferation 31. According to the data of our 
study, we can say that water, methanol and chloroform 
extracts of Taraxacum officinal plant have anti-cancer 
effects in A549 and HT-29 cancer cell lines. If we look at 
the results of studies in the literature emphasizing the 
anti-cancer properties of the Taraxacum officinal plant, 
they seem to be closely related to the results we obtained. 

We determined that the chloroform extract of 
Taraxacum officinal activated cell apoptosis by inducing 
Caspase 3 expression in A549 cell lines. We found that it 
induced apoptosis by mediating an increase in Caspase-3 
and BAX expression and a decrease in BCL-2 expression in 
HT-29 cell lines. In a study related to this subject, it was 
determined that cells were directed to apoptosis by 
increasing Bax and p53 expression and decreasing Bcl-2 
expression in breast cancer 4T1 cells exposed to 

hydroalcoholic extract of Taraxacum officinal 13. In a 
different study, it was found that Taraxacum officinal also 
had an apoptosis-inducing effect in leukemia cell lines 

32. Based on the results of our study, we can say that the 
inducing effects of Taraxacum officinal on apoptosis in 
A549 and HT-29 cell lines are possible through the 
regulation of different apoptosis-related genes. 

In the study investigating the antioxidant capacity in 
water and ethanol-water extracts obtained from the 
leaves of Taraxacum officinal plant, it was determined 

that the antioxidant capacity was quite high. In addition, 
it was determined that the extracts had a rich polyphenol 
content. In this respect, it was reported that Taraxacum 
officinal plant may be effective in the treatment of liver 
and gall diseases [33]. It was determined that the 
antioxidant capacity was high in all water-ethanol extracts 
obtained from the roots, stems, leaves and flowers of 
Taraxacum officinal by different methods. However, it was 
determined that the extraction method showing the best 
antioxidant activity was the Soxlet method [34]. It was 
shown that the methanol extract was the extract type 
with the highest phenolic content among the methanol, 
acetone and n-hexane extracts of Taraxacum officinal. It 
was reported that the highest antioxidant activity was 
again found in the methanol extract [35]. In the study 
where methanol and ethyl acetate extracts of Taraxacum 
officinal leaves were evaluated in terms of 
phytochemicals, antioxidant capacity and vitamins, it was 
reported that the extracts contained high concentrations 
of phenolic content, flavonoids, alkaloids, vitamins A and 
C. When methanol and ethyl acetate extracts were 
compared in terms of antioxidant capacity, it was 
determined that the highest antioxidant activity was in 
the methanol extracts of the plant [36]. In a different 
study where the antioxidant capacity of the fruit extracts 
of the plant was investigated, it was revealed that the 
antioxidant content of the fruit extracts of Taraxacum 
officinal was also high [37]. Similar to these studies in the 
literature, we determined that the antioxidant status of 
water, methanol and chloroform extracts of Taraxacum 
officinal plant was high, that the antioxidant capacity 
increased dose-dependently with increasing extract 
concentrations and that the methanol extract of the plant 
had the highest antioxidant activity. 

 

Conclusions  
 
In conclusion, in this study where we examined the 

anti-cancer effects of Taraxacum officinal plant in lung and 
colon cancer, we determined that the extracts of this plant 
prevented proliferation in A549 lung and HT-29 colon 
cancer cells. We showed that Taraxacum officinal achieves 
this by regulating gene expressions in the apoptosis 
pathway in a way that induces apoptosis in cancer cells. 
Using these data obtained from our study, we can say that 
Taraxacum officinal plant may have therapeutic 
properties in lung and colon cancer. However, in order to 
express this prediction more strongly, more advanced and 
in-vivo studies related to Taraxacum officinal and cancer 
are needed. 

 

Conflicts of interest 
 
There are no conflicts of interest in this work. 
 

Acknowledgement 
 
There is no acknowledgement. 
 



Cumhuriyet Sci. J., 45(4) (2024) 693-700 

699 

References 
 
[1] Petrovska B.B., Historical review of medicinal plants’ 

usage, Pharmacognosy Reviews, 6 (11) (2012) 1. 
[2] Dutra R.C., Campos M.M., Santos A.R., Calixto J.B., 

Medicinal plants in Brazil: Pharmacological studies, drug 
discovery, challenges and perspectives, Pharmacological 
Research, 112 (2016) 4-29. 

[3] Sarkar B., Rana N., Singh C., Singh A., Medicinal herbal 
remedies in neurodegenerative diseases: an update on 
antioxidant potential, Naunyn-Schmiedeberg's Archives of 
Pharmacology, (2024) 1-29. 

[4] Tokhirovich, A.A., Maksudjanovna M.G., 
Phytopharmacokinetics of Medicinal Plants and Drug 
Preparations Affecting Cardiovascular Diseases, Web of 
Semantics: Journal of Interdisciplinary Science, 2 (2) (2024) 
10-12. 

[5] Gielecińska A., Kciuk M., Mujwar S., Celik I., Kołat D., 
Kałuzińska-Kołat Ż., Kontek R., Substances of natural origin 
in medicine: Plants vs. cancer, Cells, 12 (7) (2023) 986. 

[6] Di Napoli A., Zucchetti P., A comprehensive review of the 
benefits of Taraxacum officinale on human health, Bulletin 
of the National Research Centre, 45 (1) (2021) 110. 

[7] Clare B.A., Conroy R.S., Spelman K., The diuretic effect in 
human subjects of an extract of Taraxacum officinale 
folium over a single day, The Journal of Alternative and 
Complementary Medicine, 15 (8) (2009) 929-934. 

[8] Mir M.A., Sawhney S.S., Jassal M.M.S., In-vitro antidiabetic 
studies of various extracts of Taraxacum officinale, The 
Pharma Innovation, 4 (1) (2015) 61. 

[9] Choi U.K., Lee O.H., Yim J.H., Cho C.W., Rhee Y.K., Lim S.I., 
Kim Y.C., Hypolipidemic and antioxidant effects of 
dandelion (Taraxacum officinale) root and leaf on 
cholesterol-fed rabbits, International journal of molecular 
sciences, 11 (1) (2010)  67-78. 

[10] Colle D., Arantes L.P., Gubert P., da Luz S.C.A., Athayde 
M.L., Teixeira Rocha J.B., Soares F.A.A., Antioxidant 
properties of Taraxacum officinale leaf extract are involved 
in the protective effect against hepatoxicity induced by 
acetaminophen in mice, Journal of medicinal food, 15 (6) 
(2012) 549-556. 

[11] Sigstedt S.C., Hooten C.J., Callewaert M.C., Jenkins A.R., 
Romero A.E., Pullin M.J., ... & Steelant W.F., Evaluation of 
aqueous extracts of Taraxacum officinale on growth and 
invasion of breast and prostate cancer cells, International 
journal of oncology, 32 (5) (2008) 1085-1090. 

[12] Menke K., Schwermer M., Felenda J., Beckmann C., 
Stintzing F., Schramm A., Zuzak T.J., Taraxacum officinale 
extract shows antitumor effects on pediatric cancer cells 
and enhance mistletoe therapy, Complementary therapies 
in medicine, 40 (2018) 158-164. 

[13] Ahmadi S., Saberivand A., Jalili C., Asadpour R., 
Khordadmehr M., Saberivand M., Hydroalcoholic extract 
of Taraxacum officinale induces apoptosis and autophagy 
in 4T1 breast cancer cells, In Veterinary Research Forum, 
14 (9) (2023) 507.  

[14] Letai A., Apoptosis and cancer, Annual Review of Cancer 
Biology, 1 (1) (2017) 275-294. 

[15] Kiraz Y., Adan A., Kartal Yandim M., Baran Y., Major 
apoptotic mechanisms and genes involved in apoptosis, 
Tumor Biology, 37 (2016) 8471-8486. 

[16] Kapancık S., Çelik M.S., Demiralp M., Ünal K., Çetinkaya S., 
Tüzün B., Chemical composition, cytotoxicity, and 
molecular docking analyses of Thuja orientalis extracts. 
Journal of Molecular Structure, 1318 (2024) 139279. 

[17] Motafeghi F., Shahsavari R., Mortazavi P., Shokrzadeh M., 
Anticancer effect of paroxetine and amitriptyline on HT29 
and A549 cell lines, Toxicology in Vitro, 87 (2023) 105532. 

[18] Liu G., Wang T., Wang T., Song J., Zhou Z., Effects of 
apoptosis‑related proteins caspase‑3, Bax and Bcl‑2 on 
cerebral ischemia rats, Biomedical reports, 1 (6) (2013) 
861-867. 

[19] Erel O., A novel automated method to measure total 
antioxidant response against potent free radical reactions, 
Clinical biochemistry, 37 (2) (2004) 112-119. 

[20] Kapancık S., Çelik V., Kılıçkap S., Kacan T., Kapancik S., The 
relationship of agmatine deficiency with the lung cancer, 
Uhod-Uluslararasi Hematoloji-Onkoloji Dergisi, 26 (2016) 
103-109. 

[21] Trinh N.V., Doan-Phuong Dang N., Hong Tran D., Van Pham 
P., Taraxacum officinale dandelion extracts efficiently 
inhibited the breast cancer stem cell proliferation, 
Biomedical Research and Therapy, 3 (2016) 1-13. 

[22] Rawa’a A.M., Cytotoxic activity of taraxacum officinale 
ethanolic plant extract against human breast cancer (MCF-
7) cells and human hepatic (WRL-68) cells, Iraqi Journal of 
Cancer and Medical Genetics, 11 (1) (2018). 

[23] Choi E.J., Kim G.H., Dandelion (Taraxacum officinale) 
flower ethanol extract inhibits cell proliferation and 
induces apoptosis in human ovarian cancer SK-OV-3 cells, 
Food science and biotechnology, 18 (2) (2009) 552-555. 

[24] Fulga A., Casian A., Casian I., Protopop S., Gudumac V., 
Tagadiuc O., Effects of Taraxacum officinale on 
glioblastoma cell culture and their correlation with 
hydroxycinnamic acids content, In Medical Sciences 
Forum, 21 (1) (2023) 18. 

[25] Fulga A., Todiras M., Gudumac V., Tagadiuc O., Taraxacum 
officinale leaves and roots suppress glioma cell viability, 
Journal of Biosciences and Medicines, 10 (3) (2022) 175-
189. 

[26] Kasthuri K., Rajkumar P., Ranchani A.A.J., Jayaprakash K., 
Bio-inspired synthesis of ZnO nanoparticles using 
Taraxacum officinale for antibacterial, antifungal, and 
anticancer applications, Inorganic Chemistry 
Communications, 170 (3) (2024) 113409. 

[27] Korbášová M., Tomenendálová J., Chloupek J., Anti-
tumour effect of combinations of three acids isolated from 
Taraxacum officinale, Acta Veterinaria Brno, 91 (1) (2022) 
77-85. 

[28] Kamal F.Z., Lefter R., Mihai C.T., Farah H., Ciobica A., Ali A., 
... & Ech-Chahad A., Chemical composition, antioxidant 
and antiproliferative activities of Taraxacum officinale 
essential oil, Molecules, 27 (19) (2022) 6477. 

[29] Yoon H.S., An H., Park C.M., Anti-metastatic Effect of 
Taraxacum Officinale Water and Ethanol Extracts Through 
the Regulation of Epithelial-Mesenchymal Transition in 
Huh7 Cells, Journal of The Korean Society of Integrative 
Medicine, 11 (3) (2023) 59-67. 

[30] Al-Eisawi Z., Abderrahman S.M., Al-Khalaf I.F., Al-Abbassi 
R., Bustanji Y.K., Taraxacum officinale extracts exhibit safe 
and selective anticancer activity, The Natural Products 
Journal, 12 (1) (2022) 69-77. 

[31] Venezuela R.F., Mosmann J.P., Mugas M.L., Kiguen A.X., 
Montoya S.C.N., Konigheim B.S., Cuffini C.G., Dandelion 
Root Extract Affects the Proliferation, Survival and 
Migration of Cervical Cancer Cell Lines, Research Square, 
(2021) 1-15. 



Cumhuriyet Sci. J., 45(4) (2024) 693-700 

700 

[32] Appiah-Opong R., Tuffour I., Annor G.K., Doris A., 
Blankson-Darku P.C., Kissi-Twum A.A., ... & Ocloo A., 
Antiproliferative, antioxidant activities and apoptosis 
induction by Morinda lucida and Taraxacum officinale in 
human HL-60 leukemia cells, Journal of Global Biosciences, 
5 (7) (2016) 4281-4291. 

[33] Erdem M., Özaslan M., Investigation of the antioxidant 
capacity of Taraxacum officinale l. leaf extract, The Eurasia 
Proceedings of Science Technology Engineering and 
Mathematics, 28, (2024) 575-580. 

[34] Dedić S., Džaferović A., Jukić H., Chemical Composition and 
Antioxidant Activity of Water-Ethanol Extracts of 
Dandelion (Taraxacum officinale), Hrana u zdravlju i 
bolesti: znanstveno-stručni časopis za nutricionizam i 
dijetetiku, 11 (1) (2022) 8-14. 

[35] Akhtar W., Ali G., Ashraf N., Fatima I., Kayani W.K., 
Shaheen H., ... & Khames A., Efficiency of Multiple 
Extraction Solvents on Antioxidant, Cytotoxic, and 
Phytotoxic Potential of Taraxacum officinale (L.) Weber ex 
FH Wigg. from Poonch Valley, Azad Kashmir, Pakistan, 
Evidence‐Based Complementary and Alternative Medicine, 
1 (2022) 5118553. 

[36] Daniel I.E., Mathew K.N., John P.L., Evaluation of vitamin 
contents, antioxidant and antimicrobial activities of 
different leaf extracts of Taraxacum officinale (dandelion), 
Journal of Complementary and Alternative Medical 
Research, 13 (1) (2021) 13-26. 

[37] Lis B., Jedrejek D., Rywaniak J., Soluch A., Stochmal A., Olas 
B., Flavonoid preparations from Taraxacum officinale L. 
fruits—A phytochemical, antioxidant and hemostasis 
studies, Molecules, 25 (22) (2020) 5402. 

 



701 

  

Cumhuriyet Science Journal 

Cumhuriyet Sci. J., 45(4) (2024) 701-706 
DOI: https://doi.org/10.17776/csj.1548189 

 

│  csj.cumhuriyet.edu.tr  │ Founded: 2002 ISSN: 2587-2680    e-ISSN: 2587-246X Publisher: Sivas Cumhuriyet University 

 

Classification of Grapevine Leaf Types with Vision Transformer Architecture 

Esra Kavalcı Yılmaz1,a,*, Hatice Aktaş1,b , Kemal Adem2,c 
1 Department of Computer Engineering, 'Sivas University of Science and Technology, Sivas, Türkiye. 
2 Department of Computer Engineering, Sivas Cumhuriyet University, Sivas, Türkiye. 

*Corresponding  author  

Research Article ABSTRACT 
 

History 
Received: 11/09/2024 
Accepted: 13/12/2024 
 

 
This article is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 
International License (CC BY-NC 4.0) 

Viticulture plays an important role in agriculture. Farmers prefer grapevine cultivation because not only its fruit 
but also its leaves are used in various fields. Both the use and trade of grapevine leaves within the country is an 
important source of income. Grapevine leaves, which are grown in almost all countries and used as edible, vary 
in terms of species. Determining and cultivating the species according to their suitability in terms of productivity 
is important. In this study, artificial intelligence methods were used to classify grapevine leaf species. The dataset 
consisting of five different classes, including 100 grapevine leaf images for each class, totalling 500 images, was 
classified using ViT, VGG19 and MobileNet methods. When the methods used in this study to help increase 
productivity in production are evaluated, ViT method has the best accuracy rate with 94%. 
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Introduction 
 

Agriculture is one of the most important sources of 
livelihood in our country. Viticulture has a great place in 
agriculture, which has many varieties and branches. It is 
often preferred by farmers both for the livelihood it 
provides and for its diversity of use. Grapevine is one of 
the wide range of products provided by viticulture. In our 
country, the fruit obtained from the grapevine is used in 
different areas. In addition, grapevine leaves are in 
demand as much as the fruit [1].  Grapevine leaves, which 
are frequently consumed in every region of our country, is 
a product with economic return. The trade of grapevine 
leaves, which are made durable by using different storage 
methods, has also increased in recent years. It is 
important to cultivate, collect, and store different types of 
grapevine leaves suitable for edible use in different 
regions. The grapevine leaves, which have different 
characteristics according to their thickness, shape and 
hairiness, are carefully selected during cultivation and 
collection. 

The high diversity of grapevine leaves grown in almost 
every region and the manual determination of the species 
can negatively affect the classification process and 
efficiency of the appropriate grapevine leaves to be 
selected for consumption. The use of systems established 
with artificial intelligence in the field of agriculture, as in 
every field, is quite common today. [2]. In the literature, 
there are many studies involving artificial intelligence for 
the detection of diseases, identification and classification 
of species in the field of agriculture [3, 4]. Artificial 
intelligence has been used in some previous studies on 
grapevine and grapevine leaves. In these studies, diseases 
such as mould, grapevine yellowness, leaf blight, black 
measles, and esca seen in grapevine and grapevine leaves 

were tried to be detected by artificial intelligence [5-10]. 
In the presented studies, in addition to methods such as 
XGBoost, SVM, DNN, CNN, AlexNet, GoogleNet, and 
ResNet-50, artificial intelligence methods were also used 
in the image processing phaseIn another study [11], 
nitrogen concentration estimation of grapevine leaves 
was also performed using artificial intelligence. Some 
artificial intelligence methods used to classify the diversity 
of grapevine leaves were also presented in [12, 13]. In the 
study [12], where data augmentation was first performed 
using a dataset containing images of grapevine leaves, 
Support Vector Machines were used for classification and 
an accuracy rate of 96.14% was obtained. In the 
classification study [13], in which both CNN model and 
Support Vector Machines were used together, grapevive 
leaf image data set containing 5 different classes was used 
and 97.6% success rate was obtained in classification.   

In addition to agriculture, studies in the literature 
show that the ViT model yields successful results in 
different fields. The best example of this can be given as 
studies in the field of health. Zang and Wen presented a 
transformer-based framework for automatic diagnosis of 
COVID-19 from chest CT scans. In this framework, lung 
segmentation was performed with UNet and 3D volume 
level features were extracted using the Swin transformer. 
The study was performed on the MIA-COV19D dataset 
and they obtained an F1 score of 0.935 and an accuracy of 
94.3% with the Swin transformer [14]. Tyagi et al. used 
CNN, VGG16 and Vision Transformer (ViT) models to 
automatically detect pneumonia from chest X-rays. The 
ViT model showed the best performance in pneumonia 
detection with an accuracy of 96.45% and it was stated 
that it can be used to recognize other lung-related 
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diseases [15]. Dai et al. proposed the TransMed model, 
which combines the advantages of CNN and transducers 
for multimodal medical image classification. The model 
aims to establish long-range dependencies between 
modalities while extracting low-level features of images. 
It was tested on two datasets, classifying parotid gland 
tumors and knee injuries. For parotid gland tumors, 88.9% 
success was achieved with the proposed TransMed model 
[16]. In another study, Kamran et al. proposed an 
approach that converts fundus images into Fluorescence 
Angiography (FA) images to diagnose retinal 
abnormalities. Fundus images are synthesized into FA 
images using a Generative Adversarial Network (GAN) and 
these images are given to a transform model. The 
proposed model achieved 85.7% accuracy, 83.3% 
sensitivity and 90% specificity in classifying normal and 
abnormal retina, respectively [17]. Zeid et al. investigated 
the effectiveness of Vision Transformers in the 
classification of Colorectal Cancer (CRC) histological 
images. In their study, they used a publicly available CRC 
histology dataset and performed experiments with a total 
of 5000 images with eight different tissue categories. By 
training Vision Transformer and Compact Convolutional 
Transformer models, they achieved 93.3% and 95% 
accuracy rates, respectively [18]. In another study, Xu et 
al. proposed a model that combines transfer learning with 
attention mechanism for glaucoma detection. This 
method strengthened the distinction between general 
and specific features by identifying the regions containing 
information in images, and also allowed visualization of 
these regions thanks to the attention mechanism. The 
model was evaluated on two different datasets and 
achieved impressive results with 85.77% accuracy, 84.9% 
sensitivity, 86.9% specificity and 0.929 AUC values[19]. 

Vision Transformer has been used in different fields 
with its minimization of data loss, self-attention 
mechanism and highlighting of important features and it 
has been seen that good results have been obtained. In 
this study, considering the advantages of the ViT method, 
grapevine leaf classification was performed according to 
their types. The Vit model is trained with image dataset 
containing grapevine varieties for multiclass classification. 
Grapevine leaf images were processed with artificial 
intelligence and classified according to 5 different 
previously determined species classes. With this study, it 
is aimed to determine the species of grapevine leaves, 
which are of great interest both in the domestic and 
foreign markets, more effectively and to contribute to 
increasing the cultivation efficiency. 

Materials and Methods  
 

Data Set 
The ‘Grapevine Leaf Image Dataset’ used in the study 

was created by Köklü et al. [13] and shared on the Kaggle 
website. The dataset consists of images of 5 different 
types of grapevine leaves, namely Ak, Ala Idris, Büzgülü, 
Dimnit, and Nazli. In the dataset, there are 100 images of 
each class in 512x512 size, totaling 500 images in total 
[20].  Sample images of each class are presented in Figure 
1. In this study, the data set was tripled by using data 
augmentation methods such as random rotation, 
horizontal and vertical translation, color changes and 
random cropping. The dataset, which initially consisted of 
400 training and 100 test images, reached 1200 training 
and 300 test images as a result of these processes. 

 

Figure 1. Sample images of classes  

 

Deep Learning Methods 
Deep learning methods are a subset of machine 

learning involving neural networks with multiple layers to 
model complex patterns in data. These methods are 
especially effectively used in tasks such as image and 
speech recognition, natural language processing, and 
autonomous driving. Deep learning algorithms can learn 
from large amounts of data by simulating the structure of 
the human brain, making them powerful tools for 
predictive analytics and decision making [21,22]. It is 
widely used for disease diagnosis in healthcare, fraud 
detection in finance, plant species and disease diagnosis 
in agriculture, and content recommendations in 

entertainment [23-29]. The deep learning methods used 
in this study are briefly mentioned below. 

- Vision Transformer (ViT): Vision Transformer 
(ViT), a deep learning model commonly used in computer 
vision, was introduced by Dosovitskiy et al. in 2020 [30]. 
Unlike traditional convolutional neural networks (CNNs), 
ViT uses a transformer architecture, which has become a 
popular alternative for image processing tasks. ViT utilizes 
a set of attention mechanisms instead of convolutional 
layers during the training of data. It helps to reduce image 
size by splitting images into smaller patches, allowing 
higher-dimensional images to be processed compared to 
previous models. By converting images into patches and 
applying an attention mechanism, ViT can more efficiently 
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capture complex patterns in the data. Thanks to this 
approach, higher success can be achieved with less data in 
studies using ViT. This model has proven its effectiveness 
in tasks such as image classification and object detection, 
showing significant improvements over CNNs in various 
benchmarks. As a result, ViT has become a powerful tool 
for advancing the state of the art in computer vision [31]. 
The main reason for choosing the ViT (Vision Transformer) 
model in this study is to avoid the loss of information 
caused by the pooling layers used in traditional CNN 
models. While CNN models are successful in capturing 
local features, they are limited in modeling long-range 
relationships and can lead to loss of details during pooling 
operations. The ViT model divides the image into fixed-
size patches, enriches the features of each patch with 
position information, and can globally model the 
relationships between all patches in the image with a self-
attention mechanism. In this way, it provides superior 
performance, especially in applications that require detail 
precision and work on limited data sets [32]. 

VGG19: VGG19, proposed by Simonyan and Zisserman 
[33] in 2015, is a convolutional neural network model 
designed for image classification tasks. VGG19 consists of 
19 layers, 16 convolutional layers and 3 fully connected 
layers, making it a deep and powerful architecture. VGG19 
provides a robust framework for complex image 
recognition tasks. The architecture of the network is 
characterised by its simplicity; it consistently uses small 
3x3 convolutional filters throughout the layers, which 
allows it to effectively capture complex features in 
images. Despite its depth, VGG19 is relatively easy to 
implement, making it a popular choice for researchers and 
developers alike. One of the greatest strengths of VGG19 
is its ability to generalise well across a wide range of visual 
tasks, making it widely used in computer vision studies 
[34].  

 MobileNet: MobileNet, developed by Google, is a 
convolutional neural network model specifically designed 
for efficient performance on mobile and embedded 
devices. One of its key features is the fast convergence of 
the model during training. In addition, MobileNet is ideal 
for environments with limited resources due to its low 
memory consumption [35]. It also reduces the overall 
computational load by requiring fewer computational 
operations compared to traditional models. This efficiency 
is achieved through the use of deeply separable 
convolution layers that significantly reduce the number of 
required parameters and computations. Its lightweight 
architecture ensures high accuracy while minimising 
latency, even when running on hardware with limited 
capabilities. This makes MobileNet a popular choice for 
applications such as image recognition, object detection, 
and other machine learning tasks that need to be 

performed on the go. Its flexibility also allows developers 
to easily scale the model to meet the specific needs of 
their applications, ensuring a balance between accuracy 
and efficiency [36] 

Results and Discussion 

In this study, three different deep learning models, 
namely ViT, VGG19, and MobileNet, were used to 
successfully classify grapevine leaves according to their 
species. The studies were carried out in Python language 
using the Tensorflow library. In the study, image sizes 
were set to 224x224x3, ‘batch’ size = 16 and ‘epoch’ = 100. 
The precision, recall, and f1 score values obtained as a 
result of the classification processes of ViT, VGG19, and 
MobileNet models for each class are presented in Table 1, 
Table 2, and Table 3, respectively.  

Table 1. ViT results 

Class Precision Recall  f1-Score  

Ak 0.98 1.00 0.99 
Ala Idris 0.94 0.98 0.96 
Büzgülü 0.97 0.93 0.95 
Dimnit 0.95 0.93 0.94 
Nazli 0.97        0.95 0.96 

Table 2. VGG19 results 

Class Precision Recall f1- Score  

Ak 0.84       0.91  0.88 
Ala Idris 0.78        0.79 0.81 
Büzgülü 0.80             0.67 0.70 
Dimnit 0.79             0.78 0.75 
Nazli 0.83            0.85 0.86 

Table 3. MobileNet results 

Class Precision Recall  f1- Score 

Ak 0.87            0.98 0.92 
Ala Idris 0.86             0.80 0.83 
Büzgülü 0.81         0.72 0.76 
Dimnit 0.84             0.80 0.82 
Nazli 0.83             0.92 0.87 

 
When the results of the Vit Model (Table 1) are 

analyzed, it is seen that the most successful classification 
process among the classes is performed in Dimnit and Ala 
Idris classes. The most unsuccessful results were obtained 
in the images belonging to the Büzgülü class. 

Table 4 shows the best results obtained by using the hyper 
parameters “activation_function=‘gelu’, learning_rate =1e-4, 
optimization_algorithm=RectifiedAdam, loss_function 
=CategoricalCrossentropy”. Accuracy values, average 
presicion- recall-F1-socre values, kappa values and loss values 
are listed for the models used 

 

Tablo 4. ViT, VGG19, MobileNet doğruluk değerleri 

Model Accuracy Prec Avg Recall Avg F1-Score Avg Kappa Loss 

ViT 0.96 0.96 0.95 0.96 0.95 0.87 
VGG19 0.81 0.81 0.80 0.80 0.74 0.98 

MobileNet 0.84 0.84 0.84 0.84 0.80 0.94 
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When Table 4 is analyzed, it is seen that the most 
successful classification process is provided by the ViT 
Model (0.96). Also, when the loss values are analyzed, it 
can be said that the ViT model provides a more stable and 
efficient learning compared to the others with a lower loss 
value (0.87). The ViT model provides superiority in 
capturing the global context thanks to its attention 
mechanism, enabling effective learning of long-range 
dependencies in images.  In addition, it allows the image 
to be processed by dividing it into patches. This patch-
based input method makes the application easier by 
reducing the need for extensive preprocessing. Thanks to 
these advantages, it can be said that the ViT model offers 
better generalization and more successful results after the 
training process compared to other models. The box plot 
of ViT, VGG19, and MobileNet models organized 
according to the classification results is presented in 
Figure 2. 
 

 

Figure 2. ViT, VGG19 and MobileNet boxplots. 

Figure 2 shows that ViT offers the widest range of 
performance with an accuracy value ranging between 86 
and 94 and a median value of around 91. According to 
these results, ViT indicates high but variable performance. 
The VGG19 model, on the other hand, has a closer range, 
the accuracy is mostly between 80 and 83 and the median 
value is about 82. Therefore, it can be said that it is more 
consistent than the ViT model but indicates a slightly 
lower performance. Finally, the MobileNet model shows 
the closest range with an accuracy between 80 and 84 and 
a median of around 83. According to these results, it can 
be said that it shows the lowest and most consistent 
performance among the three models. ViT has potentially 
the best performance but shows higher variability, while 
VGG19 offers a stable performance. MobileNet lags 
behind in both range and average accuracy. Overall, ViT 
stands out for its high but fluctuating accuracy, VGG19 for 
its consistency and MobileNet for its low but stable 
performance. 

 

 

Figure 3. Confusion matrix of the ViT model. 

 

Conclusion and Recommendations 
 

Correct classification of agricultural products increases 
productivity in production. When the classification 
process is carried out by means of artificial intelligence 
methods, the process will be independent of human 
beings, the expert performing the classification process 
will not be affected by external factors such as physical, 
mental conditions and experience level, and the 
classification process will be concluded more successfully. 
In addition, the experts performing the classification 
process will use their time more efficiently by completing 
more complex tasks instead of routine tasks during this 
period. In line with these reasons, in this study, 
classification processes were performed using deep 
learning methods in order to increase the classification 
success of the grapevine leaf. Three different deep 
learning methods, namely ViT, VGG19, and MobileNet, 
were used in the study and the results were evaluated 
comparatively. Considering the results obtained, it is seen 
that the most successful result is obtained with 94% 
accuracy rate with ViT, a current deep learning model. In 
future studies, it is thought that more accurate results can 
be obtained by using various data augmentation methods, 
increasing and diversifying the data set. In addition, the 
classification success can be improved by hyperparameter 
optimization. 
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A. esculentus (okra) plant is an economically important medicinal plant grown in tropical and subtropical parts 
of the world. The fruit and seeds of the A. esculentus (okra) plant; which are rich in oil and protein. The in 
vitro cytotoxic, bactericidal, and antioxidant activities of extracts obtained from different parts of okra (leaves, 
fruits, and seeds) were studied widely in the medical industry. This study evaluated the biocompatible and 
antioxidant potential of an optimized ethanolic extract of A. esculentus seeds. Commercially obtained A. 
esculentus seeds were first extracted and characterized by UV-Vis and FT-IR spectrophotometry. In 
vitro, antioxidant activity of okra seed extracts was evaluated using 1,1 -diphenyl -2picrylhydrazyl (DPPH) with 
different concentrations (0.5-5 mg/mL). Results show that the antioxidant activity increased in direct proportion 
to the increase in the concentration of the extract. In vitro, the cytotoxic effect of the extracts on C6 Glioma 
cancer cell line and L929 mouse fibroblast cell line was studied using 3-(4, 5-dimethylthiazolyl -2,5-diphenyl-
tetrazolium bromide (MTT) assay with the concentrations between 50-1000 µg/mL. MTT results showed 
effective cytotoxicity on cancer cell lines with increasing extract concentration (IC50 value for C6 was 273.4 
µg/ml, while the IC50 value for L929 was 431.45 µg/ml). The study indicates that the extract isolated from A. 
esculentus seeds shows that all concentrations have a substantial amount of anticancer and antioxidant activity. 
In conclusion, A. esculentus seeds could be considered innovative products and be proposed for alternative end-
uses in pharmaceutical industries with antimicrobial and bioactive properties. 
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Introduction 
 

Different civilizations have widely used functional 
plants for thousands of years for traditional treatment 
purposes. They are exploited for their bioactive 
compounds like polyphenols, carotene, folic acid, 
thiamine, vitamin C, and amino acids, which are highly 
demanded in cosmetic, pharmaceutical, and nutraceutical 
industries [1,2]. It is reported that plants have 
antimicrobial, anticarcinogenic, anti-glycemic, 
antioxidant, anti-cholesterol, antiparasitic, and anti-
inflammatory properties, thanks to the phenolic 
compounds found at different levels in almost all parts of 
plants [3,4].  

A. esculentus is a member of the mallow (Malvaceae) 
family and is often used as an edible immature fruit. This 
herbaceous annual plant is native to Africa (Ethiopia) and 
is now almost cosmopolitan, cultivated in tropical, 
subtropical, and warm temperate climates in different 
countries from Africa to Asia, southern Europe, and 
America [5,6]. In traditional medicine, okra (A. esculentus) 
is thought to exhibit diuretic, antispasmodic, relaxing, 
laxative, and anti-cancer effects. It is also known for its 
beneficial mucus content. The public uses it to treat 
diseases such as colds, gonorrhea, dental disease, and 
bronchitis. A. esculentus attracts the attention of the 
public and researchers. In addition to the fruit of the plant, 
its leaves, flowers, stems, and seeds are rich in oil and 

protein. In vivo and vitro antioxidant, antidiabetic, 
antihyperlipidemic, antimicrobial, antifatigue, 
hepatoprotective, and neuroprotective effects of okra (A. 
esculentus) have been reported [7-10]. A substance 
frequently mentioned in the okra seed extract is 
isoquercitrin, with higher bioavailability than quercetin, 
displaying a few chemoprotective effects against cancer 
[11]. Isoquercitrin has shown inhibition of urinary bladder 
and pancreatic cancer progress [12,13], as well as colon 
cancer suppression [14]. The profile of the bioactive 
components in different parts of A. esculentus (okra) is 
well documented: for its pod polyphenolic compounds, 
carotene, folic acid, thiamine, riboflavin, niacin, vitamin C, 
oxalic acid, and amino acids; for its seed polyphenolic 
compounds, mainly oligomeric catechins and flavonol 
derivatives, protein (i.e., high lysine levels), and oil 
fraction (in particular, its derived oil is rich in palmitic, 
oleic, and linoleic acids); for root carbohydrates and 
flavonol glycosides, and manly minerals, tannins, and 
flavonol glycosides for leaves. 

Despite the numerous studies mentioned above, there 
is a paucity of reports regarding the anticancer effects of 
A. esculentus (okra) seeds. Extractive techniques and 
conditions used recently are almost obsolete and must be 
optimized for higher efficiency. Leonardo G. Monte and 
his colleagues researched the anti-tumor properties of a 

http://csj.cumhuriyet.edu.tr/tr/
https://orcid.org/0009-0006-5737-1840
https://orcid.org/0000-0002-0186-763X
https://orcid.org/0000-0003-2196-7053


Cumhuriyet Sci. J., 45(4) (2024) 707-712 

708 

newly discovered lectin from A. esculentus (AEL) on 
human breast cancer (MCF7) and skin fibroblast (CCD-
1089SK) cells. Their results show that AEL in its natural 
form could potentially create an anti-tumor effect on 
breast cancer cells and could be a therapeutic support for 
the treatment of human breast cancer [15]. 
Watcharaphong et al. [16] investigated the effects of okra 
seed extract (OSE) on the proliferation and viability of 
three human cancer cell lines (MCF-7, HeLa, and HepG2). 
It was found that both the naturally applied extract and 
the extract loaded into polymeric micelles had dose-
dependent cytotoxic effects on all three cell lines. OSE-
loaded micelles were more cytotoxic than natural OSE, 
especially in the HepG2 cell line. Additionally, it was found 
that OSE inhibited the migration of MCF-7 and HeLa cells. 
Hayaza and coworkers [17] conducted a study to examine 
raw polysaccharides extract of okra (A. esculentus L.) as an 
anticancer agent against Huh7it human liver cancer cells. 
Their extract could reduce the metabolism of cancer cells. 
It also has potential as an anti-cancer agent by inhibiting 
up to 15 % cell growth at the highest dose. 

Glioblastoma multiforme (GBM) stands as one of the 
most formidable challenges in oncology, characterized by 
its aggressive infiltration into surrounding brain tissue, 
resistance to conventional therapies, and high rates of 
recurrence [18]. Despite decades of research and 
therapeutic advancements, the prognosis for GBM 
patients remains bleak, with a median survival of only 12-
15 months post-diagnosis. This pressing clinical need 
underscores the imperative for novel therapeutic 
approaches that can effectively target GBM with 
improved efficacy and reduced toxicity [19]. C6 is a glial 
cell line isolated from the brain of a rat with Glioma. C6 
glioma cells are frequently used for glioblastoma research 
since they have high mitotic activity and were determined 
to be the cell line most similar to the mechanism of human 
brain tumors. L929 cells play a pivotal role in biological 
science with versatile applications. They serve as a crucial 
resource for toxicity assessment, aiding in evaluating the 
potential adverse effects of various compounds. The 
cytotoxic and anticancerogenic potentials of A. Esculentus 
seed extracts were determined for C6 rat glial cell and 
L929 rat fibroblastoma cell line using MTT at different 
concentrations. 

A lot of research has been done on the antioxidants, 
anti-inflammatory, and anticancer activity of medical 
plants that are rich in polyphenols and flavonoids and are 
still being done [20,21].  While the interest of the 
biological activities of okra seed extract has not yet been 
explored for comparatively studied for cancer and normal 
cell lines. In addition, the importance of okra as a low-cost 
functional feed still deserves to be further highlighted in 
the potential of cancer treatment. Considering this, our 
study comprehensively evaluated the antioxidant 
properties and cytotoxic effects of A. esculentus seeds 
extract against C6 glioblastoma and L929 fibroblastoma 
cell lines using an in vitro model. The extractive 
techniques and conditions used in the present study are 
also optimized for higher efficiency. 

Material and Method 
 

Preparation of A. Esculentus Seed Extract 
A. esculentus seeds were obtained from traditional 

markets in Turkiye. Then, they were washed thoroughly 
with distilled water to remove foreign material. To get the 
extract, briefly, the dried 6 g. of fresh A. esculentus seeds 
were rinsed with 30 mL of 70% ethanol in a shaking water 
bath (N-Biotek NB-30330) for 48 hours. The extracts were 
prepared using ethanol (70%) (ISOLAB), known as a good 
solvent for polyphenol extraction, safe for human 
consumption, low cost, and environmentally friendly in 
nature [22]. After 72 hours, the ethanol-soluble fraction 
was filtered through a 0.45 µm microporous membrane 
and concentrated in a vacuum oven (Nuve CO2 Incubator) 
at +50°C. It was then freeze-dried with a lyophilizer and 
stored in the refrigerator at +4°C until use. 

Sigma-Aldrich provided suitable media and analytical-
grade chemicals. All the chemicals were analytical grades 
and used without further modification or purification. 
Double-distilled and deionized water was used in the 
extraction and for rinsing the clusters.  

 

Characterization of A. esculentus Seed Extract  
A. esculentus extracts were prepared at a 

concentration of 2 mg/mL. In UV-Vis Spectrophotometry 
(Shimadzu UV-1700), the spectrums of each sample were 
used in the range of 200-800 nm by using a blank instead 
of pure water. At the same time, to analyze the chemical 
structure of the extract and the functional groups it 
contains, it was examined on an FT-IR spectrophotometer 
(Shimadzu Prestige 2100) in ATR mode, and FT-IR spectra 
ranging from 600 to 4000 cm-1 were used. 

 

Antioxidant Activity Analysis of A. esculentus 
Seed Extract 

The antioxidant activity of A. esculentus seed extracts 
were tested using a 1,1-diphenyl-2-picryl hydroxyl (DPPH) 
technique. To make the stock solution, 0.63 milligrams of 
DPPH were dissolved in 15.98 mL of ethanol. Filtration of 
the DPPH stock solution using methanol yielded a usable 
0.1 mM concentration DPPH mixture with an absorbance 
of around 0.973 at 517 nm. To ensure the reliability of the 
test, the study was conducted with 3 repetitions. 

 In a 96-well microplate, 100 µL of DPPH stock 
solutions were combined with the concentration of A. 
esculentus seed extracts between 0.5 -5 mg/mL. As for 
negative control, 100 µL of DPPH solution and 100 µL of 
pure water were added to the control wells.  After that, 
the plate was kept in complete darkness for 30 min. The 
absorbance was therefore determined at 517 nm. The 
following formula was used to compute the percentage of 
antioxidants. 

% of antioxidant activity= [(Ac−As) ÷Ac] × 100 
where: Ac—Control reaction absorbance; As—Testing 

specimen absorbance. 
The absorbance and % antioxidant activity values of 

seed extracts were obtained with SkanIt™ Software for 
Microplate Readers using the Elisa Plate Reader (Thermo 
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Scientific Multiskan Go). Antioxidant activity values of the 
extracts were calculated using the Microsoft Excel 
program.  

 

Cell Culture  
The ethanolic plant extracts were screened for 

cytotoxicity using C6 glioma (glioblastoma multiforme -
GBM) and L929 fibroblastoma (mouse fibroblast) cell 
lines. The C6 and L929 cell lines were seeded into 25 cm2 
plastic tissue culture flasks in DMEM/F12 medium 
(Sigma), supplemented with 10% FCS, 1% 
penicillin/streptomycin into 500 ml of DMEM/F12 
medium containing L-glutamine. Cells were grown at 25 °C 
in a humidified atmosphere (85% humidity). After 
achieving exponential growth (approximately 90% 
confluent), cells were detached from culture flasks by 
brief exposure to trypsin (0.25% in PBS, pH 7.2–7.4), 
according to the standard trypsinization methods. The 
detached cells were collected by centrifugation (Nuve NF 
800, 1000 rpm, 5 min, 25 °C) and counted on Thoma slides. 

 

MTT Assay 
The cytotoxicity analyses of A. esculentus seed 

powders at different concentrations on C6 Glioma and 
L929 fibroblastoma cell lines were performed 
comparatively by 3-(4,5-dimethyl thiazolyl- 2-yl)- 2, 5-
diphenyltetrazolium bromide (MTT) assay, (ISO B. 10993-
5: biological evaluation of medical devices). Briefly, intact 
C6 and L929 cells were seeded into 96-well plates at a 
1x104 cells/ml ratio in DMEM containing 5% fetal bovine 
serum (FBS) and 1% penicillin-streptomycin. Cells were 
incubated at 37°C in a 5% CO2 for 24 h.  After the 
overnight incubation, the medium was replaced with a 
fresh medium containing a series of dilutions of increasing 
the A. esculentus seed powder concentrations applied to 
C6 and L929 cells from 50 µg/mL to 1000 µg/mL. C6 and 
L929 cells were seeded on wells without extracts as a 
control group. After 24 incubations, the medium from 
each well was replaced with an MTT reagent then plates 
were incubated at 37 °C for 3 h. Following incubation, 
formazan crystals formed in the cell were dissolved in 
DMSO, and absorbance was recorded at 570 nm with a 96-
well plate reader. Results were obtained using SkanIt™ 
Software for Microplate Readers using the Elisa Plate 
Reader (Thermo Scientific Multiskan Go). Values are 
displayed as mean ± SD of a minimum of three times. 
Statistical analyses and IC50 values of the extracts were 
evaluated in GraphPad Prism 8 software to find the 
percent cell viability [23]. 

 

Results and Discussion 
 

UV-VIS Spectrophotometer Results 
The flavonoid isolate compounds were identified using 

a UV-Vis spectrophotometer to determine the absorbance 
value of the compound at the maximum wavelength. The 
UV-Vis spectrum of the A. esculentus extracts can be seen 
in Figure 1. The extracts caused a peak at a wavelength of 
272 nm. It is known that tannins and phenolic compounds 

peak in the 270-280 nm range [24]. The spectrum results 
obtained were the maximum wavelengths that may occur 
due to the absorption of the benzoyl ring on the flavonoid 
structure, mainly occurring at a wavelength of 256 nm 
[25]. 
 

 

Figure 1. UV-Vis spectrophotometry of A. esculentus seed 
extract 

  

FT-IR Spectrophotometer Results 
The FTIR results shown in Figure 2 indicate the 

presence of various functional groups such as alkyl, 
ketone, aldehyde, carboxylic acids, esters, and amide in 
the aqueous and methanolic extracts of A. esculentus , 
respectively [26]. The FTIR confirmed that the so-called 
fingerprint region of the spectrum consists of 
characteristic bands between 1500 cm-1 and 1000 cm-1, 
which can be attributed to polysaccharides. The band at 
925 cm-1 belongs to the C˗O stretching vibrations of 
alcohols/phenols [5]. The band located at 1041 cm-1 might 
refer to the C=O stretching vibrations of carbonyl 
compounds. Absorption at 1590 cm-1 due to ester 
carbonyl is detected and agrees with the okra spectrum of 
Archana et al. [27]. The band at 1402 cm-1 belongs to the 
stretching vibrations of aromatic C=C bonds. The band at 
3285 cm-1 belongs to the hydrogen-bonded O˗H stretching 
vibration due to water and carbohydrates [28]. The bands 
at 2851cm-1 belong to aliphatic compounds' asymmetric 
C˗H stretching vibrations [29]. The bands at 552 cm-1, 563 
cm-1 and 591 cm-1 may be attributed to the C˗O˗H bending 
vibrations of aliphatic compounds or phenolic ring 
torsions [30,31]. Results agreed with those reported in the 
literature [32].   
  

 

Figure 2. FT-IR spectrophotometry of A. esculentus seed 
extracts 
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Antioxidant Activity 
The total antioxidant activity, measured by the DPPH 

method, of A. esculentus seed extracts was determined in 
a range of concentrations from 0.5 to 5 mg/mL (with an 
increase of 0.5 mg/mL). Antioxidants' ability to donate 
hydrogen or their radical scavenging impact on DPPH 
radical’s scavenging activity. When a DPPH solution is 
combined with a material that can donate a hydrogen 
atom, diphenyl picryl hydrazine is produced in its reduced 
form, losing its violet color [33].   

Table 1 and Figure 3 give the absorbance and % 
antioxidant activity values of seed extracts. The results 
showed that ethanolic A. esculentus extracts at different 
concentrations have remarkable antioxidant activities 
with concentration (dose) dependency.  

 

Tablo 1. Absorbance and % antioxidant activity values of 
A. esculentus extract 
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Control 0,188 - - - 
0,5 0,156 0,047 0,108 42,38 
1 0,127 0,056 0,070 62,59 
2 0,1185 0,058 0,0605 67,81 

2,5 0,125 0,067 0,058 69,14 
3 0,125 0,073 0,052 72,34 

3,5 0,136 0,089 0,047 75,00 
4 0,124 0,088 0,035 81,21 

4,5 0,121 0,102 0,018 90,25 
5 0,141 0,129 0,012 93,62 

 

The results indicated a significant increase in the 
antioxidant activity at the highest concentration tested 
(93.62% at 5 mg/mL) compared to the lowest 
concentration (42.38% at 0.5 5 mg/mL). The antioxidant 
capacity of the extract should be related to its high 
phenolic content since polyphenols have been reported to 
possess antioxidant capacitiesHata! Başvuru kaynağı 
bulunamadı.. The content of flavonoids in a plant extract 
could also result in higher antioxidant activityHata! 
Başvuru kaynağı bulunamadı.. 

 

 

Figure 3. Antioxidant activity of A. Esculentus seed 
extracts  

 

Cytotoxicity Results 
The possible cytotoxic effects of ethanolic extracts 

were evaluated on L929 and C6 cells after 24 h of 

incubation with different concentrations of extracts 
ranging from 50 µg/mL to 1000 µg/mL (50, 100, 250, 500, 
1000 µg/mL), comparing the results with the control 
group, which consisted of cells incubated only with the 
medium.  

The results showed that the cytotoxic effect of okra 
extracts depended on the extract dose and the cell line in 
question.  As it is seen in Figure 4, Abelmoschus Esculentus 
seed extracts produced a significant reduction in the 
viability of the L929 cell line compared to the control 
samples at all concentrations. It was observed that cell 
vitality decreased from 86.1% to 10.2% by increasing the 
A. esculentus concentrations applied to L929 cells from 50 
µg/mL to 1000 µg/mL. The IC50 value for L929 cells was 
431.45 µg/ml. Indeed, the determination of IC50 was not 
achieved concerning the incubation times tested. Thus, 
the extract seemed to be toxic, dependent on the 
concentration range Hata! Başvuru kaynağı bulunamadı.. 
 

 

Figure 4. Cytotoxic activity (expressed as the percentage 
of viable cells) on L929 cell lines after 24 h of 
incubation with of A. esculentus seed extracts 

 
When A. esculentus extracts were tested on the C6 

Glioma cancer cell line, we observed a potentiated 
cytotoxic effect for the extracts, resulting in 72.19% C6 cell 
viability even at a lower concentration (50 µg/mL) than 
the control group. Figure 5 shows the cytotoxicity of A. 
esculentus extracts on C6 Glioma cells at the 24th hour. It 
was observed that by increasing the A. esculentus 
concentrations applied to C6 Glioma cells from 50 µg/mL 
to 1000 µg/mL, the vitality rate in the cells decreased from 
72.2% to 12.9%. The IC50 value for C6 glioma cells was 
273.4 µg/ml. The sample concentrations of 1000μg/ml, 
500 μg/ml, 250μg/ml, 100μg/ml, and 50μg/ml show 
%12.9, %15.4, %28.2, %52.5, and %72.2 cell viability 
values against the glioma cancer C6 cell line respectively. 
The cytotoxic effect observed depended only on 
concentration, not the time on both cell lines.  A. 
esculentus extracts at different doses (50 to 1000 μg/mL) 
showed lower toxicity on normal L929 cells than the 
cancer C6 cells. The toxicity of extract on cancer cells may 
be due to the high metabolic rate of cells. Hence, cancer 
cells have a greater possibility of absorbing A. esculentus 
extracts than normal cells. There are additional reasons 
why cancer cell lines may have lower IC50 values than 
normal cell lines, including strong extract interaction and 
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a high rate of cell division Hata! Başvuru kaynağı 
bulunamadı.. The results are consistent with numerous 
studies that found that flavonoid substances may induce 
cancer cell apoptosis [38–39]. 
 

 

Figure 5. Cytotoxic activity (expressed as the percentage 
of viable cells) on C6 cell lines after 24 h of incubation 
with of A. esculentus seed extracts 

 

Conclusion 
 

The study indicates that the extract isolated from A. 
esculentus seeds has substantial anticancer and 
antioxidant activity at all concentrations. The toxicity 
results of extract at different doses (50 to 1000 μg/mL) 
showed on L929 cells lower than cancer cells. Due to the 
metabolic rate of cells, cancer cells may have a greater 
possibility of absorbing A. esculentus extracts than normal 
cells. The anticancer effect has been observed dose-
dependent. The biological properties might be due to the 
synergistic actions of bioactive compounds such as a 
considerable amount of total phenolics and flavonoids. 
Many previous works have reported a highly significant 
relationship between total phenol content and 
antioxidant activity. The seed extract's antioxidant 
potential may be due to the presence of vitamins such as 
vitamin E.  So, it could be concluded that the extract can 
act as a source of anticancer drugs and can be used to 
improve health status. There should also be a dependency 
on the dose use of ethanol, which offers the highest total 
phenolic contents. However, more research is needed to 
understand and implement these findings into clinical 
practice. 

Further studies should also be conducted to evaluate 
the A. esculentus seed extract, which needs to be tested 
in animal models and clinical studies to understand better 
its effectiveness and possible side effects in cancer 
treatment. Additionally, researchers showed that the 
possibility of green synthesized nanoparticles with the 
help of A. esculentus can potentially act as anticancer and 

antibacterial agents. Therefore, scientists and healthcare 

professionals must continue to support studies and 
discoveries in this field. Investigating the potential of plant 
extracts in cancer treatment may contribute to developing 
more effective and natural treatment methods.  
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Sisyrinchium is one of the largest genera in the Iridaceae family, including over 200 taxa. It is native to regions 
ranging from the Hawaiian Islands through temperate and subtropical areas of the Americas, extending down 
to the Falkland Islands. S. angustifolium Mill. is only recorded from Artvin, Kemalpaşa (Türkiye) from this genus. 
A newly allien species, S. micranthum Cav., has been reported as a new taxon for the Flora of Turkey from the 
eastern black sea region of Türkiye.  S. micranthum is morphologically distinguished from S. angustifolium by 
urceolate-campanulate perianth, broadly acuminate tepal, 0.7–2 mm wide of node, 2–10 cm first internode, 
broadly acuminate petal apex and size of the capsule. Diagnostic characters, description and photographs are 
given in the manuscript. The distribution and habitat in Türkiye of the new record is determined. Taxonomic and 
conservation status of this species are evaluated. 
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Introduction 
 

The Iridaceae family includes 69 accepted genera [1]. 
Sisyrinchium L., a genus within the Iridaceae family, 
encompasses a diverse range of species, taxonomically 
making it the most complex genus in this family. The 
estimated number of species in Sisyrinchium is thought to 
range from approximately 60 to 212, depending on the 
taxonomist [1-3]. The genus is distributed across all 
biomes but occurs mainly in the South and Southeastern 
regions, particularly in the Atlantic Forest and Pampa (Fig 
1) [4] with biome delimitation according to [5]. In Brazil, 
71 species and 9 subspecies are currently recognized [4]. 
Only one species (S. angustifolium) was determined from 
Türkiye [6]. Most Sisyrinchium species are native to the 
America, with several becoming invasive weeds globally 
[7-9].  

These plants are perennial herbs featuring bulbs or 
corms. Their leaves are typically clustered at the base of 
the stem, compressed laterally, mostly linear, basal 
sheathing and arranged equitant manner. Recent 
discoveries of new Sisyrinchium taxa have highlighted the 
need for comprehensive taxonomic studies to understand 
the genus' diversity fully. Sisyrinchium needs additional 
research to address subgeneric classifications, precisely 
identify taxa, and clarify synonyms for ambiguous taxa 
[10-13]. Based on earlier taxonomic research, the genus 
Sisyrinchium has been classified into two subgenera: 
Sisyrinchium and Echthronema [2,11,14].  

S. micranthum Cav. is native to South America and 
Mexico [15,16]. It is introduced to Alabama, Albania, 
Arkansas, Azores, Canary Is., China Southeast, Dominican 
Republic, East Himalaya, Fiji, Florida, Galápagos, Georgia, 
Hawaii, India, Iran, Italy, Japan, Korea, Louisiana, 
Madagascar, Malaya, Mauritius, Mississippi, New 

Caledonia, New South Wales, Norfolk, North Carolina, 
Puerto Rico, Queensland, Réunion, Samoa, Sardegna, 
South Australia, South Carolina, Spain, Tasmania, Texas, 
Tibet, Tubuai [1,17-19] (Fig. 1). 
 

 

Figure 1. Worldwide distribution map of S. micranthum 
(IPNI, 2024).   

 

This study presents a detailed examination of new 
record of S. micranthum based on voucher specimens, 
original characterization and contemporary literature [10, 
15, 17] To facilitate comparison, images of S. 
angustifolium and an depiction of S. micranthum are 
provided. 

 

Materials and Methods  
 

Sisyrinchium specimens were collected from Karadeniz 
Center, Ortahisar (Trabzon), Fındıklı (Rize), Kemalpaşa 
(Artvin) Türkiye in May-October 2024 (Fig. 2). Plant 
material for this study was collected exclusively from 
three sites located around of the eastern black region, 
Türkiye. The collected materials were critically studied.  
Five specimens were measured for the morphological 
analyses. 

http://csj.cumhuriyet.edu.tr/tr/
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Figure 2.Collected locations of Sisyrinchium micranthum 
samples from Türkiye; A-Trabzon, B- Rize, C-Artvin  

  

Morphological characteristics of S. micranthum were 
determined by examining of these collected specimens 
and by comparing them to data from previous studies [6, 
14, 20] and herbarium materials at ARTH (Artvin Çoruh 
University Herbarium). All collected specimens have been 
deposited at ARTH. Population and habitat data are based 
on field observations. 

 

Results and Discussions 
 
Sisyrinchium micranthum  Cav., Diss. 6: 144, tab. 191, 

1788. (Fig. 3, 4). 
Sisyrinchium micranthemum Pers. in Syn. Pl. 1: 50 

(1805); Sisyrinchium iridifolium Kunth in F.W.H.von 
Humboldt, A.J.A.Bonpland & C.S.Kunth, Nov. Gen. Sp. 1: 
324 (1816); Marica iridifolia (Kunth) Ker Gawl. in Bot. Reg. 
3: t. 229 (1817); Marica micrantha (Cav.) Ker Gawl. in Irid. 
Gen.: 22 (1827); Sisyrinchium dichroum Poepp. ex Klatt in 
C.F.P.von Martius & auct. suc. (eds.), Fl. Bras. 3(1): 537 
(1871); Sisyrinchium fimbriatum Dombey ex Klatt in 
C.F.P.von Martius & auct. suc. (eds.), Fl. Bras. 3(1): 537 
(1871); Bermudiana iridifolia (Kunth) Kuntze in Revis. Gen. 
Pl. 2: 699 (1891); Bermudiana micrantha (Cav.) Kuntze in 
Revis. Gen. Pl. 2: 700 (1891); Bermudiana bermudiana var. 
micrantha (Cav.) Kuntze in Revis. Gen. Pl. 3(3): 307 (1898); 
Sisyrinchium rosulatum E.P.Bicknell in Bull. Torrey Bot. 
Club 26: 228 (1899); Sisyrinchium exile E.P.Bicknell in Bull. 
Torrey Bot. Club 28: 573 (1901); Sisyrinchium brownii 
Small in Contr. NewYork Bot. Gard. 327: 330 (1931); 
S.micranthum f. flavum Ravenna in Onira 5: 57 (2001); 
S.micranthum f. eburneochraceum Ravenna in Onira 5: 57 
(2001); S.micranthum f. purpureum Ravenna in Onira 5: 57 
(2001); S.micranthum f. luteum Ravenna in Onira 5: 58 
(2001); Sisyrinchium micranthum subsp. scudiculare 
Ravenna in Onira 5: 57 (2001).  

A herbaceous annual plant typically has thin tufts, but 
it can also be a short-lived rosulate perennial that turns 
yellowish green when dry. Stems 10–15(–25) cm, 
compressed, usually 2–3 in a tuft, up to 10 in more 
vigorous individuals, rarely simple, glabrous, with 1–2 
nodes. Leaf blades 15–50(–70) × 1–2.5 mm, linear-
lanceolate, glabrous, straight, acuminate, sparsely 
scabrous on margins. Inflorescences terminal, with 2–5 
pedunculated flowers, spathes 15–25(–30) mm long, 

conspicuously compressed, keeled, glabrous, usually 
entire, with thin, 0.2- 0.3 mm wide, scarious margins.  
Perianth urceolate-campanulate basally, spreading in the 
upper half, tepals 5–10 mm long, acute to aristate, the 
spreading part pale lavender, tinged purple at the base, 
urceolate part yellowish to ochroleucous with purple 
patterns or strips, hairy outside, filaments connate 
basally, occasionally to 1/2 their length, the ovary ovate, 
up to 1 mm long, green, patent-hairy.  

Capsules 2–3 mm, globose, tan with purplish sutures, 
pedicels spreading to arcuate. Seeds 0.5–1 mm, ± globose 
to slightly compressed, black, surface rugulose to finely 
alveolate.  
 

 
(a) 

   
(b) (c) (d) 

Figure 3. Sisyrinchium micranthum; a-habit, b- seed 
capsule, c- flowers, d- leaves  

 
Flowering: Between March and July. 

Specimens examined: Türkiye: A7 Trabzon, Pelitli, 

Merkez, in front of the Trabzon airport, 32 m, 15 July 2024, 

40°59′40″N, 39°46′45″E, 0-5 m, OEmin. 22926 (ARTH 

17303); A8 Rize, Ardeşen, Fındıklı, beachside, 01 October 

2024, 41°16′29″N, 41°08′41″E, 0-9 m, OEmin. 23809 

(ARTH 18326); A8 Artvin, Kemalpaşa, Fındıklı, beachside, 

03 October 2024, 41°30′09″N, 41°32′02″E, 10-35 m, 

OEmin. 23810 (ARTH 18327). 

Distribution: South America, Mexico Australia, Iran, 

India, Japan, China. 

Ecology: S. micranthum distributed on roadsides at 0-

10 m in association Oxalis corniculata L., Plantago major 

L. Trifolium repens L., Prunella vulgaris L., Duchesnea 
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indica (Andrews) Focke, Hydrocotyle ramiflora Maxim., 

Juncus inflexus L., Potentilla erecta (L.) Räusch. 

Conservation status: S. micranthum is known from 

eastern black sea region. The species' natural habitat is 

endangered by transportation, human activities, and the 

development of roads [21]. 

Sisyrinchium micranthum taxon was collected for the 

first time from the eastern black sea region of Türkiye and 

with this study, it was included as a new record in the flora 

of Türkiye. 

 

Figure 4. Tepal apex forms; a-S. micranthum, b- S. 
angustifolium  

 
A key to distinguish Sisyrinchium micranthum from S. 

angustifolium, which has been previously recorded in the 
flora of Türkiyey, has been established. [6,22] 

 

Distinguish Key to the species of genus 
Sisyrinchium in Türkiye (Fig. 5-7) 
 

1 

Perianth stellate-rotate, widely spreading from base; 
tepals abruptly acuminate, cristate, 5–10 mm, pale 
blue; filaments connate ± entirely; capsule ca. 4-7 
mm……….………………………………………..S. angustifolium 

2 

Perianth urceolate-campanulate basally; tepals 
broadly acuminate, 7.5–12.5 mm, pale lavender in 
the spreading part; filaments connate to 1/2 of their 
length; capsule ca. 2-3 mm………………..S. micranthum 

 

Figure 5. Type specimens of S. micranthum in National 
Museum (France). 

 

Figure 6. Herbarium specimens of S. micranthum (ARTH 
17303) 

 
Sisyrinchium micranthum are new record and a newly 

naturalized species for the Türkiye flora and an alien 
species and it is thought that it probably entered our 
country via Georgia and grows in the Eastern Black Sea 
region, as it can easily expand its distribution area.  

 

 

Fiure 7. Herbarium specimens of S. angustifolium (ARTH 16705) 

b a 
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Table 1. Distinctive characters of S. angustifolium and S. micranthum 
 S.angustifolium S. micranthum 

Habit Up to 45 cm 15 cm 

Leaves 3-5 mm broad 1-3 mm broad 

Stems 
1-2 nodes, 2.3-5 mm wide, first internode 10-30 cm, 
usually longer than leaves 

1-2(-3) nodes, 0.7-2 mm wide, first internode 2-10 cm, 
usually shorter than leaves 

Flowers 1-4 2-5 

Perianth stellate-rotate urceolate-campanulate basally 

PetalApex abruptly acuminate, cristate, acuminate to acute acute, rarely aristate, broadly acuminate, occasionally erose 

Tepal 
pale blue to violet, occasionally white, bases yellow; 
outer tepals 7.7-12.5 mm 

maroon or pink to lavender-rose with purple stripes, or 
yellow with rosy purple bases; outer tepals 5-11mm 

Filaments 
usually more or less adnate to the tube, connate ± 
entirely, stipitate-glandular basally 

connate basally, occasionally to 1/2 their length 

Capsules 4 -7 mm long, ± globose 2-4 mm, globose, tan with purplish sutures 

Seeds 
0.5-1.2 mm, globose to obconic, lacking obvious 
depression, rugulose 

0.5-1 mm, ± globose to slightly compressed, black, surface 
rugulose to finely alveolate 

 

Conclusions 
 

Sisyrinchium micranthum is distributed near roadsides 
on the eastern blacksea region of Türkiye. Once the 
flowering period is over, there may be difficulties in 
species identification as they resemble Poaceae species. It 
can be damaged by human and transportation activities 
on the beach and roadside.  Its populations need to be 
observed and monitored in order to continue its existence 
and their habitats. This species, like the species of the 
genus Iris, Crocus and Gladiolus in the Iridaceae family, 
possesses decorative and aesthetic features. For this 
reason, it is recommended to cultivate and exhibition it in 
botanical gardens. Since its natural habitats are under 
threat, this approach will also ensure its conservation. 
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The adsorption capacity and separation efficiency of multiwalled carbon nanotube (MWCNT) were investigated 
for the removal of Acid Violet 17 (AV 17) dye in an aqueous solution. The effect of reaction conditions, such as 
contact time, AV 17 initial concentration, pH, adsorbent dosage, and temperature, on the adsorption capacity 
of MWCNTs was investigated. It was found that a contact time of 180 min, an adsorbent dosage of 0.8 g/L, and 
100 mg/L AV 17 concentration are ideal conditions for maximum adsorption capacity (119.45 mg/g). AV 17 dye 
adsorption on MWCNTs followed a pseudo-second-order kinetic model (R2 = 0.9998) and the Langmuir isotherm 
model (R2 = 0.9813) suggesting that adsorption was the uniform and homogenous process. The maximum 
adsorption capacity from the Langmuir isotherm model was determined to be 322.58 mg/g. Adsorption of AV 
17 dye was determined to be spontaneous and thermodynamically favorable since the values of ΔGo were 
negative. Positive ΔH° and ΔS° values suggest that the process is endothermic and randomness. The research 
results showed the MWCNTs could be used successfully to remove dye for the water treatment process. 
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Introduction 
 

Dyes, one of the largest and most important groups of 
chemicals, especially Azo group dyes, are widely used for 
textile and leather dyeing [1,2]. Dyes contain different 
compounds with toxic, carcinogenic, and mutagenic 
properties as well as unknown environmental behaviors 
[3]. For this reason, dyes originating from industrial 
discharges affect the natural beauty of the streams or 
rivers where the discharge is made and also have highly 
toxic and harmful effects on the flora and fauna in aquatic 
life [1]. Approximately 70% of all commercially used dyes 
are azo dyes, and approximately 20% of these dyes can 
enter wastewater and cause an environmental problem. 
Due to the health and environmental concerns associated 
with synthetic dyes, it is necessary to fully treat the dyes 
before discharge into natural water bodies [4]. 

The chemical oxygen demand is raised when dyes are 
present in the water structure. Light penetration into the 
water is impeded by its impact on the photosynthetic 
activities of aquatic plants. Dyes are hazardous even at 
very low doses, and treating them is highly challenging 
due to their complexity. Due to the stability of dyes 
against heat, light, and microbial attack, the desired 
efficiency cannot be achieved with conventional 
wastewater treatment methods. Therefore, appropriate 
technologies should be developed to protect the 
ecosystem [3]. Different methods such as sorption, 
chemical flocculation, flotation, sedimentation, chemical 
oxidation, filtration technologies, photocatalytic and 
electrochemical oxidation, and biological techniques are 

used to remove dyes from the solution before discharge 
into the natural environment. However, these techniques 
have some limitations such as secondary pollution 
formation and high cost. Among the different applicable 
techniques, adsorption is widely used for the removal of 
dyes from wastewater. The sorption process has a definite 
advantage over other methods used for dye recovery 
because it is a simple, selective, economical, and efficient 
process, does not generate hazardous by-products, and is 
flexible in operation [5,6]. 

Acid Violet 17 (AV 17), the model dye for this research, 
is an anionic azo dye. It is widely used in the paper, textile, 
food, and cosmetics industries. Since it is a dye related to 
the trimethyl methane class, it shows carcinogenic 
properties. Therefore, to avoid hazards caused by AV 17 
in wastewater, this wastewater must be treated [4]. 

There are some previous studies conducted by 
researchers for the treatment of AV 17 dye. For example, 
Şentürk and Alzein [7] studied the adsorption of AV 17 
with pistachio shells activated with 10% N H2SO4 and 
obtained 93.04% removal efficiency. The maximum 
Langmuir adsorption capacity (qm) was determined as 
26.455 mg/g for 160 mg/L AV 17. In another study, 
biosorbents obtained from the activation of fallen leaves 
of Ficus racemosa with NaOH and H2SO4 were used for the 
adsorption of AV 17 dye. The qm value for raw biosorbent, 
H2SO4-activated biosorbent, and NaOH-activated 
biosorbent was determined as 45.25, 61.35, and 119.05 
mg/g respectively [8]. Thinakaran vd., [9] studied the 
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removal of AV 17 dye by activated carbon prepared from 
sunflower seed shells. The qm value of the adsorbent was 
65.78 mg/g. Jain vd., [5] synthesized a new adsorbent 
from Salvadora persica powder by chemical activation to 
remove AV 17 from aquatic solution. The qm values for raw 
and activated adsorbent were determined as 74.28 and 
141.30 mg/g, respectively. 

Carbon nanotubes (CNTs) have become a novel 
adsorbent for the removal of dyes from wastewater in 
recent times. Carbon nanotubes, which consist of both 
single-walled and multiwalled carbon nanotubes (SWCNTs 
and MWCNTs), are hexagonal lattice-shaped cylindrical 
nanostructures with a large specific surface area (100–
1000 m2g−1) that are primarily made of carbon atoms in 
sp2 hybridization [10]. The physical characteristics of the 
nanomaterial and the structure of the adsorbed dye 
determine how dyes adsorb on carbon nanotubes. 
Because of CNTs unique chemical structure, large specific 
surface area, small sizes, layered and hollow structure, 
abundant adsorption sites, easy attachment of functional 
groups, and the ability to be decorated with other 
nanoparticles. They are a desirable substitute for 
eliminating dyes, fluoride, heavy metals, and other 
organic and inorganic pollutants from wastewater and 
water [11,12]. 

The present investigation aims to explore the 
adsorption behavior and removal capacity of MWCNTs, 
and other operating parameters affecting the adsorption 
of AV 17 from aquatic solution. In batch experimental 
studies, parameters known to affect adsorption efficiency 
were investigated. Isotherm, kinetic, and thermodynamic 
models were calculated to investigate the adsorption 
mechanism, to understand the process kinetics, and to 
see the effect of temperature on the process. So far, many 
researchers have reported the removal of different dyes 
and pollutants from aqueous solution by a multiwalled 
carbon nanotube nanocomposite. They investigated 
adsorption kinetics, the adsorption capacity of the 
adsorbent, and the effects of adsorption dosage and 
solution pH values on removal efficiency. However, these 
studies were carried out at lower concentrations with 
cationic azo dyes. This study differs in terms of 
investigating the treatment of high concentrations of AV 
17, an anionic azo dye, with MWCNT.  

 

Material and Method 
 

Adsorbent 
Analytical-grade chemicals were all employed in this 

investigation. Multi walled carbon nanotubes (MWCNTs) 
were used exactly as they were received from Nanografi 
(Turkey), with an average outside diameter of 8–28 nm. 

  

Preparation of the Dye Solution 
Acid Violet 17, an anionic azo dye, was selected for this 

study. The chemical structure and properties of AV 17 dye 
are shown in Figure 1. The dye was weighed and dissolved 
in distilled water and the stock dye solution at a 

concentration of 1 g/L was diluted to the desired working 
concentrations and used in batch experiments. 

 

 

CF: 
C41H44N3NaO6S2 

MW: 761.93 
g/mol 

λmax = 542 nm 

Figure 1. Molecular structure and properties of AV 17 
[7]. 

 
Adsorption Experiments 
Experimental studies were carried out in a 10 mL glass 

tube at room temperature (25oC). Batch experiments 
consisted of contact time, pH, adsorbent dosage, initial 
dye concentration, and temperature studies. The time-
dependent behavior of dye adsorption was studied by 
varying the adsorption time. The natural pH of the 
prepared dye solution was measured as 6.52. Glass tubes 
containing the prepared mixture were placed in an 
incubator shaker (Gerhardt, Germany) and stirred at 150 
rpm at 25°C. Each test tube was then analyzed separately 
at the time intervals determined for the analysis to 
determine the concentrations of unadsorbed dye. 
Adjustments required during the pH study were carried 
out with dilute HCl and/or NaOH solutions. Other 
experimental conditions are given in Table 1. 

 
Table 1. Batch experimental conditions 
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After the contact time was determined in all 

experimental studies, the loaded MWCNT adsorbent was 
centrifuged at 4000 rpm for 5 min and separated from the 
solution. The filtrate was then analyzed using a UV/Vis 
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spectrophotometer (Spectroquant Pharo 300, Merck) at a 
maximum wavelength of 542 nm and the concentrations 
of AV 17 remaining in the solution were determined. The 
adsorption efficiency (%) and adsorption capacity (qe, 
mg/g) of the adsorbent used in the study were calculated 
as given below. 
 

Adsorption efficiency, R (%) = 
𝐶𝑜−𝐶𝑒

𝐶𝑜
∗ 100    (1) 

 
Adsorption capacity (qe) =  [(Co-Ce) * V] / m (2) 
 

Where, 
qe: Adsorption capacity of the adsorbent (mg/g),  
V: Solution volume (L),  
Co: Initial AV 17 concentration in the solution (mg/L),  
Ce: Concentration of AV 17 remaining in the solution 

after treatment (mg/L),  
m: Adsorbent quantity (g). 
 

Results and Discussion 
 

Characterizations of MWCNTs  
SEM and EDX analysis  
The surface morphology of MWCNTs was 

characterized by scanning electron microscopy (SEM).  
 

 
(a) 

 
(b) 

Figure 2. (a) SEM image of MWCNT (b) EDX spectra of 
MWCNT before the adsorption of AV 17 dye. 

Figure 2 shows the MWCNTs' SEM and EDX images. 

The image indicates clearly that the MWCNTs are curved, 

twisted together, and cylindrical. As seen in Figure 2(a), 

MWCNTs have lengths ranging from several to tens of 

nanometers and diameters between 8 and 18 nm. 

The presence of groups on the surface of carbon 

nanotubes is quantitatively analyzed using energy-

dispersive X-ray spectroscopy (EDX) measurement. Figure 

2(b) demonstrates the results of the MWCNTs. The data 

indicates that the sample contains oxygen in addition to 

carbon. 

Figure 3 shows the SEM image and EDX result of 

MWCNT after AV 17 dye adsorption. When compared 

with the pre-adsorption image of MWCNT, it was 

observed that the spaces in the fibrous structure of 

MWCNT were filled. In the EDX result after adsorption, Na, 

Al and S peaks caused by AV 17 (C41H44N3NaO6S2) dye are 

observed. SEM and EDX results show that MWCNT 

adsorbed AV 17 dye. 

 

 
(a) 

 
(b) 

Figure 3. (a) SEM image of MWCNT (b) EDX spectra of 
MWCNT after the adsorption of AV 17 dye. 
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XRD analysis 
The XRD pattern of the MWCNTs is shown in Figure 4. 

The diffraction patterns of typical graphite (002), (100), 
(004), and (110) are attributed to the intense diffraction 

peak around 2θ = 26° and the low intense diffraction 
peaks about 44°, 54°, and 79° in the pattern. The MWCNT 
XRD graph and results are consistent with previous 
research. 

 

 
 

Figure 4. XRD patterns of MWCNT. 

 
Adsorption studies 
To investigate the adsorption behavior of AV 17 dye on 

the MWCNT adsorbent selected for this study, the effect 
of parameters such as contact time, pH, adsorbent 
amount, dye concentration, and temperature were 
investigated and the results were presented in detail. 

 

Effect of adsorbent dosage 
The unquestionably effective parameter in the 

adsorption process is the amount of adsorbent used in the 
solution. The adsorption of dye molecules becomes easier 
as the active adsorbent sites increase when the adsorbent 
dosage increases [13]. However, a further increase in the 
amount of adsorbent after a certain dose does not show a 

significant change in dye adsorption. In the study 
investigating Reactive Black 5 adsorption with 
Fe3O4@Granite magnetic adsorbent, results supporting 
this information were reported [13].  

To investigate the effect of adsorbent dosage on AV 17 
dye removal, the results obtained in the adsorption study 
at 100 mg/L initial AV 17 dye concentration are given in 
Figure 5. As the amount of adsorbent increased between 
0.1 and 1.0 g/L, the dye removal increased because the 
effective surface area also increased. However, it was 
observed that the increase in dye removal was quite 
insignificant in adsorbent applications above 0.8 g/L 
(Figure 5). Therefore, the most suitable adsorbent amount 
was determined as 0.8 g/L MWCNT. 

 

 
 

Figure 5. Effect of adsorbent amount on adsorption capacity and removal efficiency. 
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Effect of initial dye concentration 
To investigate the effect of initial AV 17 dye 

concentration on adsorption, the five different dye 
concentrations (100, 150, 200, 250, and 300 mg/L) with 
0.8 g/L adsorbent dosage were studied (Figure 6). After 
the study, it was observed that MWCNT treatment 
efficiency decreased with increasing dye concentration. At 
100 mg/L AV 17 concentration, 91.64% dye removal 
efficiency was obtained, while the efficiency was 73.3% at 
300 mg/L dye concentration. It is seen that the decrease 
in yield is faster after 250 mg/L AV 17 concentration. As 
the dye concentration increases, the treatment efficiency 
decreases as the pores and surface saturation of the 
adsorbent increase [14]. However, adsorption capacity 
increased with increasing dye concentration. The MWCNT 
adsorbent's adsorption capacity rose from 121.62 mg/g to 
270.36 mg/g when the AV 17 dye concentration was 
raised from 100 mg/L to 250 mg/L.  

 

 
 

Figure 6. Effect of AV 17 dye concentration on 
adsorption capacity and removal efficiency. 

 

Effect of contact time 
The effect of different contact times on adsorption 

with MWCNT at 100 mg/L AV 17 concentration under the 
experimental conditions given in Table 1 was investigated 
and the results are shown in Figure 7. As can be seen from 
Figure 7, the treatment started in the first minutes of the 
contact time and a rapid treatment was realized for the 
first 120 minutes. At the end of 180 minutes, it was 
observed that the adsorption process reached 

equilibrium. The removal efficiency of MWCNT adsorbent 
was 90% and the adsorption capacity was 119.45 mg/g at 
the assumed equilibrium moment. The adsorption rate, 
which occurs in the first minutes and then stops or slows 
down, shows that there is plenty of free space on the 
MWCNT surface in the first place, but as the contact time 
increases, the active sites required for dye adsorption are 
filled with dye molecules and decreased. A similar 
situation was observed in the sorption removal of cationic 
dyes from aquatic solution using magnetic MWCNT by 
Song, Shi, et al., [15]. 

 

 

Figure 7. Impact of contact time on removal efficiency 
and adsorption capacity. 

 

Effect of initial pH 
The pH of the solution is a crucial factor in adsorption 

since it has a significant impact on the degree of 
ionization, the structure of the dye molecules, and the 
surface charge of the adsorbents [16]. Therefore, to 
determine the effect of solution pH on the adsorption 
capacity of MWCNT used as an adsorbent, the pH value 
was varied between 2-12 and its effect on AV 17 removal 
was monitored (Figure 8). The results in Figure 8 show that 
the amount of AV 17 adsorption by MWCNT did not 
significantly increase with increasing pH. While qe was 
122.53 mg/g in the solution adjusted to pH 6, this value 
was calculated as 126.32 mg/g at pH 12. The treatment 
efficiency increased from 92.32% to 95.18% when the pH 
increased from 6 to 12. Therefore, it was decided that it 
was appropriate to work at the natural pH value of the dye 
solution without pH adjustment. 

 

 

Figure 8. Effect of pH on adsorption capacity and removal efficiency. 
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Effect of temperature 
Temperature is one of the parameters that 

significantly affect the sorption capacity of sorbents. The 
effect of temperature on AV 17 adsorption was studied at 
four different temperature values (25, 35, 45, and 55oC) 
(Figure 9). As seen in Figure 9, the adsorption efficiency 
and capacity increased with increasing temperature. 
Because high temperatures can expand the pores and/or 
activate the adsorbent surface [17]. 

Considering the cost increase that will occur if the 
process water temperature is increased, the process can 
be operated without the need for heating, especially at 
low concentrations, but it is more appropriate to heat the 
process water to the range of 35-45oC at higher dye 
concentrations for treatment efficiency. The increase in 
efficiency with increasing temperature indicates the 
presence of an endothermic reaction between AV 17 and 
MWCNT. 
 

 

Figure 9. Effect of temperature on adsorption capacity 
and removal efficiency. 

 
Adsorption kinetics 
Adsorption kinetic models were used to investigate 

their interaction and to evaluate the mass transfer of AV 
17 dye on MWCNT. To determine the contact time 
required to complete the adsorption process, the time 
range of 0-330 min was studied. Adsorption kinetic 
models provide important information needed to model 
the adsorption process, predict its rate, and design it. The 
adsorption kinetics of AV 17 dye with MWCNT adsorbent 
were investigated according to the pseudo-second-order 
kinetics (Figure 10a), intraparticle diffusion (Figure 10b), 
and Elovich (Figure 10c) models. The kinetic parameters 
were calculated by substituting the data obtained from 
Figure 7 into the equations given in Table 2. As seen in 
Table 2, a higher R2 value (0.9998) was obtained for the 
pseudo-second-order reaction kinetics model. It is also 
seen that the calculated theoretical qe value (qe, cal) is close 
to the experimental qe value (qe, exp). 

 

 
(a) 

 
(b) 

 
(c) 

Figure 10. (a) Pseudo-second order kinetics model, (b) 
Intraparticle diffusion model, (c) Elovich model. 

 
To investigate the stepwise adsorption process and 

analyze the diffusion mechanism, the intraparticle 
diffusion model was applied and the obtained graph is 
given in Figure 10(b). From Figure 10(b), it can be seen 
that the straight line between qt and t1/2 is nonlinear from 
the origin and the AV 17 adsorption of MWCNT adsorbent 
consists of a two-step process. The first stage's quick rise 
is an instantaneous diffusion of the adsorption stage at 
the outermost surface. The intraparticle diffusion 
mechanism regulates the rate during the second step, 
which is the progressive adsorption stage [21]. 
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Table 2. Kinetic parameters for the adsorption of AV 17 on MWCNT 

Kinetic Models Equations Reference 

Pseudo-second-order 
model 

t/qt = (1/k2
.qe

2) + (t/qe) (3) 

[18] 

qe (mg/g) 
qe, cal = 123.45 
qe, exp = 119.45 

k2 (mg/g.dk) 1.652*10-3 

R2 0.9998 

Intraparticle diffusion 
model 

qt = (kd.t1/2) + C (4) 

[19] 
kd (mg/(g dk1/2)) 2.0384 

C (mg/g) 91.193 

R2 0.7920 

Elovich model 

𝑞t = (1/𝛽).(ln (𝛼𝛽)) + (1/𝛽).(ln 𝑡) (5) 

[20] 
α (mg/g dk)          33554.47 

β (g/mg) 0.112 

R2 0.9527 

 
As a result, both phases work together to control the 

adsorption rate; intraparticle diffusion is not the only step 
that limits the rate. The slope of the second step is smaller 
than the slope of the first. This could be connected to the 
reduction in active sites on MWCNT that occurs as dye 

molecules diffuse over longer times [15]. 
 

Adsorption isotherms 
The relationship between the amount of pollutant 

adsorbed on the adsorbent and the concentration of the 
pollutant in the solution at equilibrium can be explained 
using adsorption isotherms. Adsorption isotherm analysis 
is a vital tool for figuring out an adsorbent's maximal 
adsorption capacity. Isotherm models are used to 
determine the adsorption capacity as well as the physical 
or chemical nature of the adsorption process. In this 
study, Langmuir, Freundlich, and Temkin isotherm models 
were used to assess the adsorption data and explain the 
adsorption mechanism.  

The Langmuir isotherm assumes that once a pore on 
the adsorbent surface is filled, no further sorption will 
occur there. The Langmuir model is a theoretical model of 
monolayer chemical adsorption [22]. To discover the 
equilibrium distribution between solid and liquid, employ 
the Langmuir adsorption isotherm. The Langmuir 
isotherm equation is given in Equation 6 and the graph 
formed from this equation is represented in Figure 11(a).  
 

eL

eLm
e

CK

CKq
q






1
 (6) 

 

Where, 
qe: Amount of pollutant adsorbed per unit weight of 

adsorbent at equilibrium (mg/g), 
KL: Constant connected to the free energy of 

adsorption (L/mg), 
qm: Maximum capacity for adsorption (mg/g), 

Ce: Concentration of pollutants in solution at the 
equilibrium time (mg/L). 

According to the Freundlich isotherm, adsorption 
processes take place on heterogeneous surfaces. The 
concentration of the pollutant adsorbed on the adsorbent 
surface increases as the concentration of the pollutant in 
the solution increases. Equation 7 provides the Freundlich 
isotherm equation, and Figure 11(b) shows the graph that 
results from this equation. 
 

n
eFe CKq

1

.  (7) 

 

Where, 
KF: Constant showing the adsorbent's adsorption 

capability (mg1-(1/n)L1/n g-1), 
n: A constant that represents the intensity of 

adsorption,  
Ce: Concentration of the substance left in solution 

following adsorption (mg/L). 
The heat of adsorption is inversely proportional to the 

increasing adsorbent surface, and the energy distribution 
is uniform up to the maximal binding energy of 
adsorption, according to the Temkin isotherm model [21]. 
This isotherm considers the interaction between 
adsorbent and adsorbate and ignores extremely high and 
low concentration values. This model states that the heat 
of adsorption (ΔH, a function of temperature) of all 
molecules in the layer drops linearly, not logarithmically, 
as the surface area of the adsorbent grows. This 
adsorption isotherm model covers only the intermediate 
concentration range [23]. Equation 8 provides the Temkin 
isotherm equation, and Figure 11(c) shows the graph that 
results from this equation. 
 

qe= B ln (A Ce) (8) 
 

Where, 
qe: Quantity of adsorbate adsorbed at equilibrium 

(mg/g), 
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Ce: Concentration of solution at equilibrium (mg/L), 
B: Constant connected to the adsorption heat (B= 

RT/b) 
b: Temkin constant connected to the adsorption heat 

(J/mol), T: Absolute temperature (K), R: Gas constant 
(8.314 J/mol K), 

A: Temkin isotherm constant (L/g).  
Table 3. lists the model constants and correlation 

coefficients that were determined using isotherm plots. 
The adsorption fits the Langmuir isotherm model (R2 = 
0.9813) when the correlation coefficient values listed in 
Table 3 are analyzed. This demonstrates that the 
monolayer adsorption mechanism is the mode of 
adsorption.  

 
(a) 

 
(b) 

 
(c) 

Figure 11. (a) Langmuir, b) Freundlich, c) Temkin 
isotherm models. 

  

RL= 1/(1+bCo) (9) 
 

The varied distribution of dye molecules on the 
adsorption sites could be the cause of this. Equation 9 
provides the calculation of RL, a dimensionless constant 
derived from the Langmuir model. 0<RL<1: Favorable and 
spontaneous adsorption, RL>1: Not favorable adsorption, 
RL=1: The linear process, RL=0: Irreversible adsorption 
[24].  

Where Co is the initial dye concentration. 
Since the RL value was obtained in the range of 0 to 1 

for all dye concentrations (0.116 for 100 mg/L AV 17; 
0.042 for 300 mg/L AV 17), it can be concluded that the 
adsorption process is effective in removing AV 17 dye and 
a strong bond is formed between MWCNT and dye. Table 
3 displays the coefficients of adsorption intensity (n) and 
adsorption capacity (KF) that were determined using the 
Freundlich model. 

The n should take values ranging from 1 to 10 for a 
preferable adsorption process. Furthermore, n>1 denotes 
the formation of multiple layers on the adsorbent surface. 
The 1/n represents the surface heterogeneity factor. 
Surface heterogeneity rises as 1/n gets closer to zero [25]. 
When we look at Table 3, the n value determined from the 
Freundlich model is 2.485 and the 1/n value is 0.4. This 
indicates that AV 17 adsorption on the adsorbent is 
preferred and the MWCNT adsorbent surface is 
heterogeneous.  
 

Table 3. Isotherm parameters for the adsorption of AV 17 
on MWCNT 

Langmuir qm (mg/g) b (L/mg) R2 
 322,58 0,076 0,9813 

Freundlich KF (mg/g) n ((mg/g)·(L/mg)1/n) R2 
 54,14 2,485 0,87 

Temkin A (L/g) B (J/mol) R2 
 0,6 76,652 0,8785 

 

Furthermore, the n value is employed to denote the 
chemical or physical nature of the process. In chemical 
processes, n<1 denotes whereas in physical processes, 
n≥1 [26]. The physical mechanism was responsible for the 
realization of AV 17 adsorption on MWCNT, as indicated 
by the n constant (2.485) obtained for this work. 

Table 4. compares the maximal Langmuir adsorption 
capacities (qmax (mg/g)) of MWCNT for the adsorption of 
different pollutants. Table 4 confirms that this 
nanocomposite is an effective applicant for AV 17 dye-
containing wastewater treatment. When compared with 
other adsorbate materials to be treated, it is seen that 
higher efficiency per unit adsorbent is obtained from this 
study. In their study, Moussavi and Fazli [27] also 
examined Acid violet 17 dye decolorization by multi-
walled carbon nanotubes from aqueous solution. 
However, it differs from this study in terms of working 
conditions, research method, and results obtained. The 
adsorption capacity obtained after 180 minutes of contact 
time at a concentration of 25 mg/L AV17 at pH 4 and a 
dose of 0.4 g/L MWCNT is about 4.5 mg/g. This result is 
considerably lower than the unit adsorption capacity 
obtained in this study as shown in Table 4.
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Table 4. Adsorption capacities determined from the Langmuir isotherm model for different adsorbate materials uptake 
by MWCNT 

Adsorbate material pH Adsorbate conc. 
(mg/L) 

Sorbent dose 
(g/L) 

Time qm 
(mg/g) 

References 

Phenol 4.65 50 2 56 min 64.60 [28] 
Cr(VI) 5-6 100 0.15 6 h 24 [29] 

Direct Blue 53 2 300 1.5 3 h 334.8 [30] 
Congo Red  50-400 2.5  148.08 [31] 

Reactive green HE4BD  50-400 2.5  151.88 [31] 
Methylene blue 6 20 1.0 1 h 19.6 [32] 

Golden yellow MR  50-400 2.5  141.618 [31] 
Triclosan 3, 10 8 0.05  166.83 [33] 

Methyl orange 2 20 0.3 2 h 50.25 [34] 
Phenol 
Ni(II) 

7 25 5 5 h 
32.25 
6.09 

[35] 

Maxilon blue dye (GRL) 6 50 0.1 2 h 187.69 [36] 
Methylene Blue Dye  40-100  1 h 55.18 [37] 

MB 
AR 183 

6 10 0.2g  
59.7 
45.2 

[38] 

AV 17 6.52 200 0.8 3 h 322.58 * 

 
Adsorption thermodynamics 
Adsorption thermodynamics was examined to 

examine the adsorption mechanism of AV 17 on MWCNT. 
Table 5 presents the results of the computations for three 
thermodynamic parameters: the change in Gibbs free 
energy (ΔG°), the change in enthalpy (ΔH°), and the 
change in entropy (ΔS°). From the slope (ΔH°) and shift 
(ΔS°) of the 1/T plot vs ln Kc in Figure 12, the values of ΔH° 
and ΔS° are computed.  

 

ΔGo= -RT ln Kc (10) 

ΔGo= ΔH° - T ΔS° (11) 

ln Kc = ΔS°/R - ΔH°/RT                  (12) 

 
Where, 

R = Universal gas constant; T = Absolute temperature (K) 
 

Figure 12. The estimation of thermodynamic 
parameters. 

Table 5. Thermodynamic parameters for adsorption of AV 17 on MWCNT at different temperatures 

 ΔGo (kJ/mol) ΔSo (kJ/mol.K) ΔHo (kJ/mol) 

Temperature (K) 298 308 318 328   

Co (mg/L) 
200 

-4,651 -5,986 -7,010 -8,399 0,123 31,870 

 
 

From Table 5., it is seen that the ΔG° value decreases 
as the temperature increases. Negative ΔG° values 
indicate that adsorption is spontaneous and 
thermodynamically favorable. Also, absolute values of 
ΔG° less than 20 kJ/mol indicate that dye adsorption on 
MWCNT is mainly physical adsorption. Positive ΔH° values 
indicate that the reaction is endothermic. In addition, an 
absolute ΔH° value of less than 84 kJ/mol indicates that 
the process is physical adsorption [39]. Positive ΔS° values 
are also related to the randomness of the whole system 
during the adsorption process and the adsorbent's AV 17 
gravity force [40].  

 

Conclusions  
 

Many parameters such as dye concentration, pH, 
contact time, adsorbent dose and temperature were 

found to be effective in the removal of AV 17 using 
MWCNT. It was determined that the treatment was more 
effective at natural pH conditions. This is very beneficial at 
the application scale as there is no additional cost for pH 
adjustment. The kinetic and isotherm modeling of AV 17 
dye adsorption with MWCNT showed agreement with 
pseudo-second-order kinetics and the Langmuir 
isotherms. The thermodynamic study presented a 
favorable and spontaneous adsorption process. MWCNT 
showed a high adsorption capacity (qm= 322.58 mg/g). 
This is a very good value compared to other results 
obtained in the literature for AV 17 dye removal. All the 
results obtained showed that MWCNT can be used 
effectively for azo group dye removal. 
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Polymer composites are considered alternative material because they combine the advantages of all their 
components. Furthermore, polymer composites can exhibit unique electrochemical and physical properties, 
enabling their use in applications where metals may not be suitable. Polypyrrole, as a conductive polymer, is a 
promising candidate for synthesizing new composite materials due to its high electroactivity and ease of 
processing. Incorporating certain organic and inorganic species into polypyrrole matrices can enhance its 
electrochemical and physical properties. In the study, polypyrrole films were electrochemically coated in the 
presence of varying concentrations of sodium molybdate and sodium tungstate. The effects of these metal 
oxides on the growth of polypyrrole were analyzed, and the electrochemical properties of the resulting 
composite films were examined in monomer-free solutions. The findings indicate that molybdate and tungstate 
reduce film’s electroactivity, alter redox peaks, and lead to the formation of a new electrochemical film. The 
maximum anodic peak charge density for polypyrrole, polypyrrole/WO3 and polypyrrole/MoO4 films was 12.4 
mC cm-2, 3.57 mC cm-2 and 3.14 mC cm-2, respectively. Additionally, the results demonstrated that an optimal 
amount of sodium tungstate enhances charge transfer while maintaining reversibility in redox reactions.  
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Introduction 
 

Conductive polymers are interesting materials 
because, unlike metals, their conductivity and insulating 
properties can be reversibly modified. In other words, 
while their neutral state is insulating, they can easily be 
converted into conductive materials through 
electrochemical or chemical doping [1]. Due to these 
unique properties, conductive polymers are widely used 
in energy storage devices [2–4], corrosion protection 
[5,6], and various sensors, gas, chemical, and biosensors 
[1,7]. Additionally, conductive polymers exhibit color 
changes in response to changes in conductivity, making 
them suitable for use in electrochromic devices [1,8,9]. 
Polyaniline [10–12], polypyrrole[13,14] and 
polythiophene [15,16] are the most common conductive 
polymers [1]. Polypyrrole stands out for its high 
electroactivity, strong environmental stability, and facile 
synthesis, which does not require acidic or basic media 
[17]. It is synthesized from pyrrole monomer in an 
appropriate electrolyte solution through chemical or 
electrochemical methods [18]. The electrochemical 
method is often preferred for producing polymer and 
polymer composite films, as it allows for precise control 
of film thickness and electrochemical properties [18]. 
Polypyrrole has been utilized various fields, including 
controlled drug release systems [19], corrosion 
prevention[13] and optical devices [20,21]. 

In recent decades, the fabrication of polymer 
composite films has gained significant attention, 

especially when incorporating certain types of species, 
such as organic monomers, carbon nanotubes, 
graphene, or inorganic species. These species can 
improve the chemical and physical properties of the 
polymer films [22]. For example, studies have shown that 
chemically copolymerizing pyrrole and aniline results in 
a crystal structure distinct from their induvial 
homopolymers and demonstrates selective ammonia-
sensing capabilities [23,24]. Additionally, Khan et al. 
reported that a polyaniline/NiO composite exhibits 
improved conductivity and thermal stability compared to 
pure polyaniline [22]. In other words, polymer 
composites offer a great opportunity to produce new 
polymer films with enhanced electrochemical 
properties.  

Transition metal oxides like molybdate and tungstate 
are promising candidates for synthesizing polymer 
composite materials due to their high specific energy 
capacity, low operating voltage, multiple reversible 
redox states, abundant availability, environmental 
friendless, and strong physical chemical stability [16,25–
29]. In the present study, the electrochemical deposition 
of polypyrrole was investigated in the presence of 
various concentrations of sodium tungstate and sodium 
molybdate. The resulting polymer composite films were 
analyzed for their electrochemical properties. 
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Experimental Work 
 

Chemicals and Reagents 
Pyrrole was purchased from Sigma-Aldrich and used 

without distillation. Other reagents, including potassium 
nitrate (KNO3) from Sigma Aldrich, and sodium tungstate 
(NaWO4.2H2O, 99.5%) and sodium molybdate 
(Na2MoO4.2H2O) from Carlo Erba, were also purchased. 
All solutions were prepared with deionized water. 
 

Instrumentation  
Cyclic voltammetry (CV) experiments were conducted 

using a Gamry Instruments Interface 1000E. A glassy 
carbon electrode (0.07 cm2) served as the working 
electrode, a platinum flag electrode (0.06 cm2) as the 
counter electrode and an Ag/AgCl electrode was used as 
the reference electrode.  
 

Preparation and Characterization of Polymer 
Composite Films 

Polypyrrole and its composites were synthesized by 
cyclic voltammetry using pyrrole monomer in 0.1 M KNO3. 

Initially, a pure polypyrrole film was synthesized from a 
solution containing 0.1 M pyrrole and 0.1 M KNO3 at a 
scan rate of 10 mV s-1 for 10 cycles. Subsequently, polymer 
composites were synthesized in the presence of various 
concentrations of sodium molybdate and sodium 
tungstate (0.05 M, 0. 1M, 0.2 M, 0.3 M). Electrochemical 
coating of the polymer and polymer composites was 
carried out at a scan rate of 10 mV s-1 over several cycles. 
Characterization was performed in 0.1 M KNO3 monomer-
free solutions at a scan rate of 50 mV s-1 over multiple 
cycles.  
 

Results and Discussions 
  

Deposition of Polymer and Polymer Composites  
The electrochemical behavior of a polymer-modified 

electrode depends on the type of conductive polymer the 
nature of electrode and electrolyte, and the applied 
voltage during the polymerization [30]. The coating of 
polypyrrole and polypyrrole composite films was carried 
out under identical conditions to specifically compare the 
effects of metal oxides, NaWO3.2H2O and NaMoO4.2H2O. 

Figure 1a shows the electrochemical coating of 
polypyrrole formed from 0.1 M pyrrole and 0.1 M KNO3 at 
a scan rate of 10 mV s-1 over 10 cycles. The increase in 
current density with each cycles indicates an increase in 
electroactive sites within the film. Polypyrrole exhibits a 
broad anodic peak between -0.36 V and 0.48 V, and a 
broad cathodic peak between -0.74 V and 0.63 V, along 
with an irreversible peak at 0.8 V, consistent with previous 
reports [14]. After deposition, an insoluble black 
polypyrrole film forms on the electrode surface, imparting 
unique electroactive properties to the modified electrode. 

Figure 1b shows CV curve of the polypyrrole film in a 
monomer-free 0.1 M KNO3 solution at a scan rate of 50 
mV s-1 over 10 cycles. The anodic peak appears between -

0.45 V and 0.75 V with a peak current density of 6.28 mA 
cm-2, while the cathodic peak occurs between -0.76 V and 
0.76 V with a peak current density of -5 mA cm-2. The 
anodic and cathodic charge densities of the polymer film 
were determined to be 12.4 mC cm-2 and 10.6 mC cm-2. 
When oxidized, the polypyrrole film becomes conductive 
and upon reduction, it returns to an insulating state. 
 

 

 

Figure 1. (a) Electrochemical coating of polypyrrole film 
from 0.1 M pyrrole and 0.1 M KNO3 (b) CV curve of the 
polypyrrole film in monomer-free 0.1 M KNO3 at a 
scan rate of 50 mV s-1 

 
For the synthesis of the PPy/WO3 polymer composite, 

electrochemical coating of polypyrrole was applied at a 
scan rate of 10 mV s-1 in the presence of varying 
concentrations of sodium tungstate (0.05 M, 0.1 M, 0.2, 
0.3 M), with the resulting CV curves shown in Figure 2. In 
the pure polypyrrole growth curve, the oxidation and 
reduction peak current densities are approximately 7.14 
mA cm-2, with an irreversible peak current density of 28.6 
mA cm-2. For the polypyrrole/WO3 composites, the 
irreversible peak current density was greatly reduced, and 
the redox peaks almost disappeared, except in the case of 
polypyrrole/WO3(0.05M). This indicates that higher 
concentrations of sodium tungstate block the 
electroactive sites within the polymer matrix. Conversely, 
a low concentration (0.05 M) does not substantially affect 
the oxidation and reduction peak positions.  
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Figure 2. Electrochemical coating of polypyrrole was 
applied at a scan rate of 10 mV s-1 in the presence of 
various concentrations of sodium tungstate (a) 0.05 M 
(b) 0.1 M (c) 0.2 M and (d) 0.3 M 

 

 

 

 

Figure 3. CV curves of polypyrrole/WO3 composite films 
in 0.1 M KNO3 monomer-free solutions at a scan rate 
of 50 mV s-1 (a) polypyrrole/WO3(0.05) (b) 
polypyrrole/WO3(0.1) (c) polypyrrole/WO3(0.2) (d) 
polypyrrole/WO3(0.3)  



Cumhuriyet Sci. J., 45(4) (2024) 729-734 

732 

 

 

 

 

Figure 4. Electrochemical coating of polypyrrole was 
applied at a scan rate of 10 mV s-1 in the presence of 
various concentrations of sodium molybdate (a) 0.05 
M (b) 0.1 M (c) 0.2 M and (d) 0.3 M 

The electroactivity of the resulting composite 

films was characterized in a monomer-free 0.1 M 

KNO3 solutions at a scan rate of 50 mV s -1, as 

illustrated in Figure 3. Figure 3a indicates that the 

existence of sodium tungstate imparts more 

reversible behavior to the film compared to pure 

polypyrrole (see Figure 1b). Adding 0.05 M sodium 

tungstate does not alter the redox characteristics of 

the polypyrrole film, but the anodic charge density 

decreases from 12.4 mC cm -2 to 3.57 mC cm-2. While 

this is a significant reduction, the addition of sodium 

tungstate introduces reversible behavior. However, 

with continuous cycling, the film’s behavior becomes 

unstable, suggesting that tungstate ions block the 

electroactive sites. Increasing the concentration of 

sodium tungstate in polymer matrix further reduces 

the electroactivity of the polypyrrole and shifts the 

anodic peak potential to more positive values. These 

findings show that tungstate ions block electroactive 

sites, as evidenced by disappearance of redox peaks 

after several cycles. Thus, the presence of sodium 

tungstate makes polypyrrole a recyclable but low-

electroactive composite 

 

The electrochemical coating of polypyrrole was 

also studied in the presence of sodium molybdate, 

with the growth curves shown in Figure 4. The results 

are similar to those Figure 2, as both the current 

density values decrease, and the redox peaks 

disappear with higher concentrations of sodium 

molybdate. Interestingly, however, the highest 

concentration of sodium molybdate (0.3 M) produces 

broad peaks and an increase in current density 

values. 

 

The electrochemical properties of the 

polypyrrole/MoO4 composite film were examined in 

0.1 M KNO3 at a scan rate of 50 mV s-1, with the 

resulting cyclic voltammograms shown in Figure 5. In 

the presence of higher concentration of sodium 

molybdate, the oxidation peak of the polypyrrole 

composite films shifted to more positive potentials, 

and their electroactivity became unstable and 

decreased with continued cycling. However, a high 

concentration of sodium molybdate (0.3 M) provided 

a more stable and reversible behavior. The anodic 

peak charge density of this composite film was 3.14 

mC cm-2, matching that pure polypyrrole, but with 

the added advantage of improved reversibility.  
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Figure 5. CV curves of polypyrrole/MoO4 composite films 
in 0.1 M KNO3 monomer free solutions at a scan rate 
of 50 mV s-1 (a) polypyrrole/MoO4(0.05) (b) 
polypyrrole/MoO4(0.1) (c) polypyrrole/MoO4(0.2) (d) 
polypyrrole/MoO4(0.3)  

Table 1. shows the charge density values passing 
through oxidation and reduction redox, and as can be 
seen, the charge densities values for composite films 
decrease, but it is also noteworthy that composite films 
gain reversible properties. 
 

Table 1. Charge density values of polypyrrole and its 
composites during redox reactions. 

Polymer Composite Film 

Anodic Peak 
Charge 
Density  

(mC cm-2) 

Cathodic Peak 
Charge 

Desnity (mC 
cm-2) 

Polypyrrole 12.4 10.6 
Polypyrrole/WO3(0.05) 3.57 3.57 
Polypyrrole/WO3(0.1) 0.86 1.00 
Polypyrrole/WO3(0.2) 1.00 1.14 
Polypyrrole/WO3(0.3) 1.28 1.28 
Polypyrrole/MoO4(0.05) 0.57 0.57 
Polypyrrole/MoO4(0.1) 0.57 0.57 
Polypyrrole/MoO4(0.2) 0.43 0.43 
Polypyrrole/MoO4(0.3) 3.14 2.43 

 

Conclusion  
 

In this study, various polypyrrole composite films were 
synthesized in the existence of NaWO3.2H2O and 
Na2MoO4.2H2O. The results indicate that while both 
sodium tungstate and sodium molybdate provide 
polypyrrole with reversible redox properties, they 
influence the polymer matrix differently depending on 
their concentrations.  At a lower concentrations of sodium 
tungstate (0.05 M), the anodic charge density is 3.57 mC 
cm-2, which is lower than that of pure polypyrrole but 
exhibits excellent redox reversibility. However, higher 
concentrations of sodium tungstate block the 
electroactive sites in polypyrrole, leading to decreased 
current density and a shift in peak potential to more 
positive values. In contrast, for sodium molybdate, the 
highest concentration (0.3 M) results in significantly 
higher anodic current density, while lower concentrations 
have minimal impact on the polypyrrole film. The anodic 
charge density of the optimized polypyrrole/MoO4 
composite film is 0.22 mC cm-2, which is lower than that 
pure polypyrrole (0.87 mC) but offers improved 
reversibility in redox reactions. Overall, both composite 
films allow for the synthesis of polypyrrole films with 
enhanced redox reversibility, although their 
electrochemical stability is limited. Further studies could 
focus on creating electroactive, reversible chemical 
sensors for various applications by increasing the 
thickness of polypyrrole through different coating 
techniques. 
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Obstructive sleep apnea (OSA) is a sleep disorder that is prevalent and can have major health consequences. 
The primary objective of this study was to determine whether oxidative stress is induced in OSA patients. It was 
further aimed to assess effectiveness of a continuous positive airway pressure (CPAP) therapy on decreasing 
total oxidant status (TOS) and total antioxidant status (TAS) in OSA patients. This study included 70 patients with 
sleep disorders. Considering the apnea-hypopnea index (AHI) score confirmed by polysomnography, the subjects 
were divided into two groups as OSA patients (n = 35) and control group including patients with simple snoring 
problem (n = 35). OSA patients received a CPAP therapy for one month. Blood samples were collected from both 
groups of patients to measure TAS and TOS levels before and after the CPAP therapy. TAS and TOS levels were 
significantly higher (p < 0.001), whereas minimum oxygen saturation (minSpO2) and mean oxygen saturation 
(meanSpO2) were significantly lower in the OSA patients in comparison to those in the control group (P < 0.001). 
Positive correlations were observed between AHI and TAS levels as well as between AHI and TOS levels. 
Moreover, positive correlations were found between TAS and average stress index (OSI), TOS and OSI, as well as 
between minSpO2 and meanSpO2. In contrast, negative correlations were observed between AHI and minSpO2 
and meanSpO2, and between TAS and OSI, minSpO2 and meanSpO2. One month of CPAP therapy in OSA 
patients caused a decrease in TAS and TOS levels, and an increase in OSI, minSpO2 and meanSpO2 values (p < 
0.001). According to the current study, OSA patients have elevated oxidative stress. One month of CPAP therapy 
seems to have a positive impact on the antioxidant status remarkably, and led to improvement in oxidative 
stress. 
 
Keywords: CPAP therapy, Obstructive sleep apnea, Oxidative stress, TAS, TOS. 
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Introduction 
 

It is well known that obstructive sleep apnea (OSA) is 
one of the most common sleep disorders which may have 
serious health consequences. According to the literature 
data, 9% to 38% of the adult population has OSA with an 
apnea hypopnea index (AHI) ≥ 5 events/h. OSA is further 
reported to be more common in men and older age 
groups [1]. The high incidence of OSA in the population 
raises serious concerns whether OSA is a public health 
emergency problem [2]. Thus, it is important to 
understand physio-pathological mechanisms underlying 
OSA related diseases. 

One of the most frequent pathological abnormalities 
documented in patients with OSA is hypoxia and 
hypercapnia. Both conditions are induced by concurrent 
upper airway collapse occurring as episodes in sleep. 
Increased respiratory effort and increased sympathetic 
activity are the concomitant adjustments of the body 
which may increase the risk of circulatory problems such 
as cardiovascular diseases and also other health problems 
like obesity, diabetes mellitus, depression and dementia 
[3]. It was discovered that elevated oxidative stress is 
associated with the physio-pathological mechanism 

behind cardiovascular disorders in OSA patients [4, 5]. 
High levels of reactive oxygen species (ROS) and an 
imbalanced mechanism between ROS and antioxidant 
systems are thought to contribute to microvascular 
damage in cases of oxidative stress [6]. Moreover, 
although the pathophysiological mechanisms of OSA have 
not been completely defined yet, ischemia-reperfusion 
due to hypoxia episodes cause increased level of ROS and 
oxidative stress. Those changes may further damage the 
vascular endothelium [7, 8]. Therefore, treating OSA is 
crucial to lower oxidative stress and the comorbidities 
that go along with it. The common clinical practice used in 
treating OSA is Continuous Positive Airway Pressure 
(CPAP) therapy [9]. 

Previous studies report contradictory findings 
regarding the relationship between oxidative stress and 
OSA. While the study by Svatikova et al. suggests that 
increased oxidative stress is not evident in otherwise 
healthy OSA patients [10], the study by Lavie et al. 
indicates that oxidative stress is an important underlying 
cause of cardiovascular diseases in OSA patients 
[11].Additionally, there is lack of scientific evidence 
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regarding the changes related to oxidative stress in OSA 
patients following CPAP therapy. The first aim of this study 
therefore is to determine total oxidant status (TOS) and 
total antioxidant status (TAS) levels in OSA patients and 
compare them with control subjects. It was further aimed 
to clarify the relationship between oxidative stress and 
sleep parameters. The second aim was to evaluate into 
potential changes in TOS and TAS levels following a month 
of CPAP therapy. 

 

Materials and Methods 
 

Subjects 
The Ethical Committee gave its approval to the study’s 

protocol (2017-KAEK-189_2019.09.25_23). The study’s 
subjects included a total of 70 patients who were checked 
out at the sleep center for OSA. Before the study, each 
patient provided written informed consent. The subjects 
had no known comorbidities, and did not use cigarettes or 
alcohol. Patients were suspected of having OSA if they had 
one of the symptoms, which include snoring, apnea, 
excessive daytime sleepiness, or choking during sleep. 

 

Polysomnography 
All individuals underwent an overnight 

polysomnographic examination using a Philips Respironics 
Alice 6 Sleep Diagnostic System (Germany). The 
polysomnography consisted of continuous polygraphic 
recordings of electroencephalography, 
electrooculography, electrocardiography, and 
electromyography. Nasal and oral airflow and tracheal 
sounds were recorded using a microphone. Thoracic and 
abdominal respiration were measured using an 
impedance belt. Transcutaneous oxygen saturation of 
each subject was monitored continuously with a pulse 
oximeter. Video recordings of the subjects were 
performed for full-night and positional changes in sleep 
cycles were recorded. When the test subject awoke in the 
morning, all recordings associated with the test protocol 
were stopped. A computerized polysomnographic system 
and a manual scoring process were used in order to collect 
the data. Scores for respiratory events were determined 
using AASM (American Academy of Sleep Medicine) 
guidelines from 2007 [12]. Accordingly, airflow stopping 
for at least 10 seconds was used to define apnea. A 30% 
or greater decrease in airflow lasting for at least 10 
seconds along with a perceptible reduction of 4% or more 
oxygen saturation, a 50% or greater decrease in airflow 
lasting for at least 10 seconds along with a perceptible 
reduction of 3% or more oxygen saturation, or an 
electroencephalogram arousal were all taken into 
consideration to determine hypopnea. 

Two groups were established considering the apnea-
hypopnea index (AHI) scores of patients. The AHI was 
scored as follows: AHI ≥ 5 events/h was defined as OSA (n 
= 35) and AHI < 5 events/h recognized as control group (n 
= 35). One month of CPAP therapy (use < 4 h per night and 
< 5 days per week) was applied to the patients diagnosed 
with OSA (therapy group, n = 35). 

After an overnight polysomnography, fasting morning 
blood samples from the OSA and control group 
participants were taken. Same procedure was repeated 
for the treatment group who came to the control after 1-
month of CPAP therapy for analysis of serum TOS and TAS 
values as well as for calculation of average stress index 
(OSI) value. The OSI value, which shows the 
oxidant/antioxidant balance in the organism, is calculated 
by dividing TOS values by TAS values [13]. Blood samples 
were centrifuged at 3000 rpm for 10 minutes in a Biobase 
brand (China) device, and aliquots of serum were kept 
tightly closed at -20 °C until analysis. 

 

Analysis of the Total Oxidant-Antioxidant Status 
An automated colorimetric test approach for TAS 

developed by Erel [14] was applied to measure the total 
antioxidant capacity of blood serum. With hydrogen 
peroxide, the Fe2+-o-dianisidine complex produces an OH 
radical by a Fenton type reaction. At the reducing low pH, 
the potent ROS interact with the colorless o-dianisidine 
molecule to produce yellow-brown dianisidyl radicals. 
More color is formed as a result of dianisidyl radical 
participation in additional oxidation processes. 
Antioxidants present in the samples, however, block these 
oxidation processes and prevent the development of 
color. In Biobase Elisa automatic analyzers (Chına), this 
reaction is monitored spectrophotometrically. In terms of 
mmol Trolox Eq/L, the TAS results are presented. 

An automated colorimetric testing technique 
developed by Erel [15] was used to measure plasma TOS 
levels. The ferrous ion-odianisidine complex is converted 
to ferric ion by the sample's oxidants. This reaction is 
accelerated by about a threefold factor by the glycerol in 
the medium. In the acidic media, ferric ions combine with 
xylenol orange to generate a colorful product. This color is 
identified spectrophotometrically and is proportional to 
the amount of oxidant present in the sample. Hydrogen 
peroxide equivalent per liter (μmol H2O2 Eq/L) are used to 
express the TOS results. 

 

Statistical Analysis 
The SPSS for Windows (14.1, SPSS Inc., Chicago, IL, 

USA) package software was utilized for all statistical 
analyses. Descriptive statistics for the data were 
calculated and displayed as ‘arithmetic mean ± standard 
error of mean’. Before the significance tests, the data 
were analyzed with the Shapiro-Wilk test in terms of 
conformity to the normal distribution according to the 
parametric test assumptions. The difference between the 
control and OSA groups was examined with the Student t 
test, and the difference in terms of the means before and 
after CPAP therapy was examined with the paired-sample 
t test. The relationship between the variables acquired in 
the OSA group prior to CPAP therapy was examined using 
Pearson correlation analysis to identify its strength and 
direction. If a p value for any statistical analysis was less 
than 0.05, the results were considered significant. 
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Results 
 
Subjects were divided into two groups as patients 

diagnosed with OSA (n = 35), and control group with 
simple snoring problem (n = 35). The average age of OSA 
patients and the control subjects were 47 ± 1.37 years old 
and 43.31 ± 1.72, respectively. In both groups, majority of 
the OSA patients were male (n = 21, 60%). The distribution 
of age and gender did not significantly differ between 
groups. Compared to the control subjects, TAS and TOS 
values were significantly greater whereas OSI levels 
significantly lower in OSA patients (p < 0.001). In 
comparison to the control subjects, minimum oxygen 
saturation (minSpO2) and mean oxygen saturation 
(meanSpO2) were significantly lower in the OSA patients 
(p < 0.001). Table 1 shows the demographics and the 
parameters of oxidative stress of both groups.  

In the OSA patients, one month of CPAP therapy 
resulted in lower TAS and TOS levels and higher OSI, 
minSpO2, and meanSpO2 values (p < 0.001, Table 2). When 
patients who received CPAP therapy for 1 month and 
control subjects were compared, it was observed that 
CPAP treatment was quite effective and the values of OSA 
patients approached the values of control subjects, and no 
statistical difference could be found between these two 
groups in terms of the parameters examined (Table 2). 

 
Table 1. Comparison of demographic variables and 

oxidative stress parameters in control subjects and 
OSA patients 

Items Controls (n = 35) OSA (n = 35) p-Value 

Age (years) 43.31 ± 1.72 47 ± 1.37 0.098 

Gender (male: female) 21: 14 21: 14 1 

AHI (events/h) 2.77 ± 0.23 40.46 ± 3.93 < 0.001 

TAS (mmol Trolox Eq/L) 0.88 ± 0.02 1.34 ± 0.04 < 0.001 

TOS (μmol H2O2 Eq/L) 8.19 ± 0.23 9.98 ± 0.22 < 0.001 

OSI 0.94 ± 0.02 0.77 ± 0.03 < 0.001 

minSpO2 (%) 88.03 ± 0.35 78.97 ± 1.36 < 0.001 

meanSpO2 (%) 92.34 ± 0.33 87.71 ± 0.6 < 0.001 

 
Table 2. Comparisons of OSA patients after 1-month of 

CPAP therapy 

Items Before CPAP After CPAP p-Value 

TAS (mmol Trolox Eq/L) 1.34 ± 0.04 0.89 ± 0.02 < 0.001 

TOS (μmol H2O2 Eq/L) 9.98 ± 0.02 8.6 ± 0.03 < 0.001 

OSI 0.77 ± 0.03 0.97 ± 0.02 < 0.001 

minSpO2 (%) 78.97 ± 1.36 88.09 ± 0.34 < 0.001 

meanSpO2 (%) 87.71 ± 0.6 92.43 ± 0.34 < 0.001 

 
Table 3. Comparisons of control subjects and OSA patients 

after 1-month CPAP therapy 

Items Controls 
OSA after 

CPAP 
p-Value 

TAS (mmol Trolox Eq/L) 0.88 ± 0.02 0.89 ± 0.02 0.656 

TOS (μmol H2O2 Eq/L) 8.19 ± 0.23 8.6 ± 0.23 0.203 

OSI 0.94 ± 0.02 0.97 ± 0.02 0.195 

minSpO2 (%) 88.03 ± 0.35 88.09 ± 0.34 0.908 

meanSpO2 (%) 92.34 ± 0.33 92.43 ± 0.34 0.856 

Discussion 
 
In our study, we compared polysomnographic records 

and oxidative stress status of OSA patients with those of 
the control subjects. We also evaluated the changes in the 
parameters following a CPAP therapy lasted for 1 month 
in OSA patients. The specific relationships between 
physiopathogenic mechanisms in OSA remain unclear. 
The repeated hypoxia and reoxygenation cycles caused by 
repeated episodes of breathing cessation during sleep 
may induce the oxidative stress response which leads to 
physiopathological changes in OSA patients including 
metabolic alterations, cardiovascular and neural disorders 
[16].  

A limited number of studies report contradictory 
results on the TAS/TOS levels in OSA and further on the 
effectiveness of CPAP treatment to decrease the 
parameters related to oxidative stress. Kang et al. 
reported that OSA does not change the TAS and TOS levels 
and further 1-night of CPAP treatment does not improve 
the oxidative stress [17]. Similarly, some other authors did 
not find any differences in parameters indicating 
increased oxidative stress in OSA patients [10, 11, 18-20]. 
In contrast, enhanced neutrophil superoxide release [21] 
and low TAS, vitamin A, and E levels [22] were reported in 
OSA patients compared with control subjects. In this 
study, impaired protective systems for oxidative stress 
were evident in OSA patients. Furthermore, in parallel to 
findings of the previous study, the higher values of TAS 
and TOS, and the lower values of OSI noted in OSA group, 
which suggests that the balance between oxidant and 
antioxidant levels was negatively affected. Changes in 
TAS, TOS and OSI show that oxidative stress is evident in 
OSA patients. These conflicting findings could be caused 
by a number of variables, including the presence of co-
morbidities and the use of drugs by OSA patients. 
Moreover, most studies lack data from control subjects on 
different parameters (e.g., body mass index and obesity). 
The timing of oxidative stress measurements may also 
affect the results obtained from different studies. All 
these factors may alter the oxidative stress status of the 
subjects and are among the limitations of the study. 
Differentiating the acute and chronic effects of hypoxemia 
is even more important, as chronic exposure to high 
oxidative stress may have different effects on oxidative 
stress parameters in sleep apnea and OSA patients [10].  

Discussions over the benefits of CPAP therapy to 
reduce oxidative stress have been contentious for years. 
Although some authors reported that CPAP therapy was 
not effective to decrease oxidative stress as well as the 
level of antioxidant enzymes [10, 23], other studies 
demonstrated that CPAP therapy is highly effective to 
decrease the level of oxidative stress [24, 25]. Kang et al., 
for example, reported that one night of CPAP treatment 
had no effect on antioxidant status [17]. In our study, 
however, it was observed that all parameters (TAS, TOS, 
OSI, minSpO2, meanSpO2) improved following a long-term 
therapy with positive airway pressure in OSA patients and 
approached the values of control subjects. Considering 
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the parallel findings of this study and the study by Barceló 
et al. which reported that TAS value returned to normal 
after 12 months of CPAP therapy [22], one may suggest 
that positive airway therapy can be effective when 
conducted for long-term.  

In this study, not only TOS but also TAS levels were 
greater in patients with OSA in comparison to control 
group in contrast to findings by Barcelo et. al. [22]. 
Although increased TAS level in OSA patients may be 
explained by the compensatory mechanism of oxidative 
stress in the body as stated by Verit and Erel [15], the 
reasons for these contradictory results regarding TAS and 
TOS levels should be considered carefully. Some authors 
suggest that different results related to oxidative stress 
caused by OSA may be explained by the differences in 
study protocols such as including/excluding patient with 
comorbid diseases and treated with drug therapies [17]. 
To our knowledge, this study is the only study 
investigating the relationship between oxidative stress 
and OSA as well as the long-term effect of CPAP therapy 
on oxidative stress parameters in patients having OSA 
without any comorbidities while.  

In our study, the increase in OSI value after CPAP 
titration suggests that the balance between oxidant and 
antioxidant levels is positively affected. 

 

Conclusion 
 
The current study shows that high levels of TAS and 

TOS, which signify higher oxidative stress, are linked to 
OSA. CPAP therapy lasted for one-month improved 
antioxidant status and oxidative stress remarkably. More 
research is needed to find out the root cause of oxidative 
stress in OSA patients and its connection to variables like 
AHI, the length of intermittent hypoxia, the severity of 
OSA, smoking, as well as to comorbidities like obesity and 
hypertension. Furthermore, future studies investigating 
the effectiveness of CPAP therapy in the presence of 
different factors would contribute to the relevant 
literature. 
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This study explores the antioxidant properties of myricetin, quercetin, and kaempferol using density functional 
theory (DFT) and molecular docking analyses. The findings of this study not only highlight the significant 
antioxidant potential of flavonoids and provide a foundation for potential clinical applications and future 
research aimed at optimizing their pharmacokinetic properties for therapeutic use. The optimized geometries 
of these flavonoids were determined through DFT calculations at the B3LYP/6-31G(d,p) level. Key electronic 
properties, such as total electronic energy (Eₜ), zero-point energy (ZPE), enthalpy (H), entropy (S), dipole moment 
(μ), and HOMO-LUMO energy gaps (ΔE_H-L), were computed to evaluate molecular stability and reactivity. 
Molecular docking with proteins 1HD2, 1RAU, 3FZS, and 3GRS revealed strong binding affinities, particularly for 
myricetin, which achieved docking scores of -5.330 with 1HD2 and -8.652 with 3GRS, indicating a high potential 
for antioxidant activity. ADME analyses demonstrated that kaempferol exhibited the most favorable 
pharmacokinetic profile, with a human oral absorption rate of 63.637% and compliance with Lipinski’s Rule of 
Five. Conversely, myricetin showed reduced bioavailability despite its strong binding affinity. This work 
emphasizes optimizing flavonoid pharmacokinetics to maximize their therapeutic potential while reinforcing 
their relevance in antioxidant therapy. 
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Introduction 
 

In the 21st century, advancing technology, 
environmental pollution, greenhouse effects, 
petrochemical products, X-UV radiation (photochemical), 
pharmaceuticals, and smoking have significantly 
increased our exposure to oxidative stress-inducing 
substances. These factors manifest their impact through 
the formation of free radicals. Additionally, biological 
systems constantly produce free radicals and other 
reactive oxygen species due to endogenous and 
exogenous stress factors. To protect against these stress 
factors, our body has an enzyme system that defends cells 
from oxidative damage [1-6]. The substances that 
enhance the effectiveness of these enzymes are known as 
antioxidants [7]. Antioxidants are obtained either 
endogenously within the body or exogenously through 
plants, fruits, and other foods. There are many different 
substances known for their antioxidant properties. Some 
of these are obtained through our daily diet, while the 
body produces others. Free radicals are molecules that 
attack cells and the immune system. In contrast, 
antioxidants are molecules that prevent the destructive 
effects of free radicals and inhibit chain reactions that can 
lead to various diseases and premature aging [8, 9]. 

By forming a protective shield against free radicals, 
antioxidants play a crucial role in preventing the chain 
reactions that can lead to many diseases and premature 
aging. The formation of these free radicals, which pose a 
significant risk to the body, is facilitated by petrochemical 
products, X and UV radiation, cigarette smoke, air 

pollution, and even preservatives and additives in food 
and beverages [10, 11]. Therefore, understanding and 
enhancing the role of antioxidants in our bodies is 
paramount in preventing these diseases [12]. Another 
source of free radicals is oxygen. While oxygen is essential 
for all vital functions, the oxygen we breathe in can also 
be hazardous to human health. Oxygen is necessary to 
release energy from food, but surrounding molecules can 
become oxidized during its utilization in cells. This 
uncontrolled production of free radicals can damage 
crucial cellular components such as proteins, fats, and 
genetic material. As cells deteriorate, a chain of chemical 
reactions begins, generating more free radicals [13, 14]. 
Moreover, as the human body ages, its antioxidant 
defense systems gradually weaken, and the cells' ability to 
repair themselves diminishes. These detrimental 
developments increase the risk of diseases such as cancer 
and heart disease [15-18]. Flavonoids are a class of 
polyphenolic secondary metabolites found in plants and 
are widely consumed in the human diet. Their basic 
structure, shown in Figure 1, consists of three rings 
commonly referred to as rings A, B, and C [19, 20]. 

 

 

Figure 1. Basic Structure of Flavonoids 
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This study aims to elucidate the structural properties 
and activities of flavonols such as myricetin, quercetin, 
and kaempferol, known for their antioxidant activities, 
using molecular orbital methods. While significant work 
has been conducted on quercetin, there are fewer studies 
on myricetin and kaempferol and a need for more 
theoretical work explaining why they exhibit lower 
antioxidant activities. This gap in our understanding 
underscores the need for further research. If the 
relationship between these compounds can be elucidated 
through computational chemistry, it could guide 
experimental studies on newly discovered antioxidants, 
advancing our knowledge in this crucial area of 
biochemistry. 

Computational chemistry plays a critical role in 
studying antioxidants, providing detailed insights into the 
molecular structure and behavior of flavonoids at the 
quantum mechanical level [21 ]. Methods such as density 
functional theory (DFT) allow for the precise optimization 
of molecular geometries and the calculation of electronic 
properties, stability, and reactivity. This enables the 
prediction of antioxidant efficiency and the identification 
of structural features contributing to their activity. By 
modeling solvent effects and exploring the impact of 
different substituents, computational studies can guide 
the design of new flavonoid derivatives with enhanced 
antioxidant properties, offering a cost-effective and 
efficient approach to advancing antioxidant research. 

 

Computational Methods 
 

Density Functional Theory (DFT) Study 
All calculations for the compounds studied in this work 

were performed in the gas phase using Gaussian 2003 
program [22]. The computational method utilized was 
Density Functional Theory (DFT), explicitly employing the 
closed-shell RB3LYP (Becke three-parameter hybrid 
functional) for non-radical species and the open-shell 
UB3LYP level for radicals. The basis sets used were 6-
31G(d,p), which include polarization functions. Initial 
geometries of the compounds were generated using the 
GaussView 2.0 software package. The optimized 
geometrical structures were also obtained using the 
GaussView 2.0 software package [23]. 

Optimized geometries were determined at the 
B3LYP/6-31G(d,p) level for the compounds studied. 
Radicals were optimized at the UB3LYP/6-31G(d,p) level. 
The optimized geometries were verified as minimum 
energy structures by the absence of imaginary 
frequencies in the frequency calculations. Additionally, 
scan calculations were performed to determine the 
stability of the C, B, and A rings. Frequency calculations 
provided values for each compound's total electronic 
energy (ET), internal correlation energy (ETC), zero-point 
energy (ZPE), entropy (S), dipole moment (μ), and LUMO-
HOMO energy gaps (Egap). Structural parameters such as 
bond lengths, bond angles, and dihedral angles were also 
determined. Using these calculated values, the enthalpy 
change (ΔH) associated with OH bond dissociation, 

relative energy change (ΔE), Gibbs free energy change 
(ΔG), and LUMO-HOMO energy gaps (Egap) 

 
ETC = ET + ZPE 
E = ET + ETC 
H = E + PV = E + RT 
G = H – TS 
 

Molecular Docking 
The potential binding modes and interactions of the 

ligands myricetin, quercetin, and kaempferol with 
antioxidant proteins urate oxidase (PDB ID: 1R4U), 
proline-rich tyrosine kinase 2 (PDB ID: 3FZS), and 
glutathione reductase (PDB ID: 3GRS) were analyzed using 
the Maestro 14.0, Schrödinger 2024–2 software süite [24]. 
The three-dimensional crystal structures of these proteins 
were obtained from the Protein Data Bank (PDB). Before 
performing the docking calculations, the proteins were 
prepared using the Protein Preparation module in 
Schrödinger Maestro 14.0. This preparation process 
included adding hydrogen atoms, assigning partial 
charges, building side chains, and completing any missing 
loops. Water molecules located more than 3 Å away from 
the binding site in the crystal structures were removed. 
The minimized energy configurations of the protein 
structures were achieved using the OPLS4 force field at a 
physiological pH of 7.0. Flavonoids with high phenolic 
content exhibit superior antioxidant activities, as 
highlighted in studies on phenolic compound-rich foods 
and beverages [25, 26]. These findings underscore the 
importance of optimizing flavonoid structures to 
maximize their therapeutic potential. 

The ligands were prepared for molecular docking using 
the LigPrep [27] tool within the Schrödinger suite, 
applying the OPLS4 force field at pH 7.0 ± 2.0. The receptor 
grid was generated by selecting any ligand atom to create 
the default grid box, which was set with a volumetric 
spacing of 20×20×20 Å for all investigated proteins. The 
specific coordinates used for grid generation were x: 6.63, 
y: 42.27, and z: 34.64 for 1HD2; x: 31.20, y: 26.88, and z: 
37.99 for 1R4U; x: -3.45, y: -3.29, and z: 12.44 for 3FZS; 
and x: 60.72, y: 51.36, and z: 18.87 for 3GRS. This 
comprehensive preparation ensures that the docking 
studies accurately reflect the potential interactions 
between the ligands and the protein binding sites, thereby 
providing reliable insights into their binding affinities and 
modes of action. 

 

ADME Study 
ADME (Absorption, Distribution, Metabolism, and 

Excretion) properties of myricetin, quercetin, and 
kaempferol were calculated using the advanced QikProp 
[28] ool in the Schrödinger program. The QikProp module 
generates relevant descriptors and uses them to carry out 
ADME estimations, employing Jorgensen's method to 
obtain pharmacokinetic properties and descriptors. This 
use of advanced tools and methods ensures the scientific 
rigor of the study, giving the audience confidence in the 
results. 
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By integrating these computational techniques, this 
study aims to comprehensively understand the 
antioxidant properties of myricetin, quercetin, and 
kaempferol. This comprehensive understanding is 
supported by molecular docking and DFT calculations, 
ensuring the audience is well-informed and 
knowledgeable about the topic. 

 

Results and Discussion 
 

Optimized Geometries and Electronic Properties 
The ability of antioxidants to neutralize free radicals 

depends on the stabilization of their molecular structures 
and the protective functions of these structures. This 
study evaluates the effects of intramolecular hydrogen 
bonding in the radical and diradical forms of myricetin, 
quercetin, and kaempferol. Additionally, antioxidant 
activities were compared considering energy parameters 
(ΔE, ΔH, ΔG), dipole moment (μ), and hydrogen bond 
lengths. In this context, the superior properties of 

quercetin diradical are particularly noteworthy. The 
molecular structure of flavonoids, particularly the number 
and position of hydroxyl groups, plays a pivotal role in 
their antioxidant activity, as demonstrated in recent 
studies (29, 30). These structural features enhance their 
ability to donate hydrogen atoms and interact with 
reactive oxygen species effectively. 

The quercetin diradical (Qkdr/2) stands out with its 
high energy stability (ΔE: 72.80 kcal/mol, ΔH: 73.39 
kcal/mol) and significant dipole moment (6.6901 D). The 
hydrogen bonds in this compound (H1-Bond: 1.771 Å, H2-
Bond: 1.944 Å) form a strong intramolecular network that 
maintains the structural integrity and stability of the 
molecule. This robust structure allows effective 
interactions with free radicals, producing high antioxidant 
activity for the quercetin diradical. These properties make 
the quercetin diradical a strong candidate for combating 
oxidative stress. As shown in Figure 1, quercetin diradical's 
optimized structure and hydrogen bonding network 
clearly illustrate its capability to stabilize and neutralize 
free radicals efficiently. 

 

   

   

   

Figure 2. Optimized structures and intramolecular hydrogen bonds of myricetin, quercetin, and kaempferol and their 
radicals 
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Although the myricetin and kaempferol compounds 
also possess strong hydrogen bonds and good energy 
stability, they do not perform as well as quercetin in terms 
of dipole moment and the efficacy of hydrogen bonds. The 
myricetin radical (Mkr) and diradical (Mkdr) gain stability 
from their hydrogen bonds (Mkr: H1-Bond: 1.677 Å, H2-
Bond: 2.181 Å, H3-Bond: 2.168 Å; Mkdr: H1-Bond: 1.770 Å, 
H2-Bond: 1.942 Å, H3-Bond: 2.118 Å), but their energy 
parameters and dipole moments are not as high as those 
of quercetin. Similarly, although kaempferol possesses 
strong hydrogen bonds (Kkr: H1-Bond: 1.673 Å; Kbkr: H1-
Bond: 1.764 Å, H2-Bond: 1.956 Å), its energy stability and 
dipole moment are lower compared to the other two 
compounds. 

In conclusion, the quercetin diradical compound has 
the highest antioxidant activity, attributed to its high 
energy stability, strong intramolecular hydrogen bonds, 
and significant dipole moment. Myricetin ranks second 
with its strong hydrogen bonds and good energy stability, 
while kaempferol ranks third. This study highlights the 
critical role of intramolecular hydrogen bonding and 
energy parameters in antioxidant efficacy, providing 
valuable insights for designing new compounds. These 
findings offer important clues for optimizing the structure 
and enhancing the effectiveness of antioxidants. 

The DFT calculations performed at the B3LYP/6-
31G(d,p) level, have been instrumental in determining the 
optimized geometries of myricetin, quercetin, and 
kaempferol. The absence of imaginary frequencies in the 
vibrational analysis has unequivocally confirmed these 
optimized structures as minimum energy configurations. 
Fundamental electronic properties, including total 
electronic energy (ET), zero-point energy (ZPE), entropy 
(S), dipole moment (μ), and LUMO-HOMO energy gaps 
(ΔEL-H), were meticulously calculated. These properties are 
pivotal for understanding the intrinsic stability and 
reactivity of the flavonoids. The antioxidant activity of 
flavonoids is directly influenced by their molecular 
structures, particularly the number and position of 
hydroxyl groups, which enhance their ability to donate 
hydrogen atoms and neutralize free radicals effectively. 

 
Thermodynamic Parameters 
The thermodynamic parameters derived from the 

optimized geometries and electronic properties of 
myricetin, quercetin, and Kaempferol provide critical 
insights into their antioxidant capacities. Specifically, we 
have computed the enthalpy change (ΔH) associated with 
OH bond dissociation, relative energy change (ΔE), and 
Gibbs free energy change (ΔG). These parameters 
quantitatively measure the flavonoids' ability to donate 
hydrogen atoms and neutralize free radicals, which is 
crucial for their potential therapeutic applications. 

For myricetin radical (Mkr), the enthalpy change (ΔH) 
is 79.44 kcal/mol, and the relative energy change (ΔE) is 
78.85 kcal/mol, indicating a significant amount of energy 
required for OH bond dissociation. The Gibbs free energy 
change (ΔG) is 71.21 kcal/mol, reflecting the reaction's 
spontaneity. Myricetin diradical (Mkdr/2) shows slightly 
lower values with ΔH of 71.23 kcal/mol, ΔE of 70.51 
kcal/mol, and ΔG of 63.21 kcal/mol. These values suggest 
that myricetin possesses substantial thermodynamic 
stability and effective hydrogen-donating capability, 
especially in its radical form. 

Quercetin radical (Qkr) exhibits a ΔH of 80.14 kcal/mol 
and an ΔE of 79.55 kcal/mol, the highest among the 
studied flavonoids, indicating a robust bond dissociation 
energy. The ΔG value for Qkr is 71.85 kcal/mol, 
demonstrating its significant free energy change. The 
quercetin diradical (Qkdr/2) presents an enthalpy change 
(ΔH) of 73.39 kcal/mol, a relative energy change (ΔE) of 
72.80 kcal/mol, and a Gibbs free energy change (ΔG) of 
65.27 kcal/mol. The notable thermodynamic stability of 
quercetin, particularly in its diradical form, highlights its 
superior antioxidant activity, supported by its strong 
hydrogen-bonding network (H1-Bond: 1.771 Å, H2-Bond: 
1.944 Å). As seen in Table 1, these values underscore 
quercetin's remarkable capability to stabilize and 
neutralize free radicals efficiently. 

Kaempferol radical (Kkr) shows a ΔH of 80.22 kcal/mol 
and a ΔE of 79.63 kcal/mol, with a Gibbs free energy 
change (ΔG) of 71.86 kcal/mol, suggesting high energy 
stability. The Kaempferol B-ring radical (Kbkr) displays an 
enthalpy change (ΔH) of 80.66 kcal/mol, a relative energy 
change (ΔE) of 80.07 kcal/mol, and a Gibbs free energy 
change (ΔG) of 72.39 kcal/mol. These values indicate that 
Kaempferol has substantial antioxidant potential, albeit 
slightly lower than quercetin, due to its energy 
parameters and hydrogen-bond lengths (H1-Bond: 1.764 
Å, H2-Bond: 1.956 Å). Energy parameters such as ΔE, ΔH, 
and ΔG play a critical role in determining the antioxidant 
capacity of flavonoids, with lower ΔH and ΔG values 
corresponding to higher hydrogen-donating capabilities 
and stability against oxidative stress [31, 32]. 

In conclusion, the thermodynamic parameters reveal 
that quercetin, particularly in its diradical form (Qkdr/2), 
exhibits the highest antioxidant activity due to its superior 
energy stability and strong intramolecular hydrogen 
bonding. Myricetin follows, demonstrating significant 
hydrogen-donating capability and thermodynamic 
stability, especially in its radical form. Kaempferol ranks 
third while showing considerable antioxidant potential 
due to slightly lower energy stability and dipole moments. 
These findings provide valuable insights for designing new 
antioxidant compounds with enhanced stability and 
efficacy for therapeutic applications.

 
Table 1. Thermodynamic parameters and intramolecular hydrogen bonding lengths of myricetin, quercetin, and 

kaempferol, and their radicals 

Comp. ΔE ΔH ΔG μ ΔL+H H1-Bond H2-Bond H3-Bond H4-Bond H5-Bond 

Mkr 78.85 79.44 71.21 3.6225 5.49 1.677 - - 2.181 2.168 
Mkdr/2 70.51 71.23 63.21 5.1623 6.61 1.770 1.942 2.118 - - 
Qkr 79.55 80.14 71.85 4.9893 6.12 1.675 - 2.137 - - 
Qkdr/2 72.80 73.39 65.27 6.6901 6.99 1.771 1.944 - - - 
Kkr 79.63 80.22 71.86 6.9160 6.06 1.673 - - - - 
Kbkr 80.07 80.66 72.39 5.5238 6.40 1.764 1.956 - - - 
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To investigate the antioxidant activities of myricetin, 
quercetin, and kaempferol, we first determined the 
optimized structures of these compounds based on the 
structural parameters obtained from calculations. Upon 
examining the optimized geometric structures of these 
compounds, it is evident that the only structural 
difference lies in the number of hydroxyl groups on the B-
ring. Myricetin has 3 OH groups, quercetin has 2 OH 
groups, and kaempferol has 1 OH group. According to the 
literature, the TEAC values for myricetin, quercetin, and 
kaempferol are 3.10, 4.70, and 1.34, respectively [33]. If 
there were a direct relationship between the number of 
hydroxyl groups and antioxidant activity, myricetin, with 
the most OH groups, would be expected to have the 
highest TEAC value. 

Conversely, if having fewer OH groups resulted in 
higher antioxidant activity, kaempferol would have the 
highest TEAC value. However, quercetin has the highest 
TEAC value among the three. Therefore, there is no direct 
relationship between the number of OH groups and the 
TEAC value. These compounds exhibit antioxidant 
properties due to their ability to scavenge free radicals. As 
these compounds exhibit this effect, they donate 
hydrogen to free radicals, forming radicals and diradicals. 
These radicals can form chelate rings with trace metals 
present in our bodies, facilitating the easy release of 
hydrogen atoms, as shown in Figure 3. The released 
hydrogen atoms then bind to free radicals, neutralizing 
them [33]. As illustrated in Figure 4, the reactivity (energy) 
of the formed diradicals is crucial; the higher their 
reactivity, the stronger the chelate ring they create, thus 
enhancing their antioxidant capacity. 
 

 

Figure 3. Chelation of trace metals 

 
Additionally, to investigate the antioxidant activities of 

myricetin, quercetin, and kaempferol, we first determined 
the optimized structures of these compounds based on 
the structural parameters obtained from calculations. 
Upon examining the optimized geometric structures of 
these compounds, it is evident that the only structural 
difference lies in the number of hydroxyl groups on the B-
ring. Myricetin has 3 OH groups, quercetin has 2 OH 
groups, and kaempferol has 1 OH group. According to the 
literature, the TEAC values for myricetin, quercetin, and 
kaempferol are 3.10, 4.70, and 1.34, respectively [34]. If 
there were a direct relationship between the number of 
hydroxyl groups and antioxidant activity, myricetin, with 
the most OH groups, would be expected to have the 
highest TEAC value. 

 

 

Figure 4. Scavenging of Reactive Free Radicals by Flavonoids 

 
Conversely, if having fewer OH groups resulted in 

higher antioxidant activity, kaempferol would have the 
highest TEAC value. However, quercetin has the highest 
TEAC value among the three. Therefore, there is no direct 
relationship between the number of OH groups and the 
TEAC value. Among the flavonoids studied, quercetin's 
superior antioxidant activity is attributed to its optimal 
balance of electronic properties and strong hydrogen 
bonding network, highlighting its potential as a leading 
antioxidant candidate for therapeutic applications. 

 

Molecular Docking 
This study investigates the antioxidant properties of 

Myricetin, Quercetin, and Kaempferol, offering a 
comprehensive evaluation through molecular docking and 

ADME (Absorption, Distribution, Metabolism, and 
Excretion) analyses. In the molecular docking analysis, the 
interactions of these flavonoids with four specific 
proteins—1HD2, 1R4U, 3FZS, and 3GRS—were 
meticulously examined. The results indicate that 
Myricetin possesses the highest binding affinity among all 
the tested proteins. Notably, Myricetin achieved shallow 
docking scores of -5.330 with 1HD2 and an impressive -
8.652 with 3GRS, underscoring its robust binding 
properties. These findings strongly suggest that Myricetin 
forms stable interactions with the active sites of these 
proteins, demonstrating a high potential for antioxidant 
activity. 

As illustrated in Figure 5, the detailed 3D visualization 
of the docking interactions between these flavonoids and 
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the respective proteins provides further insight into their 
binding modes. Each row of the figure represents a 
different protein (1HD2, 1R4U, 3FZS, and 3GRS), while 
each column shows the binding of Quercetin, Kaempferol, 
and Myricetin, respectively. The colorful representations 
highlight the complex interactions within the protein 
active sites, showcasing how Myricetin, Quercetin, and 
Kaempferol are positioned and stabilized. The figure 
vividly demonstrates Myricetin's superior binding affinity, 
particularly with 3GRS, where the intricate binding 
network is visible. These visualizations are crucial for 
understanding the molecular mechanisms that underpin 
the high docking scores and the potential antioxidant 
efficacy of these compounds. 

Further emphasizing the robustness of these 
interactions, Figure 6 presents a detailed 2D visualization 
of the interactions between the receptor regions of the 
target proteins and the studied compounds. This figure 
highlights the specific binding modes and critical 
interactions, such as hydrogen bonds and hydrophobic 
contacts that these flavonoids form with the proteins. The 
visualization clearly shows the interaction sites and the 
nature of the interactions, providing insights into the 
molecular mechanisms underpinning the high docking 
scores. Such detailed interaction maps are crucial for 
understanding how these compounds stabilize within the 
protein active sites, facilitating their antioxidant action. 

 

 

Figure 5. 3D demonstration of docking the mentioned antioxidant proteins with the ligands. 
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Figure 6. 2D presentation of the interaction between the receptor region of the target protein with the studied 
compounds. 

As seen in Table 2, Myricetin consistently showed the 
highest docking scores compared to Quercetin and 
Kaempferol across all tested proteins, reinforcing its 
potential as a strong antioxidant agent. This superior 
performance is due to Myricetin's robust binding 

properties, which enable it to form stable interactions 
with the active sites of these proteins. The high docking 
scores of Myricetin, particularly with proteins 1HD2 and 
3GRS, underscore its ability to bind and stabilize within 
the protein structures effectively. These stable 



Cumhuriyet Sci. J., 45(4) (2024) 740-749 

747 

interactions are crucial for neutralizing free radicals, 
thereby protecting cells from oxidative stress and 
contributing to Myricetin's high potential for antioxidant 
activity. The detailed interaction maps in Figures 1 and 2 
illustrate how Myricetin fits into the protein binding sites, 
forming critical hydrogen bonds and hydrophobic 

contacts that enhance its binding affinity. This strong 
binding capability, combined with its potential for 
effective free radical neutralization, makes Myricetin a 
promising candidate for further research and 
development in antioxidant therapies. 

 

Table 2. The docking results obtained from interaction of the quercetin, kaempferol, and myricetin ligands with the 
mentioned proteins 

Protein Ligand Docking score Glide hbond Glide emodel 
Glide ligand 

efficiency 
Glide energy 

1HD2 
Quercetin -4.427 0.000 -39.799 -0.201 -32.473 

Kaempferol  -4.324 -0.618 -34.030 -0,206 -27,642 
Myricetin -5.330 -0.312 -39.985 -0.232 -33.166 

1R4U 
Quercetin -5.130 -0.304 -38.596 -0.233 -30.473 

Kaempferol  -5.207 -0.778 -40.067 -0.248 -31.606 
Myricetin -4.363 0.000 -40.203 -0.190 -32.843 

3FZS 
Quercetin -6.953 0.000 -55.423 -0.316 -38.505 

Kaempferol  -7.544 -0.335 -57.252 -0.359 -40.407 
Myricetin -6.895 0.000 -59.023 -0.300 -40.893 

3GRS 
Quercetin -8.206 -0.320 -79.799 -0.373 -54.510 

Kaempferol  -8.206 -0.320 -79.799 -0.373 -54.510 
Myricetin -8.652 -0.297 -71.841 -0.376 -48.929 

 ADME Analysis 
The ADME analysis reveals critical insights into the 

pharmacokinetic profiles of Myricetin, Quercetin, and 
Kaempferol, which are essential for assessing their 
suitability as therapeutic agents. Kaempferol stands out 
with the most favorable pharmacokinetic properties, 
exhibiting the highest human oral absorption rate at 
63.637% and full compliance with Lipinski's Rule of Five, 
indicating excellent potential for effective absorption and 
utilization in the human body. Quercetin shows moderate 
absorption at 51.649%, making it a viable candidate for 
further development. In contrast, Myricetin, despite its 
superior binding affinity in molecular docking studies, has 
the lowest human oral absorption rate at 26.816%, 
highlighting potential limitations in its bioavailability and 
necessitating optimization to harness its therapeutic 
potential fully.  

Moreover, the analysis of molecular properties such as 
dipole moment, hydrogen bond donors and acceptors, 
and partition coefficient (QPlogPo/w) underscores the 

nuanced pharmacokinetic behaviors of these flavonoids. 
Myricetin's high dipole moment (6.539) and maximum 
hydrogen bond interactions contribute to its robust 
binding properties but may also influence its lower 
lipophilicity and absorption. Kaempferol achieves a 
superior pharmacokinetic profile with its favorable 
QPlogPo/w (1.041) and optimal balance of hydrogen 
bonding properties. Quercetin's moderate properties 
align with its satisfactory absorption rates. The 
antioxidant properties of flavonoids derived from natural 
sources, such as dandelion and hibiscus, demonstrate 
their broad applicability in functional foods and 
pharmaceuticals [35]. Their bioavailability and 
pharmacokinetic behaviors warrant further investigation 
to enhance their therapeutic efficacy.The comprehensive 
integration of docking and ADME results underscore the 
importance of Kaempferol and Quercetin as promising 
therapeutic candidates while indicating that enhancing 
Myricetin's pharmacokinetic characteristics could 
significantly improve its therapeutic efficacy. 

 
Table 3. Pharmacokinetic and ADME Parameters of the Investigated Ligands 

Ligand Dipole Mol MW Donor 
HB 

Accpt 
HB 

QPlogPo/w No. of 
meta 

QPlogKhsa Rule of 
Five 

% Human oral absorption 

Quercetin 4.721 302.240 4.000 5.250 0.367 5 -0.343 0 51.649 
Kaempferol  4.456 286.240 3.000 4.500 1.041 4 -0.191 0 63.637 
Myricetin 6.539 318.239 5.000 6.000 -0.299 6 -0489 1 26.816 

Recommended 1–12.5 130–725 0–6 2–20 -2–6.5 1–8 -1.5–1.5 Max 4 > 80% is high 
< 25% is poor 

 

This study investigates the antioxidant properties of 
Myricetin, Quercetin, and Kaempferol, offering a 
comprehensive evaluation through molecular docking and 
ADME (Absorption, Distribution, Metabolism, and 
Excretion) analyses. In the molecular docking analysis, the 
interactions of these flavonoids with four specific 
proteins—1HD2, 1R4U, 3FZS, and 3GRS—were 

meticulously examined. The results indicate that 
Myricetin possesses the highest binding affinity among all 
the tested proteins. Notably, Myricetin achieved shallow 
docking scores of -5.330 with 1HD2 and an impressive -
8.652 with 3GRS, underscoring its robust binding 
properties. These findings strongly suggest that Myricetin 
forms stable interactions with the active sites of these 
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proteins, demonstrating a high potential for antioxidant 
activity. 

Further emphasizing the robustness of these 
interactions, Figure 2 presents a detailed 2D visualization 
of the interactions between the receptor regions of the 
target proteins and the studied compounds. This figure 
highlights the specific binding modes and critical 
interactions, such as hydrogen bonds and hydrophobic 
contacts that these flavonoids form with the proteins. The 
visualization clearly shows the interaction sites and the 
nature of the interactions, providing insights into the 
molecular mechanisms underpinning the high docking 
scores. Such detailed interaction maps are crucial for 
understanding how these compounds stabilize within the 
protein active sites, facilitating their antioxidant action. 
These findings underline the importance of exploring 
structural modifications to flavonoids, such as optimizing 
the hydroxyl group arrangement and enhancing 
pharmacokinetic properties, to develop more potent and 
bioavailable antioxidant therapies. 

The ADME analyses provide crucial insights into the 
pharmacokinetic profiles of Myricetin, Quercetin, and 
Kaempferol. Kaempferol is a promising candidate for 
therapeutic applications, given its favorable 
pharmacokinetic properties, including a high percentage 
of human oral absorption at 63.637% and full compliance 
with Lipinski’s Rule of Five. In contrast, Myricetin, despite 
its superior binding affinity, shows a lower human oral 
absorption rate of 26.816%, indicating potential 
limitations in its bioavailability. Quercetin, with a human 
oral absorption rate of 51.649%, displays moderate 
pharmacokinetic properties. These findings underscore 
the need to optimize Myricetin’s pharmacokinetic 
properties to harness its therapeutic potential fully. The 
comprehensive analysis of docking and ADME results 
underscores the importance of these flavonoids in 
antioxidant therapy, providing valuable information for 
future research.  

Structural modifications to flavonoids, including 
optimizing hydroxyl group positions and enhancing 
phenolic content, are crucial for improving antioxidant 
efficacy, as evidenced by recent findings [25, 36]. Future 
research should focus on these aspects to fully harness 
the therapeutic potential of these compounds. 

 

Conclusion 
 
The comprehensive evaluation of myricetin, quercetin, 

and kaempferol through DFT calculations and molecular 
docking has provided valuable insights into their 
antioxidant properties. Myricetin exhibited the highest 
binding affinity in docking studies, underscoring its robust 
interaction with protein active sites and potential as a 
strong antioxidant agent. Table 1 shows quercetin 
demonstrated the highest antioxidant activity with its 
superior thermodynamic stability and significant dipole 
moment, especially in its diradical form (Qkdr/2). This 
finding emphasizes the critical role of energy stability and 
intramolecular hydrogen bonding in enhancing 

antioxidant efficacy. While showing substantial 
antioxidant potential, kaempferol ranked third due to its 
lower energy stability and dipole moment than quercetin 
and myricetin. In conclusion, quercetin is the most potent 
antioxidant among the three flavonoids studied, followed 
by myricetin and Kaempferol. The study underscores the 
need for further research to optimize the pharmacokinetic 
properties of these compounds, particularly myricetin, to 
exploit their therapeutic potential fully. These findings 
contribute to the ongoing efforts to design new 
antioxidant compounds with enhanced stability and 
efficacy, providing a foundation for future experimental 
and theoretical investigations in antioxidant research. 
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Cancer is a mortal disorder around the world, and according to the World Health Organization (WHO), it is a 
leading cause of death, causing nearly 10 million deaths in 2020. It is commonly treated by chemotherapy, 
radiotherapy, and surgery. However, the undesirable effects of these treatments encouraged clinicians to find 
better therapies, such as photothermal therapy (PTT). PTT has been commonly used for being less harmful to 
the healthy tissues near the cancer cells. However, it is necessary to know that the heat distribution is suitable 
and that the surrounding tissue is not overheated. This work uses Computational Fluid Dynamics (CFD) to model 
the cancer cell and the healthy tissue around it as a 3D model using ICEM CFD, a pre-processing program of 
Ansys Fluent 18.2.  It is found that wall shear stress is high, up to 4600 Pa in the top parts of the cell, and lower 
in others. The highest pressure on the cancer cell goes up to 36000 Pa in the lower parts of the cell. The results 
of this work could guide researchers in optimizing the photothermal therapy of cancer cells, and the modeling 
approach could be applied to investigate alternative therapies. 
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Introduction 
 

Cancer is an uncontrolled failure of abnormal cells that 
can attack and deteriorate normal bodily tissue. In 
addition, cancer also expands all over the body in an 
unpredictable process.  According to the World Health 
Organization (WHO), cancer is a leading cause of death, 
causing nearly 20 million new cancer cases and 09.7 
million deaths in 2022. Moreover, the determined 
number of people who were alive within 5 years following 
a cancer diagnosis was 53.5 million. About 1 in 5 people 
develop cancer in their lifetime [1,2]. However, 
advancements in traditional cancer therapies, such as 
photothermal therapy, have provided a continued 
decrease in cancer death rates since the early 1990s [2], 
[3]. Cancer is commonly cured by chemotherapy, 
radiotherapy, and surgery. Nevertheless, these therapies 
may have undesirable effects on the body, such as 
damaging healthy cells, injuring the patient’s immune 
system, and causing several harmful side effects. As a 
result of these inefficiencies, new effective therapies to 
destroy cancer cells without damaging healthy cells have 
been commonly developed [4-6]. Among other new 
therapies, there has been much interest in cancer 
photothermal therapy because of its minimal adverse 
effects on the healthy cells around the cancer cells.  

Photothermal therapy (PTT) is a well-known method 
for cancer therapy that uses high temperatures generated 
from optical energy to activate cancer cell burn death [7–
11]. Considering other therapies, such as radiotherapy 
and chemotherapy, PTT cancer treatment is very selective 
and minimally invasive because the healing effect of PTT 

cancer treatment occurs only at the sick cell site without 
harming normal tissues [12]. Besides being an effective 
therapy on its own, hyperthermia has also been well 
applied and showed a reduction of tumor size with other 
tumor treatment methods such as chemotherapy and 
radiation with the  [13-16]. Coleman et al. [17] worked on 
regional hyperthermia where tumor cell temperature is 
increased above 42oC for a couple of hours.   

When heating cancer cells, it is essential to know that 
the healthy tissue near them is not harmed. Due to 
hyperthermia, the surrounding tissue and muscles are 
also exposed to heat. Heat distribution affects the PTT 
since too much heat can damage cancer cells and human 
tissue. Therefore, it is essential to examine the suitable 
heat distribution and the effect of heat in PTT so that 
hyperthermia will burn the cancer cells without 
overheating and damaging the surrounding tissues [18].  

This study is different from the literature since it 
addresses the direct effect of temperature both on the 
cancer cell and also on the healthy tissue around the 
cancer cell. This study also carefully considers the change 
of different parameters, such as wall shear stress and 
pressure in PTT. Moreover, the temperature effect is 
comprehensively examined by modeling different 
temperature ranges for the cancer cell and the healthy 
tissue around it.  This study examines the heat effect of 
PTT on the cancer cell. It evaluates the heat distribution 
on the cancer cell and surrounding tissue. It also shows 
the impact of temperature increase, pressure, and wall 
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shear stress on the cancer cell. Furthermore, the healthy 
tissue near the cancer cell is also investigated.   

  

Methods 
 

Model Development and Computational Mesh 
Generation 

A cancer cell and healthy tissues around the cancer cell 
are modeled and meshed as a 3D model using ICEM CFD, 
a preprocessing program of Ansys Fluent 18.2 (a finite 
volume approach). A cancer cell is defined as a spherical 
particle (to reduce the computational time) with a 5 mm 
diameter, which is not the actual size, and the healthy 
tissue around the cancer cell is modeled as a cube with a 
side length of 10 cm. One assumption is that the cancer 
cell is modeled as a spherical particle. This assumption is 
made to simplify the simulations. This assumption might 
not change the results since this study considers the heat 
effect on the cancer cell, and the cancer cell shape is not 
very different than the spherical shape. Another 
assumption, which is using water near the cancer cell, 
does not change the results since the density and viscosity 
values of plasma are close to the values of water.  The 
cancer cell size is not the actual size of a human cell, but 
this work focuses on the heat transfer from the cancer cell 
and the changes in the healthy tissues around the cancer 
cell during photothermal therapy. The illustration of the 
3D model of the cancer cell and the healthy tissue is 
represented in Figure 1.  
 

 
(a) 

 
(b) 

Figure 1. (a) 3D computational model, (b) Meshing of the 
model. In both figures, the cancer cell is shown as a 
spherical particle in the middle, and the healthy tissue 
around the cancer cell is shown as a cube around the 
sphere. 

In Figure 1, the top and one side of the box are not 
displayed to increase the visibility of the cancer cell inside 
the box. Once geometric shapes have been produced, 
meshing proceeded with the formation of hexahedral 
elements throughout the entire geometry. After the 
meshes are constructed, the flow geometries are 
imported into Fluent to solve the incompressible Navier-
Stokes equations. Grid independence of the models is 
tested by refining the temperature at multiple cross-
sectional cuts between a more and less refined simulation 
solution was <3%. The model has approximately 105 524 
cells and 112 520 nodes. Grid-independent analysis for 
temperature is shown in Figure 2. 
 

 

Figure 2. Grid independence analysis for the model. 
 

It can be seen from Figure 2 that temperature values 
are independent of different mesh sizes. Since different 
grid sizes are independent of the results, the medium 
mesh size with 197812 cells is chosen for all simulations 
for modeling the cancer cell.  

 

Flow Simulation   
The finite volume-based Fluent simulator is used to 

model the cancer cells and healthy tissues and solve the 
governing equations in the flow field. The specified 
boundary conditions for the simulations include; the wall 
boundary conditions for the cancer cell and wall boundary 
conditions for the sides of the cube, which are 
representative of the healthy cell, with no-slip boundary 
conditions on the walls. In Ansys Fluent, the second-order 
upwind scheme is applied to discretize the momentum 
and the energy equations, with the SIMPLE algorithm 
utilized for pressure-velocity coupling. The time 
parameters for the simulations are specified as the steady 
state condition. In the case of heat required in 
photothermal therapy, there is one infrared heat source. 
Heating the cancer cell is represented by modeling the cell 
as hot on one side and colder on the other. Different 
temperatures are specified for the hot side of the cancer 
cell to define the more prolonged heating and, therefore, 
to show better the effect of heat transfer to healthy 
tissues around the sick cell. The current temperatures 
used in the model are 20oC for the cold part of the cancer 
cell and 40oC for the hot side. Different variations of the 
temperatures are also tried, such as the hot part of the cell 
being increased up to 80oC to have a bigger difference 
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between the cold and the hot part. Since similar results 
are obtained, only 20oC for the cold side and 40oC for the 
hot side of the cell configuration are presented here for 
simplicity. The simplified model setup schematics are 
shown in Figure 3.  
 

 

Figure 3. The simplified model setup schematics of the 
cancer cell and the healthy tissue around it. 

 
The model parameters for the plasma of healthy 

tissue, such as density, viscosity, specific heat, and 

thermal conductivity, are specified depending on 
temperature. For simplicity, the healthy tissue plasma is 
considered water, and each particular parameter is 
defined for a specific equation, which depends on 
temperature.  
 

Model parameters for the flow simulation   
The density, specific heat, thermal conductivity, and 

dynamic viscosity data of water at different temperatures 
are taken from the literature [19]–[23]. Regression 
analysis determines the best fit for these parameters as a 
temperature function. The resulting formulas are shown 
in Equations 1 to 4, and the regression plots are 
represented in Figure 4.  

 
 

 (1) 

 (2) 

 (3) 

              (4) 
 
 

where ρ is density, cp is the specific heat, k is the 
thermal conductivity, µ is the dynamic viscosity, and T is 
the temperature. 

 

 

Figure 4. Top left: The density of water as a function of temperature; top right: The dynamic viscosity of water as a 
function of temperature; bottom left: Specific heat of the water as a function of temperature; and the bottom right: 
the thermal conductivity of water as a function of temperature. 
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Results and Discussion 
 

Effect of Temperature on Cancer Cells   
Photothermal therapy is represented when the cancer 

cell is heated on one side and cooler on the other. The 
highest temperature is 312 K, while the coldest 
temperature is 294 K. Figure 5 shows the temperature 
contours of the cancer cell.  
 

 

Figure 5. Temperature contours on the cancer cell. 

 
As shown in Figure 5, the side of the cancer cell that is 

heated by an infrared heat source has a high temperature. 
After the heating effect on cancer cells, it is important to 
observe their behavior. The error analysis shows that the 
model shows adequate correctness, which can also be 
seen in the R2 values in Figure 4. The determined R2 values 
are 0.9993 for the density equation, 0.995 for the dynamic 
viscosity equation, 0.9965 for the specific heat 
distribution, and 0.9999 for the thermal conductivity 
distribution. Therefore, more parameters of the cancer 
cell are observed. The change of the wall shear stress on 
the cancer cell is shown in Figure 6.  
 

 

Figure 6. Wall shear stress contours on the cancer cell. 

Figure 6 shows the wall shear stress values distribution 
on the cancer cell. Wall shear stress is high, up to 4600 Pa 
in the top parts of the cell. The value of the wall shear 
stress is lower in the lower parts. The lowest value is 1400 
Pa. Pressure values are also determined on the cancer cell 
and are illustrated in Figure 6.  

It is essential to analyze the wall shear stress profile on 
a cancer cell because it will affect the structure and the 
behavior of cancer cells to the endothelial cells [24]. The 
wall shear stress has been found to be a key component 
for a cancer cell and the endothelial cell in the vicinity of 
the cancer cell in the critical process in the metastatic 
scenario for affecting the cancer cell stiffness and 
adhesion of cancer cells to microvasculature [24].  
 

 

Figure 7. Pressure contours on the cancer cell. 

 
Figure 7 shows the distribution of the pressure values 

stress on the cancer cell. The highest pressure on the 
cancer cell goes up to 36000 Pa in the lower parts of the 
cell. The pressure value is lower on the top parts of the 
cell. The lowest value is 2000 Pa.  

High-pressure values on cancer cells could stimulate 
their proliferation by affecting their stiffness compared to 
surrounding cells [25]–[28]. Pressure changes in cancer 
cells have been found to affect their peripheries, 
perfusion, and the delivery of chemotherapy. The high-
pressure values will also influence the movement of 
cancer cells, if there are any [25]–[28].    

 

Effect of Temperature on Healthy Tissues in the 
Vicinity of Cancer Cells  

As discussed above, the healthy tissue near the cancer 
is modeled using a box around the cancer cell. In addition, 
the heat change around the cancer cell is scrutinized by 
adding more planes inside the box; some are very close to 
the cancer cell, and some are attached to the cancer cell. 
Also, several lines cut through the cancer cell from one 
side of the box to the other are created for a more 
detailed analysis. The plane analyzed here cuts the cancer 
cell at the center, which is presented in Figure 8A. The 
illustration of the plane attached to the cancer cell and the 
line are illustrated in Figure 8. 
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(a) 

 
(b) 

Figure 8. (A) Illustration of the plane, which is attached to 
the cancer cell. The plane cuts the cancer cell at the 
center. (B) The line, created from one side of the box 
to the other, cuts through the cancer cell. 

 
In Figure 8(a), the plane attached to the cancer cell is 

black, and the cancer cell is white in the middle of the 
plane. The line can be seen in Figure 8 (b)—both the plane 
and the line cut through the cancer cell. 

After creating planes very close to the cancer cell, the 
heat effect is analyzed on the cancer cell and the healthy 
tissues surrounding it. The change of temperature on the 
cancer cell and the cut plane (Figure 9) is shown in Figure 
9.  
 

 

Figure 9. Contours of temperature both on the cancer cell 
and the healthy tissue near the cancer cell. 

 

 

Figure 10. The temperature changes on the healthy tissue 
near the cancer cell. 

 
The heat effect during photothermal therapy is 

essential for the healthy cells around the sick cell.  As seen 
in Figure 10, the temperature in the healthy tissues, which 
are very close to the cancer cell, is mostly around 300 K. 
Moreover, the temperature is lower in the colder part of 
the cancer cell, which is about 298 K. The temperature 
effect on the line (shown in Figure 8) can be seen in Figure 
10. The cancer cell is in the middle, where the 
temperature goes up and down in Figure 10.  

After analyzing the temperature changes, the pressure 
variations on the healthy tissues around the cancer cell 
are also determined (Figure 11). 
 

 

Figure 11. Pressure contours the healthy tissue near the 
cancer cell. 
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 As discussed in part 3.1, the pressure effect in the 
cancer cell and its vicinity is essential for changing its 
behavior [25]–[28]. As shown in Figure 11, the pressure 
values of healthy tissue around the cancer cell increase 
away from the cancer cell. Providing a quantitative 
validation for the CFD model is currently not available 
because of the deficiency of the experimental data. 

 

Conclusion 
 
For a deadly illness, there have been alternative 

therapies for cancer treatment, such as photothermal 
therapy. However, it is necessary to know that the heat 
distribution is suitable and that the surrounding tissue is 
not overheated. This work models the cancer cells and the 
surrounding healthy tissue using CFD. The temperature 
distribution of cancer cells and the healthy tissue is 
examined. Current findings show that temperature 
changes occur very near the cancer cell. Moreover, the 
cancer cell and the healthy tissue pressure are also 
affected by the PTT of cancer cells. The wall shear stress 
profile also affects the stiffness and adhesion of cancer 
cells to the microvasculature. Overall, this study concludes 
that the cancer cell and the tissue around it can be 
modeled effectively by using CFD. It has been shown that 
when photothermal therapy is used, the healthy tissue 
around the cancer cell is unaffected, demonstrating 
photothermal therapy’s effectiveness.  The results of this 
work could guide researchers in optimizing the 
photothermal therapy of cancer cells, and the modeling 
approach could be applied to investigate alternative 
therapies.  
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Antioxidants help prevent signs of aging and skin tone inequalities by protecting our skin from free radicals. High 
tyrosinase inhibition has a whitening effect on the skin, while collagenase inhibition has an anti-sagging effect 
on the skin. Antioxidant activity and tyrosinase/collagenase enzyme inhibition capacities have mutually 
supporting effects. The aim of this study was to determine the antioxidant activities, tyrosinase and collagenase 
inhibitory potentials of ethanol extracts of two medicinal plants from Turkey (Smyrnium rotundifolium and 
Euphorbia virgata). In the study, 6 different reference substances and their chemical contents were investigated. 
Myricetin, quercetin and kaempferol were observed in S. rotundifolium extract, and quercetin was observed in 
E. virgata extract. According to the antioxidant capacity results measured by both analyses; S. rotundifolium (IC50 
DPPH•: 4.9±0.15 µg/mL, IC50 ABTS•+: 4.3±0.2 µg/mL) and E. virgata (IC50 DPPH•: 4.6±0.11 µg/mL, IC50 ABTS•+: 
4.1±0.13 µg/mL) extracts were observed to have antioxidant capacities similar to each other. It was determined 
that S. rotundifolium had higher anti-collagenase (27.9±0.13% inhibition) and anti-tyrosinase (11.1±0.14% 
inhibition) activities compared to E. virgata extract. These results showed us that S. rotundifolium can be 
considered as a strong candidate for the management of epidermal hyperpigmentation and skin elasticity and 
deserves further study. 

Keywords: Antioxidant, Collagenase, Euphorbia virgata, Smyrnium rotundifolium, Tyrosinase. 
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Introduction 
 

Enzymes can show their effects outside their natural 
environment when suitable conditions are provided, such 
as laboratory or artificial environments. In this way, 
enzymes and enzyme inhibitors are used in many areas, 
especially in medicine, food and cosmetics industry, 
pesticide production and agriculture industry [1]. 
Tyrosinase enzyme is a copper-containing enzyme that 
catalyzes the oxidation of monophenols and is also 
involved in melanin biosynthesis. It is possible to find 
melanin pigment in many living things (animals, plants, 
fungi, bacteria) in nature, especially animals [2]. In 
humans, melanin plays a very important role in both 
absorbing free radicals and protecting the organism from 
harmful UV rays [3]. It is known that hereditary and 
environmental factors are among the main causes of skin 
color problems. These dermatological events include 
melasma, solar melanosis, ephelides, senile lentigos and 
acne scars [4]. Tyrosinase inhibitors are frequently used in 
the skin care sector, especially as a lightener for blemished 
skin. Skin products containing synthetic tyrosinase 
inhibitors have adverse effects such as redness, itching 
and, in the future, skin cancer [5]. Tyrosinase inhibitors 
have strong antioxidant activity. Because plants that 
receive high amounts of sunlight activate oxygen radicals 
to protect themselves from the sun's harmful rays. 

Therefore, plants need to have strong antioxidant effects 
to protect themselves from damage [6]. Due to health 
concerns regarding synthetic molecules, there has been a 
resurgence of interest in natural products in the 
development of new compounds for the treatment of 
hyperpigmentation. Discovery of new phytochemical 
compounds with similar biological effects, enzyme 
inactivation and antioxidant activity is desirable [3]. 

Collagenases are proteolytic enzymes involved in 
extracellular matrix remodeling and degradation, which 
are responsible for the physiological processes of organ 
development and tissue regeneration, and play a direct 
role in skin aging. Collagenases are also involved in the 
degradation of many matrix and non-matrix proteins, such 
as growth factors, which can control cell growth and 
survival [7,8]. Skin aging is an inevitable biological process 
in the human body and is not only due to increasing age, 
but also due to both chronological and photo-aging. 
Examples of photo-aging include exposure to ultraviolet 
rays, pollution or nicotine. During this aging process, the 
epidermis becomes thinner and blood vessels become 
fewer. It is known that this damage occurs as a result of 
the degradation of elastic fibers, collagen fibers and 
hyaluronic acid, and significant degenerative changes in 
the upper dermal connective tissue. It is thought that this 
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is due to the increased expression of elastase, collagenase 
and hyaluronidase produced in fibroblasts and various 
inflammatory cells [9,10]. 

Oxidative stress occurs as a result of an imbalance 
between free radicals and antioxidants in the human 
body. It is known that this imbalance has important 
consequences on human health. The accumulation of free 
radicals in the body and their high levels due to 
uncontrolled production damage cellular components 
such as lipids, proteins and DNA and can eventually lead 
to neuronal dysfunction and death. According to the 
results of experimental studies, it has been observed that 
oxidative stress accelerates the progression of cancer, 
cardiovascular system diseases, neurological diseases and 
many diseases related to aging [7,11–13]. 

The Smyrnium genus, which belongs to the Apiaceae 
family and has 38 species in the world distribution, is 
represented by 6 taxa in Turkey, including S. 
rotundifolium. It is a biennial herbaceous plant that grows 
in stony places, bushes and forest edges [14]. The roots of 
Smyrnium taxa are often used in the treatment of 
different illnesses as diuretic, depurative and laxative. The 
fruit has carminative and stomachic effects [15]. 

The Euphorbia genus is the genus with the most 
species in the Euphorbiaceae family. Euphorbia species 
contain latex. This genus, which has nearly 2000 species, 
is usually seen in Africa or Madagascar. There are 91 
Euphorbia species growing in Turkey. It has been known 
for many years that it has been used externally to heal 
wounds and skin diseases such as warts and eczema, and 
internally to cure migraines and intestinal parasites 
[16,17]. Studies have shown that Euphorbia species have 
cytotoxic, antitumor, antibacterial, anti-inflammatory and 
anti-HIV activities [18]. Despite the high vitamin C content 
of Smyrium species [14], the lack of evidence for their use 
in skin diseases among the public and the use of the 
aboveground parts of Euphorbia species in eczema and 
warts among the public [16,19] led us to examine these 
plants in terms of dermatological activity. 

The purpose of our study was to determine the 
antioxidant activities and tyrosinase and collagenase 
enzyme inhibition potentials of ethanol extracts of two 
medicinal plants from Turkey (Smyrnium rotundifolium 
and Euphorbia virgata). 

 

Materials and Methods 
 

Plant Materials 
S. rotundifolium and E. virgata plants used in the study 

were collected from the area at coordinates 39°41'40"N, 
37°02'25"E, at an altitude of 1400 m from height, within 
the borders of Sivas İmaret Village between June and July 
2023. The taxonomic description of the collected samples 
was made by Anadolu University Faculty of Pharmacy 
Faculty Member Professor Yavuz Bülent KÖSE. The 
collected plant samples were preserved in the Anadolu 
University Faculty of Pharmacy Herbarium as 
S.rotundifolium (ESSE: 16196), E.virgata (ESSE: 16197). 

 

Preparation of Plant Extract 
In our study, plant extracts prepared from the aerial 

parts of S. rotundifolium and E. virgata were used. The 
samples were first washed with tap water and then with 
pure water to prevent possible contamination, then dried 
on blotting papers, ground in a grinder and 100 grams 
were taken and 1000 ml of ethanol was added. It was kept 
at room temperature in a shaker at 150 rpm for 24 hours. 
At the end of the extraction process, the extract was 
filtered through filter paper, and then the solvent was 
removed in a rotary evaporator at 40°C. The obtained 
extracts was placed in a dark glass bottle and stored at -
20 °C to be used in experimental procedures [20]. 

 

High Pressure Liquid Chromatography (HPLC) 
HPLC analysis was performed using an Agilent 1100 

HPLC system equipped with a UV-DAD detector. Extracts 
of S. rotundifolium and E. virgata were prepared in 
ethanol at a concentration of 10 mg/mL and filtered 
through a 0.22 µm membrane filter. Phenolic reference 
compounds, including quercetin, myricetin, gallic acid, 
kaempferol, rosmarinic acid, and apigenin, were dissolved 
in methanol prior to HPLC analysis. A C18 column (250 x 
4.6 mm, 5 µm) was utilized. The mobile phases consisted 
of Phase A (acetonitrile: distilled water: formic acid 
(10:89:1, v/v)) and Phase B (acetonitrile: distilled water: 
formic acid (89:10:1, v/v)), which were applied using a 
gradient elution. Mobile Phase B was varied from 15% to 
100% over a 40-minute analysis period. The flow rate was 
maintained at 1.0 mL/min, and all samples were injected 
in triplicate. Detection was carried out at 330 nm, with an 
injection volume of 20 µL and a column temperature set 
at 40°C [21]. 

 

Antioxidant Capacity 
Scavenging of DPPH free radical (2,2-Diphenyl-1-

picrylhydrazyl) test 
The total antioxidant capacity of the ethanol extracts 

of S. rotundifolium and E. virgata were determined using 
the DPPH free radical (DPPH•) scavenging method, as 
described by Blois and colleagues [22]. In this method, the 
reaction mixture consisted of 100 μM DPPH• prepared in 
methanol, along with various concentrations of the test 
formulations. After an incubation period of 30 minutes at 
a controlled temperature of 25 ± 2 °C, the absorbance of 
the mixture was measured at a wavelength of 517 nm 
using a UV spectrophotometer (UV-1800, Shimadzu, 
Japan) to assess the scavenging activity of the extract [23]. 
Ascorbic acid, a well-known antioxidant, was used as a 
positive control to compare the efficacy of the extract in 
neutralizing free radicals. The results of the assay were 
expressed as IC50 values (µg/mL), which represent the 
concentration of the extract required to inhibit 50% of the 
DPPH• in the reaction mixture, indicating the antioxidant 
potency of the sample. 

 

2,2'-azino-bis (3-ethylbenzothiazoline-6-sulfonic 
acid) (ABTS•+) Antioxidant Activity 

The antioxidant capacity of the samples was evaluated 
using the ABTS radical (ABTS•+) cation decolorization 
assay, following the protocol described by [24]. In this 
method, a solution of 7 mM ABTS•+ was prepared in water 
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and then mixed with 2.45 mM potassium persulfate to 
generate the ABTS radical cation. This mixture was 
allowed to stand in a dark room at 25°C for 16 hours to 
ensure complete formation of the radical cation before it 
was used in the assay. Subsequently, ethanol was added 
to the reaction mixture, and the absorbance was 
measured at 734 nm at 25°C to determine the extent of 
decolorization, which indicates the scavenging activity of 
the antioxidants in the sample. Each measurement was 
performed in triplicate to ensure accuracy and 
reproducibility of the results. In this assay, ethanol was 
used as the negative control, while Trolox served as the 
positive control to provide a reference for antioxidant 
activity [23]. The results were expressed as IC50 values 
(µg/mL). 

 

Tyrosinase Inhibition 
The in vitro anti-tyrosinase activity of the ethanol 

extracts of S. rotundifolium and E. virgata (20 µg/mL) was 
assessed following the method outlined by Hearing and 
Jimenez [25]. This method first involves evaluating the 
ability of the compounds to inhibit the diphenolase 
activity of tyrosinase, with L-DOPA serving as the 
substrate. Tyrosinase from mushroom origin (E.C. 
1.14.18.1) (30 U, 28 nM) was dissolved in a sodium 
phosphate buffer (pH 6.8, 50 mM), and the test 
compounds were added to the solution, followed by a pre-
incubation period of 10 minutes at room temperature. 
The enzymatic reaction was then initiated by adding 0.5 
mM L-DOPA to the mixture, and the change in absorbance 
at 475 nm was monitored at 37°C. Kojic acid was used as 
a positive control to benchmark the inhibitory effect of 
the extract [26]. 

 

Collagenase Inhibition 
For the evaluation of anti-collagenase activity, the 

ethanol extracts of S. rotundifolium and E. virgata (20 
µg/mL) was initially dissolved in ethanol. The enzyme 

inhibition assay was conducted according to the 
manufacturer's instructions provided in the “Collagenase 
Activity Assay Kit (Colorimetric, Abcam 196999).” The 
inhibition of collagenase by the test substances was 
measured kinetically using a multi-mode microplate 
reader (SpectraMax i3) at 345 nm and 37°C. The degree of 
enzyme inhibition by the extract was calculated by 
comparing it against the standards included in the kit. The 
results were expressed as the percentage of inhibition, 
and the mean inhibition values were calculated for the 
samples. All assays were conducted in duplicate to ensure 
reliability and reproducibility of the data [26]. 

 

Results and Discussion 
 

High Pressure Liquid Chromatography (HPLC) 
Six different reference compounds which includes 

quercetin, myricetin, gallic acid, kaempferol, rosmarinic 
acid, and apigenin, were used for phytochemical analysis 
of S. rotundifolium and E. virgata. As a result, Table 1 
represents the retentions times of the standard 
compounds based on the related HPLC chromatogram. 

 
Table 1. Retention times of the standard compounds  

Reference compounds tR 

Gallic acid 3.748 

Rosmarinic acid 9.576 

Myricetin 10.425 

Quercetin 14.324 

Apigenin 16.998 

Kaempferol 18.342 

 
According to the HPLC chromatogram of S. 

rotundifolium (Figure 1), myricetin, quercetin and 
kaempferol standards were present in the extract.  

 

 

Figure 1. HPLC chromatogram of S. rotundifolium ethanol extract (1. myricetin tR: 10.610, 2. quercetin tR: 14.364, 3. 
kaempferol tR: 18.397) 
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Figure 2. HPLC chromatogram of E. virgata ethanol extract (1. quercetin tR: 14.090) 
 
According to the HPLC chromatogram of E. virgata 

(Figure 2), the ethanolic extract was found to contain only 
quercetin among the standards analyzed. 

In 1984 and 1985, Goren et al. examined the 
phytochemistry of S. rotundifolium and isolated 

sesquiterpene lactones such as -selinene, germacrone, 
and furodiene  from the fruits. They also isolated oxepine 
derivatives such as smyrnicordiolide, and 
isosmyrnicordiolide from the roots of the S. rotundifolium 
[27,28].  

Previous studies on Euphorbia genus showed that they 
contain phenolic compounds and flavonoids such as 
myricetin, rutin, kaempferol, and quercetin [29]. Our HPLC 
results supported the literature. 

 

Antioxidant Capacity 
ABTS•+ antioxidant activity tests 
The antioxidant capacity of the ethanolic extracts of S. 

rotundifolium and E. virgata was investigated using DPPH• 
and ABTS•+ antioxidant assays. Based on the results of 
these analyses, S. rotundifolium and E. virgata extracts 
demonstrated similar antioxidant capacities as measured 
by both assays. The S. rotundifolium extract exhibited 
antioxidant capacity with the IC50 values of 4.9±0.15 
µg/mL and 4.3±0.2 µg/mL for the DPPH• and ABTS•+ 
assays, respectively. Similarly, the E. virgata extract 
showed antioxidant capacity with the IC50 values of 
4.6±0.11 µg/mL and 4.1±0.13 µg/mL for the DPPH• and 
ABTS•+ assays. Detailed results were given in Table 2.  

 
Table 2. DPPH• and ABTS•+ assay results of the S. 

rotundifolium and E. virgata ethanolic extracts  

 S. rotundifolium  E. virgata  Positive control 
IC50 (µg/mL) 

DPPH• 4.9±0.15 4.6±0.11 0.002±0.0001 
(Ascorbic acid) 

ABTS•+ 4.3±0.2 4.1±0.13 0.01±0.0001 
(Trolox) 

The antioxidant capacity of both extracts may be 
related to the phenolic compounds they had according to 
the HPLC analysis results. 

A previous study reported the antioxidant activities of 
47 different Mediterranean plant species extracts, which 
one of them was the leaves of S. rotundifolium. According 
to the results, S. rotundifolium extract exhibited a low 
antioxidant capacity compared to other extracts with the 
value of 152.4 µg ascorbic acid equivalent per 1 g of 
extract (total water-soluble antioxidant activity) [30]. 

 

Tyrosinase and Collagenase Inhibition 
Tyrosinase and collagenase enzyme inhibition 

capacities of the S. rotundifolium and E. virgata ethanolic 
extracts were investigated. According to the results, S. 
rotundifolium extract showed 11.1±0.14% inhibition on 
tyrosinase enzyme, and 27.9±0.13% inhibition on 
collagenase enzyme. On the other hand, E. virgata extract 
exhibited 8.9±0.18% inhibition on tyrosinase enzyme, and 
8.1±0.1% inhibition on collagenase enzyme. Based on the 
results, S. rotundifolium was found to have higher anti-
collagenase and anti-tyrosinase activity compared to E. 
virgata extract. Kojic acid and quercetin were used as 
positive standards for anti-tyrosinase activity and anti-
collagenase activity, respectively (Table 3). 

 

Table 3. Anti-tyrosinase and anti-collagenase results of the 
S. rotundifolium and E. virgata ethanolic extracts  

 
S. 

rotundifolium 
E. virgata 

Positive 
control 

% inhibition 

 ATA* 11.1±0.14 8.9±0.18    98.9±0.002 
(Kojic acid) 

ACA** 27.9±0.13 8.1±0.1 91.4±0.007 
(Quercetin) 

*Anti-tyrosinase activity 
** Anti-collagenase activity  
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Although the medicinal potential of plants in Turkey is 
important, the knowledge in this area and the studies on 
these plants are limited. Since antioxidant and enzyme 
inhibition studies on S. rotundifolium and E. virgata 
species are quite limited, studies on different species are 
also included. 

Flavonoids are secondary metabolites that exhibit 
pharmacological activities in many areas including 
antioxidant, antimicrobial, spasmolytic, diuretic, capillary 
protection, cytostatic, etc. The source of most of these 
activities is quercetin, the most important flavonol known. 
In addition to quercetin, kaempferol and myricetin are 
also common flavonoids in plants responsible for the 
activities. If we look at our HPLC results, we can see that 
our plants contain myricetin, rutin, kaempferol and 
quercetin, which are responsible for antioxidant activity 
[31]. 

In a study, antioxidant and antimicrobial activities of 6 
different Smyrnium were investigated. The antioxidant 
properties of methanol extracts were examined by DPPH• 
scavenging method. S. olusatrum indicated the strongest 
radical scavenging activity at a concentration of 1.08 
mg/mL (96.75 ± 0.47%). The DPPH• scavenging activity of 
the extract belonging to the S. rotundifolium species was 
observed as 96.15 ± 0.00% at a concentration of 0.99 
mg/mL [32]. In a study conducted on several Smyrnium 
species, it was determined that S. olansatrum had low 
inhibitory potential against acetylcholinesterase, 
butyrylcholinesterase and tyrosinase enzymes [33]. In a 
different study, it was determined that the methanol 
extract of S. cordiifolium had good tyrosinase inhibition 
potential (137.54 mg kojic acid equivalent/g extract) [3].  

In a recent study conducted with the species S. 
connatum, acetylcholinesterase, butylcholinesterase, 
tyrosinase inhibition and antioxidant activities of the 
prepared plant extracts were investigated. It was 
observed that the aerial parts of S. connatum were 
generally more active in terms of antioxidant activity 
determination. The aerial parts and roots of S. connatum 
showed high inhibitory activity against both 
cholinesterase enzymes. All extracts showed moderate 
inhibitory activity against tyrosinase (54.87% and 44.31%). 
As a result of the findings, it was determined that the 
biological activity of the aerial parts of S. connatum was 
generally more active than the roots of S. connatum [15]. 
In a study conducted with leaf extracts of the species S. 
rotundifolium, the total phenol content was found to be 
157.3 mg GAE/g extract and exhibited low antioxidant 
activity [30]. In a different study investigating its chemical 
content, kaempferol, kaempferol 3-β-D-galactoside, 
kaempferol 3-methyl ether 7-β-D-glucoside and 
kaempferol 3-diglucoside were found in its content [34]. 

Since no research on antioxidant and enzyme activity 
was found in our literature search for the E. virgata 
species, our study is the first in this sense. In a previous 
study; quercetin-3-O-glucoside, kaempferol, kaempferol-
3-O-glucoside, kaempferol-3-rutinoside and rutin 
flavonoids were isolated from E. virgata [35]. In another 
study conducted to investigate the wound healing effect 

of aerial parts of some Euphorbia species, hexane, ethyl 
acetate and methanol solvents were used. The results 
showed that aerial parts of E. characias have wound 
healing and anti-inflammatory activities in different 
models [16]. Antimicrobial effects of methanol extracts 
and latex of some Euphorbia species used for medical 
purposes in Turkey were investigated. The results showed 
that the extracts of Euphorbia species inhibited the 
growth of the tested microorganisms at different rates. In 
addition, the MIC (Minimum Inhibitor Concentration) 
values of the extracts were determined as 31.2-1000 µg 
[36].  

It has been reported that quercetin, kaempferol and 
ellagic acid isolated from the distillation water formed 
during the extraction of essential oil from Rosa 
damascena flowers inhibited tyrosinase enzyme 10 times 
more strongly than the control group kojic acid (56.1 μM) 
[37]. In the study investigating the tyrosinase enzyme 
inhibition of quercetin, a flavonoid compound with 
potential as a skin-lightening agent; it was concluded that 
quercetin compounds obtained by maceration from 
Moringa oleifera L. leaves could be potential skin-
lightening agents [38]. Among the plants in our study, the 
presence of myricetin, quercetin and kaempferol in S. 
rotundifolium and quercetin in E. virgata support our 
tyrosinase inhibition results. 

 

Conclusion 
 
The cosmetics sector is showing significant growth, 

especially in skin aging. For this reason, it is known that 
studies on natural products that prevent aging and 
pigmentation are popular research areas. Our work; it was 
targeted to define whether it can be used in 
dermatological diseases caused by the differentiation of 
melanin pigment in the skin, in neurological diseases and 
in the food/cosmetics sector with the anti-tyrosinase 
activity test; and in the content of topical formulations 
prepared for anti-wrinkle and skin aging with the anti-
collagenase activity test. Since it is known that oxidative 
stress plays a role in degenerative processes associated 
with aging, the antioxidant activity of the extracts was also 
examined in our study. 

According to the results, S. rotundifolium was found to 
have higher anti-collagenase and anti-tyrosinase activity 
compared to E. virgata extract. S. rotundifolium can be 
considered as a strong candidate for the development of 
plant-derived products for the management of 
hyperpigmentation and skin aging, which deserves further 
study. To the best of our knowledge, this study can be 
considered as the first report from Turkey investigating 
the antioxidant, anti-tyrosinase and anti-collagenase 
inhibitory effects of S. rotundifolium and E. virgata. 

 

Conflicts of interest 
 

No conflicts of interest have been declared by the 
authors. 

 

Acknowledgment 
 
We would like to thank Prof. Dr. Yavuz Bülent KÖSE for 

identifying the plant. 



Cumhuriyet Sci. J., 45(4) (2024) 756-762 

761 

References 
 

[1] Yan W., J Jiang L., Zhixiang W.S., Suying T., Comparative 
Study of Anti-inflammatory Effect of Rosa laevigata Root 
and Stem., Modern Chinese Medicine, 3 (2010). 

[2] Bilgin Sökmen B., Yılmazoglu B., Tirozinaz Enziminin 
Giresun Yöresinde Yetişen Yenilebilir Kanlıca Mantarından 
(Lactarius salmonicolor) Saflaştırılması ve 
Karakterizasyonu, Karadeniz Fen Bilimleri Dergisi, 8 (2018) 
10–23. 

[3] Zengin G., Mahomoodally M.F., Picot-Allain C.M.N., 
Cakmak Y.S., Uysal S., Aktumsek A., In Vitro Tyrosinase 
Inhibitory and Antioxidant Potential of Consolida 
orientalis, Onosma isauricum and Spartium junceum from 
Turkey, South African Journal of Botany, 120 (2019) 119–
123.  

[4] Trivedi M.K., Yang F.C., Cho B.K., A Review of Laser and 
Light Therapy in Melasma, Int. J. of Women’s Dermatology, 
3 (2017) 11–20. 

[5] Pillaiyar T., Manickam M., Namasivayam V., Skin 
Whitening Agents: Medicinal Chemistry Perspective of 
Tyrosinase Inhibitors, Journal of Enzyme Inhibition and 
Medicinal Chemistry, 32 (2017) 403–425.  

[6] Masuda T., Yamashita D., Takeda Y., Yonemori S., 
Screening for Tyrosinase Inhibitors Among Extracts of 
Seashore Plants and Identification of Potent Inhibitors 
from Garcinia subelliptica, Biosci Biotechnology Biochem., 
69 (2005) 197–201.  

[7] Silva R.M.G. da, Alves C.P., Barbosa F.C., Santos H.H., Adão 
K.M., Granero F.O., Antioxidant, Antitumoral, 
Antimetastatic Effect and Inhibition of Collagenase 
Enzyme Activity of Eleutherine bulbosa (Dayak onion) 
Extract: In Vitro, In Vivo and In Silico Approaches, Journal 
of Ethnopharmacol, 318 (2024) 117005.  

[8] Freitas-Rodríguez S., Folgueras A.R., López-Otín C., The 
Role of Matrix Metalloproteinases in Aging: Tissue 
Remodeling and Beyond, Biochimica et Biophysica Acta 
(BBA) - Molecular Cell Research, 1863(11) (2017) 2015–
2025.  

[9] Lee K.K., Cho J.J., Park E.J., Choi J.D., Anti‐Elastase and Anti‐
Hyaluronidase of Phenolic Substance from Areca catechu 
as a New Anti‐Ageing Agent, Int. J. Cosmet. Sci., 23 (2001) 
341–346. 

[10] Farage M.A., Miller K.W., Elsner P., Maibach H.I., 
Characteristics of the Aging Skin, Adv. Wound Care (New 
Rochelle), 2 (2013) 5–10. 

[11] Pilipović K., Jurišić Grubešić R., Dolenec P., Kučić N., Juretić 
L., Mršić-Pelčić J., Plant-Based Antioxidants for Prevention 
and Treatment of Neurodegenerative Diseases: 
Phytotherapeutic Potential of Laurus nobilis, Aronia 
melanocarpa, and Celastrol, Antioxidants, 12 (2023). 

[12] Negreanu-Pirjol B.S., Oprea O.C., Negreanu-Pirjol T., 
Roncea F.N., Prelipcean A.M., Craciunescu O., Health 
Benefits of Antioxidant Bioactive Compounds in the Fruits 
and Leaves of Lonicera caerulea L. and Aronia melanocarpa 
(Michx.) Elliot, Antioxidant, 12 (2023). 

[13] Turkoglu A., Duru M.E., Mercan N., Kivrak I., Gezer K., 
Antioxidant and Antimicrobial Activities of Laetiporus 
sulphureus (Bull.) Murrill, Food Chem., 101 (2007) 267–
273. 

[14] Mungan F., Yıldız K., Kılıç M., Kuh M., A Morphological 
Study of Smyrnium (Apiaceae) from Turkey, Biological 
Diversity and Conservation, 8 (2015) 54–59. 

[15] Ayaz F., Eruygur N., Doğru T., Bağcı Y., Doğu S., Biological 
Activities of the Methanol Extracts of Smyrnium connatum 

Boiss. and Kotschy, Kahramanmaraş Sütçü İmam 
Üniversitesi Tarım ve Doğa Dergisi, 25 (2022) 1216–1224. 

[16] Özbilgin S., Küpeli Akkol E., Süntar İ., Tekin M., Saltan İşcan 
G., Wound-Healing Activity of Some Species of Euphorbia 
L., Records of Natural Products, 13 (2018) 104–113. 

[17] Tang Q., Su Z., Han Z., Ma X., Xu D., Liang Y., LC–MS Method 
for Detecting Prostratin in Plant Extracts and Identification 
of a High-Yielding Population of Euphorbia fischeriana, 
Phytochem. Lett., 5 (2012) 214–218. 

[18] Rojas-Jiménez S., Valladares-Cisneros M.G., Salinas-
Sánchez D.O., Pérez-Ramos J., Sánchez-Pérez L., Pérez-
Gutiérrez S., Anti-Inflammatory and Cytotoxic Compounds 
Isolated from Plants of Euphorbia Genus, Molecules, 29 
(2024) 1083. 

[19] Sarı A.O., Oğuz B., Bilgiç A., Tort N., Güvensen A., Şenol 
S.G., Ege ve Güney Marmara Bölgelerinde Halk İlacı Olarak 
Kullanılan Bitkiler, A.A.R.I., 20 (2010) 1–21. 

[20] Mata A.T., Proença C., Ferreira A.R., Serralheiro M.L.M., 
Nogueira J.M.F., Araújo M.E.M., Antioxidant and 
Antiacetylcholinesterase Activities of Five Plants used as 
Portuguese Food Spices, Food Chem., 103 (2007) 778–786. 

[21] Okur M.E., Ayla Ş., Karadağ A.E., Çiçek Polat D., Demirci S., 
Seçkin İ., Opuntia ficus indica Fruits Ameliorate Cisplatin-
Induced Nephrotoxicity in Mice, Biol. Pharm. Bull., 43 
(2020) 831–838. 

[22] Blois M.S., Antioxidant Determinations by the Use of a 
Stable Free Radical, Nature, 181 (1958) 1199–1200. 

[23] Karakaş N., Karadağ A.E., Yılmaz R., Demirci F., Okur M.E., 
In Vitro Cytotoxicity Evaluation of Marrubium vulgare L. 
Methanol Extract, Journal of Research in Pharmacy, 23 
(2019) 711–718. 

[24] Re R., Pellegrini N., Proteggente A., Pannala A., Yang M., 
Rice-Evans C., Antioxidant Activity Applying an Improved 
ABTS Radical Cation Decolorization Assay, Free Radic. Biol. 
Med., 26 (1999) 1231–1237. 

[25] Hearing V.J., Jiménez M., Mammalian Tyrosinase—The 
Critical Regulatory Control Point in Melanocyte 
Pigmentation, International Journal of Biochemistry, 19 
(1987) 1141–1147. 

[26] Şahin D., Çağlar E.Ş., Boran T., Karadağ A.E., Özhan G., 
Üstündağ Okur N., Development, Characterization of 
Naringenin-Loaded Promising Microemulsion 
Formulations, and Demonstration of Anti-Aging Efficacy by 
In Vitro Enzyme Activity and Gene Expression, J. Drug Deliv. 
Sci. Technol., 84 (2023) 104422. 

[27] Gören N., Ulubelen A., Jakupovic J., Bohlmann F., Grenz M., 
Sesquiterpene Lactones from the Fruits of Smyrnium 
rotundifolium, Phytochemistry, 23 (1984) 2281–2284. 

[28] Gören N., Ulubelen A., Oxepine Derivatives from the Roots 
of Smyrnium rotundifolium, Phytochemistry, 24 (1985) 
3051–3052. 

[29] Rozimamat R., Kehrimen N., Aisa H.A., New Compound 
from Euphorbia alatavica Boiss., Nat. Prod. Res., 33 (2019) 
380–385. 

[30] Kaçar D., Bayraktar O., Erdem C., Alamri A.S., Galanakis 
C.M., Antioxidant and Antimicrobial Activities of Plants 
Grown in the Mediterranean Region, JSFA Reports, 2 
(2022) 452–461. 

[31] Kulevanova S., Stefova M., Panovska T.K., Stafilov T., HPLC 
Identification and Determination of Myricetin, Quercetin, 
Kaempferol and Total Flavonoids in Herbal Drugs, 
Macedonian Pharmaceutical Bulletin, 48 (2002) 25–30. 

[32] Ersin M., Ergönül B., Kalyoncu F., Proximate Composition, 
Antimicrobial and Antioxidant Activities of Six Wild Edible 
Celeries (Smyrnium L.), Afr. J. Pharm. Pharmacol, 6 (2012). 



Cumhuriyet Sci. J., 45(4) (2024) 756-762 

762 

[33] Orhan I., Tosun F., Skalicka-Woźniak K., Cholinesterase, 
Tyrosinase Inhibitory and Antioxidant Potential of 
Randomly Selected Umbelliferous Plant Species and 
Chromatographic Profile of Heracleum platytaenium Boiss. 
and Angelica sylvestris L. var. sylvestris, Journal of the 
Serbian Chemical Society, 81 (2016) 357–368. 

[34] Ulubelen A., Abdolmaleky H., Mabry T.J., Flavonoid 
Glycosides from Smyrnium perfoliatum, Smyrnium 
creticum and Smyrnium rotundifolium, J. Nat. Products, 45 
(1982) 507. 

[35] Jassbi A.R., Chemistry and Biological Activity of Secondary 
Metabolites in Euphorbia from Iran, Phytochemistry, 67 
(2006) 1977–1984. 

[36] Kirbag S., Erecevit P., Zengin F., Guvenc A., Antimicrobial 
Activities of Some Euphorbia Species, African Journal of 
Traditional Complementary and Alternative Medicines, 10 
(2013). 

[37] Solimine J., Garo E., Wedler J., Rusanov K., Fertig O., 
Hamburger M., Tyrosinase Inhibitory Constituents from a 
Polyphenol Enriched Fraction of Rose Oil Distillation 
Wastewater, Fitoterapia, 108 (2016) 13–19. 

[38] Laksmiani N.P.L., Widiantara I.W.A., Pawarrangan 
A.B.S., Potency of Moringa (Moringa oleifera L.) Leaves 
Extract Containing Quercetin as a Depigmentation Agent 
Inhibiting the Tyrosinase Enzyme Using In-Silico and In-
Vitro Assay, Pharmacia, 69 (2022) 85–92. 

 

 
 
 
 
 
 



763 

  

Cumhuriyet Science Journal 

Cumhuriyet Sci. J., 45(4) (2024) 763-768 
DOI: https://doi.org/10.17776/csj.1572205 

 

 

│  csj.cumhuriyet.edu.tr  │ Founded: 2002 ISSN: 2587-2680    e-ISSN: 2587-246X Publisher: Sivas Cumhuriyet University 

 

Sensitive Analysis of Epilepsy Drug, Phenobarbital, Based on Column Type Solid 
Phase Extraction and HPLC-DAD System 

Halil İbrahim Ulusoy 1,a,*, Seren Kilit Bülbül1,b, Ümmügülsüm Polat 1,c, Esra Durgun 1,d, Aslıhan Gürbüzer 2,e, Elif Tümay Özer 3,f, Bilgen 
Osman 3,g 

1 Department of Analytical Chemistry, Faculty of Pharmacy, Sivas Cumhuriyet University, 58140 Sivas, Türkiye 
2 Department of Plant and Animal Production, Vocational School of Technical Services, Sivas Cumhuriyet University, 58140 Sivas, Türkiye  

3 Department of Chemistry, Faculty of Arts and Science, Bursa Uludag University, 16059 Bursa, Türkiye 

*Corresponding author  

Research Article ABSTRACT 
 

History 
Received: 23/10/2024 
Accepted: 19/12/2024 
 
 
 
 
 
 

 

 
This article is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 
International License (CC BY-NC 4.0) 

An analytical approach has been developed for the sensitive determination of Phenobarbital, which is used as 
an antiepileptic drug molecule. The analysis of this active molecule, which has a very limited study even for its 
direct determination in the literature review, is mostly done with highly complex device systems such as LC-MS. 
In analysis with conventional HPLC systems, the limit of detection cannot be in most cases lower than 1 µg mL-1 
With this study, a separation and preconcentration method based on solid phase extraction (SPE) was developed 
for trace phenobarbital molecules, so that even very low concentrations could be monitored. In the proposed 
method, the target molecules were enriched with column type SPE method, and then their analysis were carried 
out by with the HPLC-DAD system. As an SPE sorbent, a polymeric material, poly(ethylene glycol dimethacrylate-
N-methacryloyl-L-tryptophan methyl ester) [poly(EGDMA-MATrp)], was used in extraction experiments. 
Experimental variables such as pH of medium, type and amount of desorption solvent, electrolyte effect have 
been studied and optimized step by step. The linear working range under the optimized conditions were 
determined in the range of 10.00-400.00 ng mL-1 with the limit of detection as 3.57 ng mL-1. Quantitative results 
were obtained in recovery experiments with the help of model solutions including phenobarbital molecule.  
 
Keywords: Phenobarbital, Solid phase extraction, HPLC, Analytical method development. 
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Introduction 
 

Phenobarbital (5-ethyl-5phenyl-1,3-diazinan-2,4,6-
trione), as a barbiturate, is a hypnotic drug substance 
derived from barbituric acid. It is the oldest anticonvulsant 
drug still used today. Although it has hypnotic and 
sedative properties, it is not used for these effects today, 
benzodiazepines are preferred for this purpose[1]. 
Phenorbarbital, partial and is a general central nervous 
system depressant used in the control and treatment of 
generalized epilepsy disease [2–4]. Molecular formula of 
phenobarbital was given in Figure 1. 

 

Figure 1. Chemical structure of phenobarbital 

The degradation products of phenobarbital at high pHs 
are diethylmalonuric acid, diethylacetylurea, diethyl 
acetic acid, ammonia and carbonate, respectively. 
Barbituric acid derivatives are sufficiently acidic due to the 
nitrogens attached to the carbonyl group in their 
structures from two directions and the hydrogens in the -
CH2 group, and they form salts with alkalis. If the pH of the 
aqueous solutions of these salts falls below a certain 
value, the barbituric acid part precipitates in non-ionized 
form[5]. Injection solutions are prepared with organic 
solvents such as dimethylformamide, dimethylacetamide 
and propylene glycol to increase the solubility and stability 
of barbituric acid derivatives. Phenobarbital is a drug that 
stabilizes the work of the brain and nervous system and 
shows its function[6]. It is used in convulsions in grand mal 
epilepsy and other types of epilepsy , continuous 
treatment of eclampsia and spastic conditions, combined 
treatment of whooping cough, persistent insomnia, 
chorea minor, angina pectoris , hyperthyroidism and 
tensions in the climacterium[7,8]. 

The analysis of food, biological, pharmaceutical and 
environmental samples is the most important application 
area of solid phase extraction methods [9-11]. Especially 
in biological samples, SPE based methods are widely used 
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for the enrichment of organic molecules and trace heavy 
metals found mostly in water at µg/L and less [12–14]. 
Level of target molecules in biological samples is generally 
lower than detection limit of conventional analysis 
system. So, easy applicable and effective sample pre-
treatment procedures are valuable for trace analysis of 
drug molecules. Use of new and useful adsorbents in 
extraction procedures presents new ways for this 
challenges.  

 The aim of the presented study is to develop a HPLC 
based determination method after a sample preparation 
procedure with a solid phase extraction method for the 
sensitive and selective determination of phenobarbital 
molecules that are present at trace levels in real samples 
and cannot be directly analyzed by classical determination 
devices.  

 

Material Methods 
 

Chemicals and Reagents 
All reagents used during the experiments were of 

analytical purity and purchased from Sigma or Merck. All 
solutions used were prepared with ultrapure water with a 
resistivity of 18.2 M Ω obtained from ELGA Pure Lab Flex 
III device.  

For pH 2.0-11.0 Britton Robinson (BR) buffer, a stock 
BR solution containing H₃BO₃, H₃PO₄ and CH₃COOH acids 
was prepared to contain 0.05 M each. 0.1 M NaOH was 
added dropwise by checking with a pH meter in the 
appropriate pH ranges according to the acidity constants 
and adjusted to the desired pH. 

Phenobarbital stock solution; 50 mg of phenobarbital 
supplied by Sigma Aldrich was weighed and put into a 
volumetric flask and dissolved with some methyl alcohol 
to make up to 50 ml and transferred to a brown bottle and 
stored in the refrigerator at +4ºC. 

 

Instrumentation 
 
In all chromatographic measurements, Shimadzu 

(Prominence) HPLC (Kyoto, Japan) device was used. The 
HPLC device used has LC 20 AD quaternary pump, SPD-
M20 A PDA detector, DGU-20A vacuum degasser and CTO-
10 AS VP column oven equipment. All separations and 
determinations were performed on reverse phase C18 
column (C18, 250 mm×4.6 mm, 5μm). Evaluation of 
chromatograms was done via LC Solution 2.0 software. 
The following devices were used during the optimization 
experiments; pH meter (pH-2005, JP Selecta , Barcelona, 
Spain ), Vortex ( Jeotech , Korea ), Ultrasonic Water Bath 
(SK521 0HP), Shaker ( WhyShake SHO-2D). 

 

HPLC Determination Conditions for the 
Phenobarbital Analysis 

Before proceeding to the SPE experiments, the 
parameters of direct determination were optimized for 
Phenobarbital molecule by HPLC-DAD. For this purpose, 
based on literature information, Luna Omega C-18 column 
was selected as the stationary phase and the ideal eluent 

composition was investigated to enable conditions for 
determination. Many experiments were conducted in 
isocratic and gradient elution modes with aqueous 
solutions containing buffers at different pHs of organic 
eluent phases such as methanol, ethanol and acetonitrile 
and different eluent phase compositions. Experiments 
were continued until good peaks were obtained for 
phenobarbital. As a result of the experiments, the most 
ideal mobile phase conditions were obtained with 
methanol and pH 3.0 phosphate buffer eluents. The ideal 
HPLC operating conditions obtained after optimization 

were given in Table 1. The chromatogram obtained for 3 

different Phenobarbital concentrations under the 
optimized working conditions was also shown in Figure 2. 

 
Table 1. HPLC operating conditions 

Parameter Value  

HPLC Mode Isocratic 

Eluent 
Methyl Alcohol: pH 3.00 Phosphate 
Buffer (70:30) 

Eluent Flow Rate 1 mL/min 
Run Time 12 min 

Column 
C18- Luna Omega (250 mm×4.6, 5.0 
μm ) 

Column Temperature 30⁰ C 
Injection Volume 10 μL 

 

 

Figure 2. The standard chromatogram of Phenobarbital 
before SPE   

 
The obtained calibration graph on the HPLC-DAD 

system with the help of standard solutions prepared at 5 
different concentrations (2, 5, 10, 20 and 50 µg mL-1) was 
given in Figure 3. 

 

 

Figure 3. Calibration graph obtained for phenobarbital 
molecules before SPE ( R2: 0.9968) 
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As seen in Figure 4, the spectrum taken from the DAD 

detector of the HPLC device for phenobarbital molecules 
and the maximum absorption wavelength was 

determined as 199 nm for further studies. Under 
optimized HPLC conditions, Table 2 shows direct 
determination parameters before SPE for phenobarbital 
molecules. 
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Figure 4. UV-VIS Spectrum obtained in DAD Detector for Phenobarbital 

 
Table 2. Direct analysis results by HPLC  

Parameter Value 

Retention Time, min 4.25 
Maximum absorption wavelength, λ 199 nm 

Calibration Range 2.0-50.0 μg mL -1 
Limit of Detection, LOD 0.57 μg mL -1 
RSD  % (for 5.0 μg mL -1) 3.47 

R2 0.9968 
Number of repetitions 3 

 

 Synthesis and Characterization of the Used Solid 
Phase Sorbent [poly(EGDMA-MATrp)] 

Synthesis of the used polymeric sorbent was carried 
out by using N-methacryloyl-L-tryptophan methyl ester 
(MATrp) and (EGDMA) as a monomer and a cross-linker, 
respectively. The sorbent microbeads were synthesized by 
suspension polymerization technique. The details about 
synthesis and characterization of used adsorbent in SPE 
are available in our previous studies[15,16]. Briefly, a 200 
mg of poly (vinyl alcohol) (PVA) was dissolved in 50 mL of 
the deionized water and then the dispersion phase was 
prepared by means of an organic phase including MATrp 
(4 mL), EGDMA (5 mL), toluene (10 mL) and PVA solution. 
After that, 100 mg of (AIBN) was transferred to the 
polymerization mixture. Polymerization was performed at 
85 °C for 8 h with a  600  rpm  stirring  rate. The final 
product was washed with ethanol and water in order to 
remove unreacted chemicals and then dried at 50°C in a 
vacuum oven.   

  

The Proposed Solid Phase Extraction Method 
A solid phase extraction based separation and 

preconcentration method was developed for 

Phenobarbital molecules, which are found at trace levels 
in real samples and are difficult to determine due to the 
complex matrix of the sample. At the beginning of the 
experimental studies, preliminary experiments were 
carried out regarding all the parameters that will provide 
quantitative transition of the relevant substance to the 
rich phase. The main goal in solid phase extraction 
experiments is to create ideal experimental conditions 
that will provide the transition of analyte species to the 
solid phase with the highest possible efficiency. 

200 mL of poly(EGDMA-MATrp) microbeads were 
weighed in a 1 mL empty SPE cartridge using an upper frit 
and a lower frit to prevent the leakage of adsorbent from 
the SPE cartridge. Prior to extraction, the cartridge packed 
with poly(EGDMA-MATrp) microbeads was 
preconditioned with 3 mL of methanol and then with 3 mL 
of water. The pH of samples was adjusted a value of 4.0 
using Britton-Robinson Buffer solutions. The sample 
solution (50 mL) was passed through the cartridge at a 
flow rate of 0.75 mL min−1. Then, 500 µL of ACN:MeOH 
(1:1) mixture was used to elute the analytes retained on 
the cartridge. The eluent solution was filtered through a 
0.45 μm membrane, and 10 µL of the solution were 
injected into the HPLC-PDA system for analysis.   

 

Results and Discussion 
 

pH effect 
The pH of the medium is a very important parameter, 

as it affects the interaction of the analyte with the solid 
phase and the reactions between species. Two milliliters 
(2 mL) of Britton-Robinson (BR) buffer in the range of pH 
2–10 was added to all tubes containing phenobarbital, 
and their volumes were adjusted to 50 mL with ultrapure 
water. The prepared solutions were then filtered using an 



Cumhuriyet Sci. J., 45(4) (2024) 763-768 

766 

SPE manifold, allowing the analyte molecules to attach to 
the solid phase, and subsequently analyzed using an HPLC-
DAD system. The analytical responses obtained by this 
optimization were shown in Figure 5. It was observed that 
the optimum pH value for the enrichment process is 4.00. 
Consequently, it was understood that phenobarbital 
becomes positively charged in the acidic region due to its 
pKa value. According to the literature, the pKa value of 
phenobarbital is reported as 7.30 [17], which is consistent 
with our findings. 
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Figure 5. pH effect on the proposed SPE method. 

 

 Electrolyte Effect 
To observe the effect of electrolyte concentration on 

the developed method, a series of experiments were 
performed using NaCl solution. Evaluating how the solid-
phase extraction system is influenced by increased 
electrolyte concentration in the medium and determining 
whether there are changes in the analyte signals are 
important parameters for method stability. The ability of 
the method to perform even in the presence of high 
electrolyte concentrations is significant, as it confirms its 
reliability for real sample applications and demonstrates 
its potential to enhance signals by maintaining charge 
balance in the medium in certain cases. However, in some 
instances, analyte signals may be negatively affected as 
the electrolyte concentration increases. To assess these 
effects, increasing concentrations of NaCl were added to 
the model solutions containing analytes, and changes in 
the peak areas of phenobarbital were monitored. As 
shown in Figure 6, even at high electrolyte concentrations, 
no disruptive effect was observed on the analyte signals. 
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Figure 6. Effect of electrolyte concentration on the 
proposed SPE method. 

Desorption Solvent Selection  
After completing the filtration process with the SPE 

manifold, the next step was to select the most suitable 
solvent for separating the material bound to the solid 
phase. The selected solvent needed to completely 
dissolve the solid phase enriched with phenobarbital 
while ensuring it would not damage the HPLC system 
during analysis. When choosing the solvents for this 
purpose, several candidates were tested based on their 
compatibility with the HPLC eluent phase and their ability 
to quantitatively dissolve the SPE. For this process, 1 mL 
of various solvents, including methanol (MeOH), 
acetonitrile (ACN), isopropyl alcohol (IPA), ethanol (EtOH), 
ACN:MeOH (1:1), water, and n-hexane, were tested 
sequentially. The results obtained with these solvents 
after the enrichment process were presented in Figure 7. 
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Figure 7. Eluents for desorption process. 

 

As seen in Figure 7, the highest signals were obtained 
with Acetonitril:Methanol (1:1) solution. Therefore, in 
subsequent studies, the Phenobarbital-rich solid phase 
was dissolved with this solvent. Since the amount of 
solvent used to dissolve the phenobarbital-rich solid 
phase will directly affect the enrichment factor, it is 
important how much of the solvent volume will be taken. 
In order to obtain a high enrichment coefficient, the 
solvent volume should be at the smallest value. Because 
the enrichment coefficient decreases as the solvent 
volume increases. 200 μL of sample can be placed in HPLC 
micro vials. Volume optimization was performed by 
adding 250-2000 μL of solvent and, as expected and seen 
in Figure 8, the signals decrease as the solvent volume 
increases. In order to obtain the best signals, 1000 μL was 
determined as the appropriate volume, which is the 
volume in which the phenobarbital-rich solid phase can be 
dissolved and filtered, and this value was used in 
subsequent studies. 
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Figure 8. Optimization of eluent volume used for SPE. 

 

Analytical Performance Parameters of the 
developed SPE-HPLC-DAD based Method 

After determining the most suitable experimental 
conditions for solid phase extraction, enrichment 
experiments were applied to Phenobarbital solutions at 
different concentrations in order to determine the linear 
working range, and as a result, it was determined that the 
measured signals varied linearly in the range of 10.00-

400.00 ng mL -1. The calibration line obtained by applying 
the method we developed to these solutions is given in 
Figure 9. As can be seen, the signals increase 
proportionally with the concentration. All analytical 
parameters of the developed method were collectively 
presented in Table 3. 
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Figure 9. Linear Concentration Range of the developed 
method under optimum conditions. 

 
Table 3. Analytical parameters of the proposed method 

Parameter Before SPE After SPE 

Linear range              2.00-50.00 µg mL -1    10.00-400.00 ng mL -1 
Limit of detection(LOD) a 0.56 µg mL -1 3.57 ng mL -1 
Limit of Quantification (LOQ) b 1.91 µg mL -1 9.58 ng mL -1 
RSD (%) (for 250 ng mL -1 ) 4.57 3.70 
Calibration Sensitivity 1.12 69.44 
Correlation Coefficient ( R2 ) 0.9968 0.9846 
Enrichment Factor c - 50 
Enhancement Factor d - 62 
a.,b The selection limit was calculated using 3 times the standard deviation obtained from blank trial signals with at least 3 replicates, and the 

quantification limit was calculated using 10 times the standard deviation. 
c  Enrichment factor; It was calculated by taking the ratio of the initial aqueous phase volume (50 mL) to the volume obtained after enrichment (1.0 mL) 
d  Enhancement Factor; It was computed by taking the ratio of calibration sensitivity(slope) after and before SPE 

 

Conclusion 
 

Solid-phase extraction (SPE) is a method that has been 
extensively and increasingly used for the separation and 
enrichment of both organic and inorganic species, 
especially over the past twenty years. Hundreds of studies 
are published annually in this field, demonstrating its wide 
application for various species and sample types. In the 
last two decades, SPE has been effectively applied for the 
enrichment of organic species, followed by their 
determination using appropriate analytical methods. 

The key factors contributing to the widespread 
application of SPE include its simplicity, environmental 
friendliness, low cost, and easy applicability in almost any 
laboratory. The primary goal of SPE experiments is to 
transfer target species from a relatively large volume of 
aqueous medium into a smaller volume of a phase 
immiscible with water—like classical liquid-liquid 
extraction—thereby enriching the analyte to 
concentrations detectable by analytical instruments. 

Despite its advantages, several challenges may arise 
during the application of SPE. For example, variability in 
conditioning conditions before extraction, insufficient 
contact between the inhomogeneous solid-phase support 
material and the solution, and time-consuming 
procedures may hinder the process. Additionally, the 
retaining materials may sometimes lack sufficient 
selectivity for the analyte of interest. To minimize these 
drawbacks, optimization studies are carried out to 
improve method performance. 

Like all enrichment methods, SPE aims to concentrate 
analytes that cannot be directly detected to levels 
measurable by analytical instruments. In this study, an 
enrichment and determination method was developed for 
this purpose. Direct determination of organic analytes, 
such as phenobarbital, is often challenging in many 
samples due to the complex matrix structure of real 
samples and the very low analyte concentrations. For such 
analytes, which are predominantly analyzed 
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chromatographically, the minimum concentration 
detectable using an HPLC system with an absorbance 
detector is typically no lower than 2 µg mL⁻¹. 

To address this limitation, a cost-effective, accurate, 
precise, and easy-to-apply enrichment method was 
developed for use in any laboratory. Before initiating the 
enrichment process, direct determination conditions for 
phenobarbital were optimized. Following method 
optimization, analytical parameters were determined. 
Under optimized conditions, the linear working range for 
phenobarbital was found to be 10.00–400.00 ng mL⁻¹. The 
calculated limits of detection (LOD) and quantification 
(LOQ) were 3.57 ng mL⁻¹ and 9.58 ng mL⁻¹, respectively. 
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Introduction 
 

The utilization of big data in computational biology 
research is on the rise due to the quick and practical 
creation of many data due to improvements in high-
throughput computing and biotechnology. The main 
objective is to analyze the growing corpus of biological 
data and offer a basis for tackling significant biological and 
medical problems. Although these techniques can 
precisely identify patterns and create models from data, 
they are dependable and efficient. One important use of 
this study is in the detection and treatment of life-
threatening conditions, such as diabetes mellitus (DM). [1-
3]. 

Diabetes is a well-known and serious issue that affects 
both industrialized and developing nations in the modern 
world [4]. The hormone responsible for facilitating the 
body's absorption of glucose from diet is insulin. This 
deficit, which is often brought on by pancreatic 
dysfunction, can lead to several significant symptoms, 
including coma, renal [5], heart disease [6], retinal failure, 
and cardiovascular problems [7]. Research has shown that 
the number of adult (18 and older) cases of diabetes 
increased significantly between 1980 and 2014 [1], and by 
2045, more cases are expected. Global estimates of 
diabetes patients in 2017 were 451 million; by 2045, that 
number is expected to climb to 693 million [8]. 

An extra statistical analysis [6] indicates that 
approximately 500 million individuals globally suffer from 
diabetes, highlighting the severity of the issue. 
Furthermore, the study projects a notable rise in diabetes 
prevalence, with estimations of 25% by 2030 and 51% by 
2045. However, there is still a significant need for research 
focused on improving the health and quality of life (QoL) 

of persons with diabetes, as well as reducing the start of 
disease complications and premature mortality. It's 
critical to remember that, even in the absence of long-
term treatment, effective management and prevention 
are still achievable, particularly in the case that accurate 
and early forecasts can be established. 

Recent technological developments, particularly the 
use of artificial intelligence methods, have shown to be 
extremely advantageous for the healthcare sector. The 
literature offers a variety of methods and approaches to 
enhance diabetes accuracy. In recent years, several of 
diabetes prediction techniques have been developed and 
published. A framework based on machine learning was 
introduced in [9]. Numerous classification algorithms 
were employed by the authors, including Naive Bayes (NB) 
[10], Support Vector Machine (SVM) [11],  AdaBoost (AB) 
[12], Decision Tree (DT) [13], Random Forest (RF) [14], 
Logistic Regression (LR) [15], Gaussian Process 
Classification (GPC) [10] and Artificial Neural Network 
(ANN) [11]. In addition, a logistic regression model was 
presented by Qawqzeh et al. [15] for the categorization of 
type 2 diabetes, and it achieved an impressive 92% 
accuracy. 

Nevertheless, a comparison study with known 
procedures was absent from their research. Further 
research that focused on the effectiveness of linear 
support vector machines (SVMs) also used SVMs to 
classify individuals with diabetes mellitus. However, this 
study only included scant information on parameter 
selection and lacked a comprehensive comparison with 
state-of-the-art technology [16]. Furthermore, although 
the study did not specify accuracy standards, the PIMA 
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Indian Diabetes Study was used as the basis for the 
investigation of the categorization of diabetes using naïve 
Bayes (NB) and Support Vector Machines (SVMs). 
Numerous additional studies have used a variety of 
machine learning methods and datasets to predict 
diabetes; some of these studies have produced 
encouraging results. Some of these research, too, lacked 
direct comparisons with cutting-edge techniques [17, 18]. 

Furthermore, a thorough assessment of machine 
learning algorithms for diabetes prediction from 2010 to 
2019 was carried out by Hussain et al. (2021). Based on 
the Matthews correlation coefficient, they discovered 
that Random Forests and naïve Bayes performed better 
overall [19]. 

Complex-valued function solutions involving complex 
variables have been addressed by Bashirov and Riza [20, 
21] and Uzer [22] through the expansion of geometric 
(multiplicative) calculus. Differential equation modeling 
has become a part of this discipline [23]. Due to its 
extensive applications in fields including applied and pure 
mathematics, engineering [24], applied mechanics, 
quantum physics, analytical chemistry, astronomy, and 
biology, nonlinear equations have attracted a lot of 
attention [24, 25]. Aniszewska et al. [26] investigated an 
alternate use of the Runge-Kutta technique in dynamical 
systems, and [27] created the bigeometric variant of the 
Runge-Kutta method. For approximating solutions to 
ordinary differential equations, temporal discretization 
makes considerable use of this approach, which belongs 
to an important family of implicit and explicit iterative 
methods in numerical analysis [28]. The Runge-Kutta 
family includes the popular RK4 technique, which is well-
known in numerical analysis for its efficiency in 
approximating solutions to ordinary differential 
equations. 

LSTM networks have been increasingly explored in the 
medical field for predicting and managing various diseases 
beyond diabetes. Researchers have applied LSTMs in the 
prediction and diagnosis of complex conditions such as 
heart disease [29], Alzheimer's [30], and skin diseases 
[31], where temporal patterns in patient data play a 
crucial role. 

Proposed Method 

According to this notion, individuals with diabetes are 
split into two categories based on their current health 
status: group C is for individuals with challenges, and 
group D is for those without issues. The paradigm treats 
acute and chronic disorders in the same way, without 
distinguishing between various types of consequences. 
Initially, individuals without difficulties in the diabetic 
population can advance to the complications group at the 
pace indicated by the symbol λ. This transition results in a 
reduction in group D's population by λ times the current 
number, while group C's population increases 
proportionately.  For individuals with diabetes-related 
problems, three probable outcomes are taken into 
account: disability, death, or recovery.  It is assumed that 
those who have recovered would remain in the diabetic 

category and keep their diabetes status. According to the 
diabetic complications model (DC), people with diabetes 
who encounter difficulties may be able to overcome them, 
pass away from them, or become disabled. It's 
noteworthy to notice that people who recover from 
diabetes are still considered to be diabetics, even if those 
who die or become crippled are no longer considered to 
be part of the community. The variables γ, δ, and v, in that 
order, indicate the rates of recovery, disability, and 
mortality due to complications. 

The number of people in the complications section 
fluctuates as a result.  The number of people experiencing 
difficulties connected to their recovery, the number of 
fatalities, and the number of people with impairments all 
drop by γ times, δ times, and v times, respectively, in the 
compartment. Patients with uncomplicated diabetes are 
becoming more prevalent at the same time as twice as 
many people are recovering from complications. 

Natural fatalities that occur in both compartments are 
also taken into consideration by the model; in this case, v 
represents the mortality rates. Natural mortality reduces 
the population by ν times the current number in the 
compartment (C) for complications and by v times the 
current number in compartment (D) for simple diabetes. 

Furthermore, it is predicted that the number of people 
with simple diabetes will rise along with the total 
incidence of diabetes, which is indicated by the letter. 

A proposed formulation of this DC model is as follows, 
according to [29]. Give the mathematical equations or 
expressions that match the formulation of the model as it 
appears in the cited publication. For a more in-depth 
explanation, you can insert any specific equations or 
expressions from the text here. 

( )    
dD

d
I D

t
C         (1) 

( )      D v
d

dt
µ

C
C         (2) 

where > 0 and λ, γ, µ, δ, and v > 0. 
Two different approaches were used in the 

examination of the DC model: long short-term memory 
(LSTM) technology and multiplicative Runge-Kutta. These 
techniques were evaluated and contrasted for their 
efficacy in modeling the dynamics of the comorbid 
diabetic population. 

 
Multiplicative Runge Kutta 

 

The fact that multiplicative calculus is limited to positive-
valued functions of real variables is one of its drawbacks. 
Complex multiplicative calculus can effectively address 
this constraint, though. Uzer's groundbreaking work [22] 
provided an initial introduction to complex multiplicative 
calculus, which was further developed by Bashirov and 
Riza's in-depth mathematical analyses in [20] and [32]. 
The key motivation for expanding to the complex domain 
is the knowledge that the derivative is a local property. 
Functions can be transformed into complex-valued 
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functions of real variables to escape the restriction to 
positive values. This transformation also eliminates the 
need for the Cauchy-Riemann criteria, allowing the real 
and imaginary components to be clearly separated from 
one another. 

1

0

( )
lim

( )

 h

h

f x h

f x
         (3) 

This definition becomes crucial since f (x) is a positive 
function on the interval A and has a well-defined 
derivative at x. In these cases, the relationship between 
the multiplicative and classical derivatives can be 
expressed as follows: 

𝑓∗(𝑥) = 𝑒𝑥𝑝 (
𝑓′(𝑥)

𝑓(𝑥)
)        (4) 

where (ln ◦f )(x) = ln f (x). 

Some basic rules of differentiation are: 
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The multiplicative Runge-Kutta techniques are applied 
in the above context, where c is a positive constant and 
functions f, g, and h are differentiable, to estimate 
solutions to the multiplicative differential equations of the 
following form: 

0 0( ) ( ) , ( ),  y x f x y y x y        (6) 

An equivalent derivation of the ordinary Runge-Kutta 
(RK) techniques may be made for the multiplicative 
Runge-Kutta (MRK) methods. In particular, the fourth-
order Runge-Kutta technique (RK4) is frequently used 
because it strikes a compromise between accuracy and 
simplicity. The Runge-Multiplicative obtained in [33] 
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By using the properties of multiplicative calculus we 
have to change the form of DC-model to multiplicative by 
using equation (4). The multiplicative version of DC-Model 
will be: 
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Long Short-Term Memory (LSTM) 

  Long input sequences may be processed efficiently by 
recurrent neural networks (RNNs) containing feedback 
connections, as the Long Short-Term Memory (LSTM) 
architecture created by Hochreiter and Schmidhuber in 
1997 [34]. A conventional LSTM system consists of an 
input gate, an output gate, a forget gate, and a cell. This 
enables it to manage the information flow via the gates 
and preserve values for arbitrary lengths of time [35]. This 
design is particularly well-suited for tasks requiring time 
series data because of its ability to handle delays in 
unforeseen events [36]. In many situations, LSTMs are 
preferable to RNNs, hidden Markov models, and other 
sequence learning approaches because they were 
specifically designed to address the vanishing gradient 
problem that typically happens during RNN training. 
Moreover, LSTMs are advantageous for handling 
sequences with varying length gaps [37]. 

Tensors of particular forms are essential to the 
construction of an LSTM, as seen in Figure 1, in order to 
facilitate effective information flow throughout the 
network. The dimensions of the cell state tensor ( ) often 
show up as (batch size, num units), which indicates the 
number of LSTM units and the simultaneous processing of 
samples. Potential values for addition to the cell state are 
stored in the candidate cell state tensor, which has a form 
similar to the cell state tensor. Similarly, the output of the 
LSTM cell, the hidden state ( ) tensor, is consistent in 
shape (batch size, num units) and guarantees smooth 
information transfer across the network. These tensor 
configurations are pivotal in facilitating the effective 
processing and retention of information across lengthy 
sequences, rendering LSTM networks highly suitable for 
diverse sequential data tasks. 

 

 
 

Figure 1.  The Architecture of LSTM Network 
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The provided TensorFlow/Keras code describes a 
Sequential model architecture with two Long Short-Term 
Memory (LSTM) layers and a Dense layer, designed for 
sequence prediction tasks. Each LSTM layer contains 64 
memory units and handles input sequences of shape 
(None, 2), offering flexibility in managing sequences of 
varying lengths while capturing complex temporal 
relationships. Efficient training and the introduction of 
non-linearity are crucial for learning intricate patterns. 
This can be achieved by using the 'relu' activation 
function, along with Glorot uniform initialization for both 
the kernel and recurrent weights. The way the returning 
sequences are configured in both LSTM layers makes it 
easier to generate output sequences at every time step, 
which improves the predictive power of the model. The 
Dense layer with two units then uses a linear activation 
function to provide predictions based on the sequences 
that have been analyzed. The model remains stable and 
consistent throughout thanks to the Glorot uniform 
initialization of kernel weights and the zero initialization 
of bias terms. This well designed architecture is a strong 
answer for a wide range of sequential data processing jobs 
because it makes use of the advantages of both the Dense 
layer's flexibility for precise predictions and the 
capabilities of LSTM layers for capturing temporal 
correlations. The offered code uses TensorFlow/Keras to 
assemble and train a sequential model. The mean squared 
error (MSE) loss function and the Adam optimizer are used 
to construct the model, and accuracy is included as a 
metric for assessment during training. Using a batch size 
of 32, the model is fitted to the training data for 200 
epochs during the training phase. Furthermore, validation 
data is supplied to evaluate the model's performance on 
data that was not encountered during training. The 
'history' variable contains the training history for further 
examination. 

Table 1. Model Summary 

Layer (type) Output Shape 

LSTM 

LSTM 

Dense 

(None, None, 64) 

(None, None, 64) 

(None, None, 2) 

Total params 
Trainable params Non-

trainable params 

50,306 

50,306 

0 

Two LSTM layers and a Dense layer make up the 
model. With 64 units in the output tensor, each LSTM 
layer's output form of (None, None, 64) denotes variable-
length sequences. The output form of the Dense layer is 
(None, None, 2), which represents predictions in two 
units. The model has 50,306 total parameters, all of which 
may be trained. The model does not contain any non-
trainable parameters. 

Error Analysis and Model Comparison  

This section conducts a comprehensive study of the 
model's performance, including a forecast for 992 time 

steps and a full error analysis. Two key error measures are 
used to assess the efficacy of the models: Mean Squared 
Error (MSE) and Mean Absolute Percentage Error (MAPE). 
These metrics quantify the variation between the 
expected values and the actual values (xi). For MSE, 
average squared differences are computed, providing a 
measure of overall prediction accuracy. On the other 
hand, MAPE gives information about the relative accuracy 
by computing the percentage difference between the 
actual and projected values. In order to determine the 
specific benefits and drawbacks of the models, it is 
necessary to have a complete understanding of the 
predictive capability of the models, which is provided by 
both measurements.  

The MSE formula and MAPE formula can be 
summarized as: 
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The predicted values are indicated by
ix , the actual 

values are denoted by
ix , and the total number of data 

points in the dataset is indicated by n. The error analysis 
that follows will offer a detailed comparison of the models 
and clarify how well each one captures the underlying 
patterns in the dataset. 

Simulation and Comparison Results 

The effectiveness of the Long Short-Term Memory 
(LSTM) networks and the conventional Runge-Kutta 
method of order 4 (RK4) has been assessed and 
contrasted with the Multiplicative Runge-Kutta method of 
order 4 (MRK4) utilizing three important error metrics: 
Mean Absolute Error (MAE), Root Mean Squared Error 
(RMSE), and Mean Squared Error (MSE). 

The Mean Absolute Error (MAE), Root Mean Squared 
Error (RMSE), and Mean Squared Error (MSE) for both D(t) 
and C(t) were computed in order to assess how well the 
RK4 and MRK4 approaches replicated the dynamics of the 
diabetic population model.  

The dynamics of two variables, D(t) and C(t), with their 
rates of change controlled by certain parameters, are 
modeled in this system of differential equations. The 
following is a definition of the parameters used in this 
model: With respect to λ=0.1, μ=0.2, γ=0.05, δ=0.3, and 
v=0.1, 𝐼=1.0 denotes a constant input. Important 
processes including growth, decay, and the relationships 
between the two variables are controlled by these factors. 
The system describes the evolution over time of D(t), 
which may correspond to a factor connected to diabetes, 
and C(t), which may represent a control mechanism. Since 
both variables begin at the same value, D (0) = 1.0 and C 
(0) = 1.0 are the beginning conditions. The simulation has 
a step size of 0.1 and runs from 1 to 200 units. The 
numerical solution to the issue is obtained using the 4th-
order Runge-Kutta (RK4) approach, which computes the 
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development of D(t) and C(t) at each step in time. This 
approach helps us study the relationships and changes in 
the variables over time, giving us important information 
about the behavior of the system, given these initial 
conditions and the parameters that have been provided. 

These metrics are crucial indicators of how accurately 
and consistently each numerical method represents the 
model's behavior across time. Figure 2 offers critical 
benchmarks for assessing how accurate the simulations 
are in comparison to the actual data. This graph 
demonstrates exactly how MRK4 and RK4 work together 
and in a similar manner. 

Table 2: Error Metrics for D(t) and C(t) 

Metric D(t)    R(t) 

MSE 6.9523x10-19 4.0598x10-18 

RMSE 8.3381x10-10 2.0149x10-9 

MAE 1.08997x10-10 3.5262x10-10 

 
All of the error metrics (MSE, RMSE, and MAE) in Table 

2 for both components D and C are extremely close to 
zero, suggesting that RK4 and MRK4 are essentially 
producing results that are almost similar with very little 
fluctuation. This might imply that MRK4 is a tweak that 
maintains accuracy on par with traditional RK4. 

The model is configured using the mean squared error 
(MSE) as its loss function and leverages the well-known 
Adam optimizer for neural network optimization.  

During a predetermined number of epochs (200 in this 
example), the training procedure involves regularly 
presenting the training set and its associated output to the 
model with a batch size of 32. Throughout this training 
process, vigilant monitoring is employed, and the 
progression of the validation loss as well as the training 
loss is graphically shown. An important tool for analyzing 
the convergence patterns and spotting any overfitting 
tendencies in the model is this chart. 

Plotting the training loss and validation loss over the 
duration of epochs, the resulting graphical representation 
provides important insights into the learning dynamics of 
the model. Following the training phase, predictions are 
created on the validation set, allowing for a direct 
comparison of the projected values with the actual data. 
To completely evaluate the model's predictive capacity, 
standard evaluation metrics including mean squared error 
(MSE), root mean square error (RMSE), and mean 
absolute percentage error (MAPE) are produced. When 
combined, these measures offer a quantitative 
assessment of the model's accuracy and give academics 
enlightening guidance on the reliability and efficacy of the 
predictions. 

 

(a) Validation loss 

(b) Validation loss with zoom in 

Figure 3.Validation loss during the training process 

 
The validation loss's evolution during the training 

process is seen in Figure 3. The graph shows how the 
model's performance changed throughout several epochs 
on the validation set. The y-axis displays the 
corresponding loss values, while the x-axis represents the 
training epochs. Examining the validation loss's 
convergence over epochs is crucial since it tells us 
something about how effectively the model adapts to new 
data. A consistent decrease in the validation loss indicates 
better performance; oscillations or a plateau, on the other 
hand, can signal potential issues like overfitting or 
convergence issues. The model's learning phase is shown 
by the early decline in validation loss in Figure 3, and the 

 

Figure 2.   Comparision of MRK4 and RK4 
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subsequent stability points to a balanced convergence. 
Researchers may determine how long to train the model 
for, what regularization strategies to employ, and whether 
the model is typically dependable in detecting the 
underlying patterns in the dataset by closely examining 
this graph. 

 
Figures 4a and 4b provide a comprehensive 

comparison between the prediction performance of LSTM 
approaches and the numerical approximation for the 
system's state functions D(t) and C(t). The figure illustrates 
how effectively an LSTM model works when predicting 
system behavior using the MRK4 integration strategy. The 
blue line, which represents the training data, shows how 
the system's behavior evolved over the model's training 
phase and shows how well the LSTM was able to recognize 
the underlying dynamics. The yellow line represents the 
validation data, which was not used for training but helps 
determine how well the model can generalize to new 
data. The model's ability to predict the behavior of the 
system based on inputs from the validation or test set is 
demonstrated by the green line, which represents the 
predicted data. Last but not least, the LSTM model's 
estimate of the system's future behavior over a certain 

period is shown by the red line, which is the anticipated 
data. 

 
The effectiveness of the LSTM in predicting the 

behavior of the system when an MRK4 is present is seen 
in Figure 5. show the absolute error resulting from the 
LSTM prediction results using the numerical 
approximation of the state functions D(t) and C(t), 
respectively. The computation of these errors is based on 
the absolute difference between the matching data 
obtained from the LSTM algorithm and the numerical 
approximation data. 

The numerical solution of our RC diabetes model, 
which serves as validation data, is compared with the 
absolute errors obtained via the Long Short-Term Memory 
(LSTM) technique in Figure 5. Particularly in terms of how 
well the LSTM performs on data that wasn't used for 
training, these errors serve as quantitative metrics that 
reveal information about the prediction accuracy of the 
model. The figures provide useful information on how 
effectively the LSTM approximates and captures the 
behavior of our RC diabetes model. 

The absolute errors shown in Figure 4c may be used to 
calculate a quantitative evaluation of the differences 
between the deep learning approaches (LSTM) 
predictions and the actual numerical solution obtained 
with Multiplicative Runge-Kutta (MRK). The results of this 
comparative research show that the MRK-based 
numerical approach and the LSTM method accord quite 
well. The findings show a substantial relationship between 
the reliability of the LSTM model and its accuracy in 
capturing and reproducing the dynamics of the RC 
diabetes model. 

Table 3: Performance Metrics 

Metric Value 

Mean Absolute Error (MAE) 0.004594215327693641 
Mean Squared Error (MSE) 2.151950235700345e-05 
Root Mean Squared Error 
(RMSE) 

0.004638911764304582 

Mean Absolute Percentage 
Error (MAPE) 

0.13433378151151 

 

 

(a) Trained, validated, predicted and forecasted for D 

 
(b) Trained, validated, predicted and forecasted for C 

 

Figure 4. Comparision Of  LSTM and Multiplicative Runge-
Kutta 

 

Figure 5.    Absolute Error for Each Element 
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The performance evaluation of the model reveals 
positive results for several metrics. With mean absolute 
error (MAE) of 0.0046 and average deviations from true 
values averaging at a minimal scale, our model 
demonstrates a high degree of accuracy in forecasting 
values. The Mean Squared Error (MSE) of around 
2.15×10−5, which indicates that the forecasts exhibit 
minute squared errors, further demonstrates the 
correctness of the model.  

The Root Mean Squared Error (RMSE) of 0.0046, which 
indicates how frequently projections differ from real data, 
supports these findings. Furthermore, the Mean Absolute 
Percentage Error (MAPE) of 0.1343 indicates an average 
percentage error of around 13.43%, which is rather low 
given the circumstances of our research but not 
insignificant. These results corroborate each other and 
show how well our model predicts outcomes. The final 
method employed is outstanding; it demonstrates an 
amazing ability to find intricate patterns in the data, 
leading to low error projections that are accurate. 

 

Conclusion 

In the end, this study thoroughly compared two 
distinct methodologies: multiplicative calculus and long 
short-term memory (LSTM) networks. We assessed the 
prediction performance of both methods using both 
quantitative analysis and close inspection. It was 
thoroughly examined if the proposed multiplicative 
calculus technique could extract complicated connections 
from the data, and the study looked into the learning and 
generalization capacities of LSTM networks. The 
comparison was facilitated by in-depth analyses of error 
metrics, including mean squared error (MSE), root mean 
square error (RMSE), and mean absolute percentage error 
(MAPE). By comparing the benefits and drawbacks of 
LSTM networks and multiplicative calculus, we hoped to 
provide significant insights into the relative effectiveness 
of each in predictive modeling. 
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Introduction 
 

The coupled partial differential equations such as 
Schrödinger-KDV equations [1], N-coupled nonlinear 
Schrödinger equations [2], and the coupled Gross-
Pitaevskii equations [3] play a crucial role in applied 
mathematics, engineering, and physics, many of which are 
the models of various nonlinear phenomena. In this 
paper, we consider the coupled nonlinear Schrödinger- 
Boussinesq (CNSB) equations  

𝑖𝑢𝑡 = −𝛾∆𝑢 + 𝜉𝑢𝑣,     𝑖
2 = −1, 

𝑣𝑡 = ∆𝜙,         (1)  
 𝜙𝑡 = −𝛼∆𝑣 + 𝑣 + 𝑓(𝑣) + 𝜔|𝑢|

2 

where the complex function 𝑢(𝒙, 𝑡) describes the 
electrical field of Langmuir oscillations, real valued 
function 𝑣(𝒙, 𝑡) represents low frequency density 
perturbation, 𝒙 = (𝑥1, … , 𝑥𝑑)

𝑇 ∈ Ω ⊂ ℝ𝑑, 𝑡 = [0, 𝑇]. 
The parameters 𝛾, 𝜉, 𝜔 and 𝛼 > 0 are constant, and 

 𝑓(𝑥) is sufficiently smooth real function with 𝑓(0) = 0. 
The equations (1) describe a coupling motion of acoustic 
and optical wave [4] and the dynamics behavior of 
Langmuir soliton formation [5]. We study the equations 
(1) with initial conditions  

𝑢(𝒙, 0) = 𝑢0(𝑥), 𝑣(𝒙, 0) = 𝑣0(𝒙), 𝜙(𝒙, 0) = 𝜙0(𝒙), 𝒙  𝛀    (2)    

and (𝑙1, … , 𝑙𝑑)- periodic boundary conditions  

𝑢(𝒙, 𝑡) = 𝑢(𝑥1 + 𝑙1, … 𝑥𝑑 , 𝑡), …,   
𝑢(𝒙, 𝑡) = 𝑢(𝑥1, … , 𝑥𝑑 + 𝑙𝑑 , 𝑡)  
𝑣(𝒙, 𝑡) = 𝑣(𝑥1 + 𝑙1, … 𝑥𝑑 , 𝑡), …,            (3) 

𝑣(𝒙, 𝑡) = 𝑣(𝑥1, … , 𝑥𝑑 + 𝑙𝑑 , 𝑡), 
𝜙(𝒙, 𝑡) = 𝜙(𝑥1 + 𝑙1, … 𝑥𝑑 , 𝑡), …,    
𝜙(𝒙, 𝑡) = 𝜙(𝑥1, … , 𝑥𝑑 + 𝑙𝑑, 𝑡), 

,  

which makes long time integration possible. The spatial 
domain Ω is truncated on a bounded interval in one 
dimension (𝑑 = 1), a rectangle in two dimensions (𝑑 =
2) or a box in three dimensions (𝑑 = 3). One of the main 
properties of the periodic- initial- value problem (1)-(3) is 
conservation of mass (or the Langmuir plasmon number)  

𝑀(𝑡) ≔ ∫ |𝑢(𝒙, 𝑡)|2
Ω

𝑑𝒙 ≡ 𝑀(0)      (4) 

and the total energy  

𝐸(𝑡) ≔  ∫ (
2𝛾𝜔

𝜉
|∇𝑢|2 + 𝛼|∇𝑣|2 + |∇𝜙|2 + 𝑣2 +

Ω

2𝐹(𝑣) + 2𝜔𝑣|𝑢|2  ) 𝑑𝒙 ≡ 𝐸(0)      (5) 

where 𝐹(𝑣) is the primitive function of 𝑓(𝑣). The CNSB 
equations (1) are conservative systems. Therefore, proper 
discretization is required to reflect the conservation 
properties (4)-(5). In general, conservative numerical 
scheme exhibits better numerical performance on long 
time integration than a nonconservative one [12]. 

        The CNSB equations (1) have been solved 
numerically by several authors. In [6], a multi-symplectic 
Hamiltonian formulation has been presented for the 
CNSB. Liao et al. proposed two conserved compact finite 
difference schemes for solving the nonlinear CNSB 
equations [20]. Bai et al. proposed a quadratic B-spline 
finite element scheme for the CNSB equations [7]. Zhang 
et al. studied the implicit conservative difference scheme 
and obtained an optimal error estimate [8]. Bai et al. 
studied the CNSB equations by the time-splitting Fourier 
spectral method [10]. All these numerical methods for the 
CNSB equations are obtained by constructing the 
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appropriate discretization. However, these methods for 
high dimensional CNSB equations (𝑑 ≥ 2) are time-
consuming and difficult since the resulting schemes are 
fully coupled and nonlinearly implicit. Few numerical 
methods are available in the literature for the numerical 
solution of multi-dimensional (𝑑 ≥ 2) CNSB equations. 
Liao et al. proposed a time-splitting exponential wave 
integrator method based on Gautschi-type quadrature 
and Fourier pseudo-spectral discretization for solving 
Boussinesq-like equation and then presented the time-
splitting Fourier spectral discretization for Schrödinger-
like equation [11]. Two efficient compact finite difference 
schemes are introduced in [25] and [26]. By a combination 
of the Crank-Nicolson method and Leap-Frog scheme for 
temporal discretization and second-order centered 
difference scheme for spatial approximations, a linear 
Energy and Mass Preserving Finite Difference Method 
(EMP-FDM) is devised for 1D CSBEs in [27]. Cai et al. [19] 
developed second and fourth-order energy-preserving 
wavelet collocation schemes for CNSB equations based on 
the Hamiltonian structure and composition technique. 
The proposed method is energy-preserving but does not 
preserve mass. In many cases, the conservation of energy 
is more important than the conservation of mass. 
Recently, extensive structure-preserving numerical 
methods have been carried out for the numerical solution 
of dispersive/dissipative partial differential equations in 
the literature (see [28] and references therein). For 
instance, a fourth-order compact and energy-
conservative difference scheme is proposed for solving 
the two-dimensional nonlinear Schrödinger equation, and 
convergence analysis of the method has been carried out 
in [29]. The numerical study of fractional differential 

equations is also a challenging problem for many authors 
(see [30] and reference therein).  For instance, The 
Schrodinger equation with the variable-order fractional 
operator has been solved numerically in [31]. In that 
study, an implicit fully discrete continuous Galerkin finite 
element method was developed to tackle this equation 
while the fractional operator was expressed with a 
nonsingular Mittag-Leffler kernel. Quispel et al. [13] 
developed the so-called Average Vector Field (AVF) 
method for ordinary differential equations (ODEs) which 
is energy preserving for the Hamiltonian vector field. 
Under most circumstances, the second-order AVF method 
yields a fully implicit numerical scheme that requires a 
nonlinear solver such as Newton’s iteration. Cai et al. [16] 
developed a more efficient AVF-based method and call 
this method a partitioned AVF (PAVF) method which can 
also automatically preserve arbitrary Hamiltonian energy 
of the Hamiltonian system. In [24] an explicit scheme has 
been developed for the Zakharov equation using the PAVF 
method. The main purpose of this study is to develop a 
new energy-preserving scheme for the CNSB equations (1) 
based on the PAVF method. Firstly, the equations (1) are 
written in an infinite Hamiltonian form. Then, the second-
order central difference is employed for the spatial 
discretization to cast the CNSB equations (1) into a finite-
dimensional Hamiltonian equation. We use the PAVF 
method for time integration to develop the energy-
preserving scheme. The proposed scheme is semi-implicit 
which has a significant advantage over the AVF method. In 
conjunction with the adjoint method, we further present 
the PAVF composition (PAVF-C) method and the PAVF plus 
(PAVF-P) method for the CNSB equations (1).   

 
Construction of a finite difference scheme 

Many evolution PDEs can be written as an infinite-dimensional Hamiltonian system of the form [23]  

𝑑𝑧

𝑑𝑡
= 𝒟

𝛿ℋ

𝛿𝑧
                 (6) 

where 𝑧 = 𝑧(𝑥, 𝑡) ∈ ℝ𝑑 × ℝ and 𝒟 is a constant linear differential operator. For example, if 𝑑 = 1 and 𝑧(𝑥, 𝑡) belongs 
to the Hilbert space 𝐿2(Ω), the Hamiltonian ℋ and the variational derivative is  

ℋ(𝑧) = ∫ 𝐻(𝑥, 𝑧, 𝑧𝑥 , 𝑧𝑥𝑥 , … )𝑑𝑥,Ω
               (7) 

𝛿ℋ

𝛿𝑧
=
𝜕𝐻

𝜕𝑧
+ 𝜕𝑥 (

𝜕𝐻

𝜕𝑧𝑥
) − 𝜕𝑥𝑥 (

𝜕𝐻

𝜕𝑧𝑥𝑥
) − ⋯              (8) 

where Ω ⊂ ℝ and 𝑧(𝑥, 𝑡) satisfies homogenous or periodic boundary conditions. For two dimensions 𝑑 = 2 , i.e. 𝑥 =

(𝑥, 𝑦)𝑇 , Ω = [𝑥𝐿 , 𝑥𝑅] × [𝑦𝐿 , 𝑦𝑅] the Hamiltonian  ℋ  and the variational derivative is  

ℋ(𝑧) = ∬ 𝐻(𝑥, 𝑦, 𝑧, 𝑧𝑥 , 𝑧𝑦 , 𝑧𝑥𝑥 , … )𝑑𝑥𝑑𝑦Ω
,             (9) 

𝛿ℋ

𝛿𝑧
=
𝜕𝐻

𝜕𝑧
+ 𝜕𝑥 (

𝜕𝐻

𝜕𝑧𝑥
) + 𝜕𝑦 (

𝜕𝐻

𝜕𝑧𝑦
) − 𝜕𝑥𝑥 (

𝜕𝐻

𝜕𝑧𝑥𝑥
) − ⋯          (10) 

By decomposing 𝑢(𝑥, 𝑡) = 𝑝(𝑥, 𝑦, 𝑡) + 𝑖𝑞(𝑥, 𝑦, 𝑡) in real and imaginary components, the CNSB equations (1) in two 
space dimensions can be written as a first order system of equations  

𝑝𝑡 = −𝛾(𝑞𝑥𝑥 + 𝑞𝑦𝑦) + 𝜉𝑞𝑣 

𝑞𝑡 = 𝛾(𝑝𝑥𝑥 + 𝑝𝑦𝑦) − 𝜉𝑝𝑣                                     (11) 

 𝑣𝑡 = 𝜙𝑥𝑥 + 𝜙𝑦𝑦                      

 𝜙𝑡 = 𝑣 − 𝛼(𝑣𝑥𝑥 + 𝑣𝑦𝑦) + 𝑓(𝑣) + 𝜔(𝑝
2 + 𝑞2) 
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which can be written as infinite-dimensional Hamiltonian system (6) with the state variable 𝑧(𝑡) =
(𝑝(𝑥, 𝑦, 𝑡), 𝑞(𝑥, 𝑦, 𝑡), 𝑣(𝑥, 𝑦, 𝑡), 𝜙(𝑥, 𝑦, 𝑡))𝑇 , the differential operator  

𝒟 = (

0
−𝜉/(4𝜔)

0
0

𝜉/(4𝜔)
0
0
0

0
0
0
1/2

0
0

−1/2
0

) 

and the Hamiltonian  

𝐻(𝑡) ≔  ∬ (
2𝛾𝜔

𝜉
|∇𝑢|2 + 𝛼|∇𝑣|2 + |∇𝜙|2 + 𝑣2 + 2𝐹(𝑣) + 2𝜔𝑣|𝑢|2  ) 𝑑𝑥

Ω
𝑑𝑦 .      (12) 

Remark: We can find that the Hamiltonian 𝐻(𝑡) is the total energy (5) of the system (1).  
 
In the following sections, we propose a nonlinear two-level, conservative and second-order accurate finite difference 
scheme for the problem (1)-(3). 

Spatial discretization 
For simplicity of notations, we shall consider the CNSB system (1) in one space dimension. Extension to higher 

dimensions is straightforward. The domain {(𝑥, 𝑡)|(𝑥, 𝑡) ∈  Ω × [0, 𝑇]} is discretized into grids  by the set (𝑥𝑗 , 𝑡𝑛) of 

nodes, in which 𝑥 = 𝑥𝐿 + 𝑗ℎ, 0 ≤ 𝑗 ≤ 𝑁 + 1, 𝑡𝑛 = 𝑛𝜏, 0 ≤ 𝑛 ≤ 𝑀 ,  where  ℎ = (𝑥𝑅 − 𝑥𝐿)/𝑁 ,  𝜏 = 𝑇/𝑀 ,  M and N are 
positive integers. Let 𝑝𝑗

𝑛 , 𝑞𝑗
𝑛, 𝑣𝑗

𝑛 and 𝜙𝑗
𝑛  be the approximations to 𝑝(𝑥, 𝑡), 𝑞(𝑥, 𝑡), 𝑣(𝑥, 𝑡) and 𝜙(𝑥, 𝑡) at the grid 

(𝑥𝑗 , 𝑡𝑛), respectively. For convenience, we introduce some notations: 

𝛿𝑡𝑧𝑗
𝑛 =

𝑧𝑗
𝑛+1 − 𝑧𝑗

𝑛

𝜏
,   𝛿𝑥

+𝑧𝑗
𝑛 =

𝑧𝑗+1
𝑛 − 𝑧𝑗

𝑛

ℎ
,   𝛿𝑥

−𝑧𝑗
𝑛 =

𝑧𝑗
𝑛 − 𝑧𝑗−1

𝑛

ℎ
,   𝑧

𝑗

𝑛+
1
2 =

𝑧𝑗
𝑛+1 + 𝑧𝑗

𝑛

2
   

𝛿𝑥
+−𝑧𝑗

𝑛 = 𝛿𝑥
+(𝛿𝑥

−𝑧𝑗
𝑛) =

𝑧𝑗+1
𝑛 −2𝑧𝑗

𝑛−𝑧𝑗−1
𝑛

ℎ2
  ,            (13) 

Discrete periodic boundary conditions are treated as  

𝑧𝑗 = 𝑧𝑁+𝑗,      𝑗 = ⋯ ,−2,−1,0,1,2, … 

Consider the spatial discretization of the equations (11) in one space dimension  

𝑑

𝑑𝑡
𝑝𝑗 = −𝛾(𝛿𝑥

±𝑞𝑗) + 𝜉𝑞𝑗𝑣𝑗 ,  
𝑑

𝑑𝑡
𝑞𝑗 = 𝛾(𝛿𝑥

+−𝑝𝑗) − 𝜉𝑝𝑗𝑣𝑗 ,  
𝑑

𝑑𝑡
𝑣𝑗 = 𝛿𝑥

+−𝜙𝑗 ,              (14) 
𝑑

𝑑𝑡
𝜙𝑗 = −𝛼(𝛿𝑥

+−𝑣𝑗) + 𝑣𝑗 + 𝑓(𝑣𝑗) + 𝜔(𝑝𝑗
2 + 𝑞𝑗

2)  

where 𝑗 = 1,… , 𝑁. The system of equations (14) can be written as a finite-dimensional canonical Hamiltonian system  

 
𝑑

𝑑𝑡
𝑍 = 𝒟̅∇𝐻(𝑍)            (15) 

where 𝑍 = (𝑝𝑇 , 𝑞𝑇 , 𝑣𝑇 , 𝜙𝑇)𝑇 , 𝑝, 𝑞, 𝑣, 𝜙 ∈ ℝ𝑁 with entries 𝑝 = (𝑝1, … , 𝑝𝑁)
𝑇 , 𝑞 = (𝑞1, … , 𝑞𝑁)

𝑇 , 𝑣 = (𝑣1, … , 𝑣𝑁)
𝑇 , 𝜙 =

(𝜙1, … , 𝜙𝑁)
𝑇 , respectively,  

𝒟̅ =

(

 

0

−
𝜉

4𝜔
𝐼

0
0

𝜉

4𝜔
𝐼

0
0
0

0
0
0
1

2
𝐼

0
0

−
1

2
𝐼

0 )

           (16) 

where 𝐼 = 𝑁 × 𝑁 identity matrix,  0 is the  𝑁 × 𝑁 zero matrix and  

𝐻 = ∑ (
2𝛾𝜔

𝜉
((𝛿𝑥

+𝑝𝑗)
2 + (𝛿𝑥

+𝑞𝑗)
2) + 𝛼(𝛿𝑥

+𝑣𝑗)
2 + (𝛿𝑥

+𝜙𝑗)
2 + 𝑣𝑗

2 + 2𝐹(𝑣𝑗) + 2𝜔𝑣𝑗|𝑢𝑗|
2) ℎ.𝑁

𝑖=1     (17) 

Is the discrete Hamiltonian. The system (15) conserves the discrete Hamiltonian (17) in the sense that  

𝑑𝐻̅(𝑍(𝑡))

𝑑𝑡
= ∇𝐻(𝑍(𝑡))

𝑑𝑍(𝑡)

𝑑𝑡
= ∇𝐻(𝑍(𝑡))𝒟̅∇𝐻(𝑍(𝑡)) = 0       (18) 

due to the skew-symmetric property of the matrix 𝒟̅. Therefore, the flow of the semi-discrete system (15) preserves the 
Hamiltonian 𝐻(𝑍) exactly. The Hamiltonian system (15) also possesses symplecticity [21, 22]. The conservation of 
energy is as important as the conservation of symplectic structure in numerical simulations. Therefore, it is natural to 
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integrate (15) in time with a conservative method. In the following section, energy preserving PAVF methods have been 
developed for (15).  

 

Temporal discretization  
Here we briefly discuss the AVF and PAVF methods and their energy-preserving properties. We consider the 

Hamiltonian differential equation (15) with 𝑍 = (𝑎, 𝑏)𝑇 . The canonical Hamiltonian system (15) can be written as  

𝑑

𝑑𝑡
(
𝑎
𝑏
) = 𝒟̅ (

∇𝑎𝐻(𝑎, 𝑏)

∇𝑏𝐻(𝑎, 𝑏)
)                 (19) 

The energy preserving AVF integrator [13] for canonical Hamiltonian equation (19) is given by  

1

𝜏
(𝑎

𝑛+1 + 𝑎𝑛

𝑏𝑛+1 + 𝑏𝑛
) = 𝒟̅ (

∫ ∇𝑎𝐻(𝜉𝑎
𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)𝑑𝜉

1

0

∫ ∇𝑏𝐻(𝜉𝑎
𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)𝑑𝜉

1

0

)           (20) 

Theorem 1. [14] The scheme (20) is energy preserving, which possesses the discrete energy i.e.  

𝐻(𝑎𝑛 , 𝑏𝑛) = 𝐻(𝑎𝑛−1, 𝑏𝑛−1) = ⋯ = 𝐻(𝑎0, 𝑏0)           (21) 

Proof. Taking the scalar product on both sides of (20) with  
 

(∫ ∇𝑎𝐻(𝜉𝑎
𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)𝑇 𝑑𝜉,

1

0

∫ ∇𝑏𝐻(𝜉𝑎
𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)𝑇𝑑𝜉

1

0

)

𝑇

 

 
using the Fundamental Theorem of Calculus and the skew-symmetry of 𝒟̅, we have  

1

𝜏
(𝐻(𝑎𝑛+1, 𝑏𝑛+1) − 𝐻(𝑎𝑛 , 𝑏𝑛)) = 0 

that is, the energy 𝐻 is precisely conserved at every time step. This completes the proof.  
For polynomial Hamiltonian, the integral can be evaluated exactly, and the implementation is comparable to that of 

implicit Runge-Kutta method such as the implicit mid-point rule. When Hamiltonian energy is a quadratic function, the 
resulting AVF scheme is linearly implicit and therefore can be efficiently solved. However, this is not the case to reflect 
the merit of the AVF method since any symplectic Runge-Kutta method can also achieve the energy conservation of the 
quadratic Hamiltonian [12]. Under most circumstances, the evaluation of the integration in (20) leads to nonlinear 
function of 𝑍𝑛+1 which further constitutes a fully implicit numerical scheme. The iterative processes are then inevitably 
required but this leads to an increase in computation complexity, especially for the application of Hamiltonian PDEs. Cai 
[16] et. al. defined the so-called PAVF method for the Hamiltonian system (19) which has a remarkable advantage over 
the AVF method (20). The one-step, first-order PAVF method for the Hamiltonian system (19) is written as  

1

𝜏
(𝑎

𝑛+1 + 𝑎𝑛

𝑏𝑛+1 + 𝑏𝑛
) = 𝒟̅ (

∫ ∇𝑎𝐻(𝜉𝑎
𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝑏𝑛)𝑑𝜉

1

0

∫ ∇𝑏𝐻̅(𝑎
𝑛+1, 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)𝑑𝜉

1

0

)       (22) 

Theorem 2. [14] The scheme (22) is energy preserving in the sense that 

𝐻(𝑎𝑛, 𝑏𝑛) = 𝐻̅(𝑎𝑛−1, 𝑏𝑛−1) = ⋯ = 𝐻(𝑎0, 𝑏0)        (23) 

Proof. Taking the scalar product on both sides of (22) with 

(∫ ∇𝑎𝐻(𝜉𝑎
𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝑏𝑛)𝑑𝜉

1

0

, ∫ ∇𝑏𝐻̅(𝑎
𝑛+1, 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)𝑑𝜉

1

0

)

𝑇

                    

right-hand side of (22) vanishes by the skew-symmetry of 𝒟̅. The left-hand side of (22) can be written as  
 

1

𝜏
(∫ ∇𝑎𝐻(𝜉𝑎

𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝑏𝑛)𝑑𝜉
1

0

) (𝑎𝑛+1 + 𝑎𝑛) +
1

𝜏
(∫ ∇𝑏𝐻̅(𝑎

𝑛+1, 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)𝑑𝜉
1

0

) (𝑏𝑛+1 + 𝑏𝑛) = 0 

 
which can be written as 

 
1

𝜏
∫

𝑑

𝑑𝜉
[𝐻(𝜉𝑎𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝑏𝑛) + 𝐻̅(𝑎𝑛+1, 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)]𝑑𝜉 = 0

1

0

. 

Using the Fundamental Theorem of Calculus, we have 
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1

𝜏
[𝐻(𝑎𝑛+1, 𝑏𝑛) − 𝐻(𝑎𝑛 , 𝑏𝑛) + 𝐻̅(𝑎𝑛+1, 𝑏𝑛+1) − 𝐻(𝑎𝑛+1, 𝑏𝑛)] = 0 i.e. 

1

𝜏
[𝐻(𝑎𝑛+1, 𝑏𝑛+1) − 𝐻(𝑎𝑛 , 𝑏𝑛)] = 0. 

 
This completes the proof. 
Definition 1. [12] The adjoint 𝜑𝜏

∗ of the method 𝜑𝜏 is the inverse map of the original method with reversed time step 
−𝜏. 

The adjoint of the explicit Euler method is the implicit Euler method. The adjoint method of the implicit mid-point 
rule is the implicit mid-point rule itself, that is the implicit mid-point rule is symmetric. Accordingly, reversing the path 
order in (22), the adjoint method of the PAVF method (22) is written as [16] 

1

𝜏
(𝑎

𝑛+1 + 𝑎𝑛

𝑏𝑛+1 + 𝑏𝑛
) = 𝐽 (

∫ ∇𝑎𝐻̅(𝜉𝑎
𝑛+1 + (1 − 𝜉)𝑎𝑛 , 𝑏𝑛+1)𝑑𝜉

1

0

∫ ∇𝑏𝐻(𝑎
𝑛 , 𝜉𝑏𝑛+1 + (1 − 𝜉)𝑏𝑛)𝑑𝜉

1

0

)         (24) 

The adjoint method has the same order as the original method. In the following, we consider the composition of the 
PAVF method (22) and the adjoint method (24) with the same step size. This allows an order increase for the old order 
method. If Φ𝜏 is the method (22) and Φ𝜏

∗ is the adjoint method (24) then the composition method [16]  

Ψ̂ℎ = Φ𝜏

2
 ° Φ𝜏

2

∗             (25) 

is the second order method and conserves the Hamiltonian exactly. Analogously, taking the average of the  Φ𝜏 and Φ𝜏
∗, 

we can write the plus method [16] 

Ψ̂ℎ =
1

2
 (Φ𝜏+ Φ𝜏

∗)           (26) 

Average Vector Field for CNSB Equations 

 
      We first present the conventional second-order AVF method (20) for CNSB equations (1) [18]. To obtain the AVF 
integrator, we apply the AVF method to time integration for the semi-discrete system (15) as follows. 

𝛿𝑡 (𝑝𝑗
𝑛) = − 𝛾𝛿𝑥

+− (𝑞
𝑗

𝑛+
1

2) +  𝜉 (
1

3
𝑞𝑗
𝑛+1𝑣𝑗

𝑛+1 +
1

6
𝑞𝑗
𝑛+1𝑣𝑗

𝑛 +
1

6
𝑞𝑗
𝑛𝑣𝑗

𝑛+1 +
1

3
𝑞𝑗
𝑛𝑣𝑗

𝑛),  

𝛿𝑡 (𝑞𝑗
𝑛) =  𝛾𝛿𝑥

+−(𝑝𝑗
𝑛+1/2

) −  𝜉 (
1

3
𝑝𝑗
𝑛+1𝑣𝑗

𝑛+1 +
1

6
𝑝𝑗
𝑛+1𝑣𝑗

𝑛 +
1

6
𝑝𝑗
𝑛𝑣𝑗

𝑛+1 +
1

3
𝑝𝑗
𝑛𝑣𝑗

𝑛),  

𝛿𝑡 (𝑣𝑗
𝑛) =  𝛿𝑥

+−(𝜙𝑗
𝑛+1/2

)            (27) 

 𝛿𝑡 (𝜙𝑗
𝑛) =  −𝛼𝛿𝑥

+−(𝑣𝑗
𝑛+1/2

) + 𝑣𝑗
𝑛+1/2

+ 𝑓(𝑣𝑗
𝑛+1, 𝑣𝑗

𝑛) +
𝜔

3
 (
(𝑝𝑗
𝑛+1)

2
+ 𝑝𝑗

𝑛+1𝑝𝑗
𝑛 + (𝑝𝑗

𝑛)
2
    

+(𝑞𝑗
𝑛+1)

2
+ 𝑞𝑗

𝑛+1𝑞𝑗
𝑛 + (𝑞𝑗

𝑛)
2).  

where 𝑓(𝑣𝑗
𝑛+1, 𝑣𝑗

𝑛) = ∫ 𝑓(𝜉𝑣𝑗
𝑛+1 + (1 − 𝜉)𝑣𝑗

𝑛)𝑑𝜉
1

0
. We see that the scheme (27) is fully implicit, which requires a 

time consuming iterative method such as Newton-Raphson method. Now, we propose a more efficient energy-
preserving method for CNSB equations (1). 
 

Partitioned Average Vector Field for CNSB Equations 

Upon applying the PAVF method (22) to the semi-discrete system (15), we obtain  

𝛿𝑡 (𝑝𝑗
𝑛) =  −𝛾𝛿𝑥

± (𝑞
𝑗

𝑛+
1

2) +
𝜉

2
 (𝑞𝑗

𝑛+1𝑣𝑗
𝑛 + 𝑞𝑗

𝑛𝑣𝑗
𝑛),  

𝛿𝑡 (𝑞𝑗
𝑛) =  𝛾𝛿𝑥

+−(𝑝𝑗
𝑛+1/2

) −
𝜉

2
 (𝑝𝑗

𝑛+1𝑣𝑗
𝑛 + 𝑝𝑗

𝑛𝑣𝑗
𝑛), 

𝛿𝑡 (𝑣𝑗
𝑛) =  𝛿𝑥

+−(𝜙𝑗
𝑛+1/2

)              (28) 

𝛿𝑡 (𝜙𝑗
𝑛) =  −𝛼𝛿𝑥

+− (𝑣
𝑗

𝑛+
1
2) + 𝑣𝑗

𝑛+1/2
+ 𝑓(𝑣𝑗

𝑛+1, 𝑣𝑗
𝑛) + 𝜔 ((𝑝𝑗

𝑛+1)2 + (𝑞𝑗
𝑛+1)2) 

The PAVF method (28) is simpler than the AVF method (27). The first two equations of (28) are linearly implicit 
according to the variables 𝑝𝑛+1 and 𝑞𝑛+1. Once the values 𝑝𝑗

𝑛 , 𝑞𝑗
𝑛, 𝑣𝑗

𝑛  and 𝜙𝑗
𝑛are known, the values  𝑝𝑛+1 and 𝑞𝑛+1 can 

be solved from the first two equations of (28) and substituted into the last two equations. Then the values 𝜙𝑗
𝑛+1 and 

𝑣𝑗
𝑛+1 can be solved from the last two equations by using an iterative method such as Newton’s method. Although the 

PAVF method (28) for the CNSB is semi-implicit, the AVF method (27) is fully implicit which requires more cost per time 
step than PAVF method (28). 
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Remark: On the contrary to the semi-implicit structure of the PAVF method (28) for CNSB equations, Cai et. al. [16] have 
constructed the PAVF method to nonlinear Klien-Gordon-Schrödinger equations that requires to solve two sets of linear 
algebraic equations.  

In addition, to the conservation of energy, the conservation of mass (4), which is quadratic invariant, also plays an 
important role in physics. Therefore, it is natural to discuss the mass conservation of the method (28). 
Theorem 1. The difference scheme (28) is conservative, that is the mass  (4) is conserved in the sense  
  

𝑀𝑛 = ∑ ((𝑝𝑘
𝑛)2 + (𝑞𝑘

𝑛)2)ℎ = 𝑀𝑛−1 = ⋯ = 𝑀0,𝑁
𝑘=1           (29) 

where 𝑀𝑛 = 𝑀(𝑝𝑛, 𝑞𝑛).     

Proof. Multiplying both sides of the first line of equation (28) with (𝑝𝑗
𝑛+1 + 𝑝𝑗

𝑛)𝑇yields  

1

𝜏
(𝑝𝑗
𝑛+1 + 𝑝𝑗

𝑛)
𝑇
(𝑝𝑗
𝑛+1 − 𝑝𝑗

𝑛) = (𝑝𝑗
𝑛+1 + 𝑝𝑗

𝑛)
𝑇
(−𝛾𝛿𝑥

+−𝑞𝑗
𝑛 +

1

2
(𝑞𝑗
𝑛+1𝑣𝑗

𝑛 + 𝑞𝑗
𝑛𝑣𝑗

𝑛))      (30) 

Multiplying both sides of the second line of equation (28) with (𝑞𝑗
𝑛+1 + 𝑞𝑗

𝑛)𝑇yields  

1

𝜏
(𝑞𝑗
𝑛+1 + 𝑞𝑗

𝑛)
𝑇
(𝑞𝑗
𝑛+1 − 𝑞𝑗

𝑛) = (𝑞𝑗
𝑛+1 + 𝑞𝑗

𝑛)
𝑇
(𝛾𝛿𝑥

+−𝑝𝑗
𝑛 −

1

2
(𝑝𝑗
𝑛+1𝑣𝑗

𝑛 + 𝑝𝑗
𝑛𝑣𝑗

𝑛)).      (31) 

 

Adding (30) to (31), we have  

1

𝜏
∑ ((𝑝𝑗

𝑛+1)
2
+ (𝑞𝑗

𝑛+1)
2
) =𝑁

𝑖=1
1

𝜏
∑ ((𝑝𝑗

𝑛)
2
+ (𝑞𝑗

𝑛)
2
)𝑁

𝑖=1   

 
which completes the proof. 

The adjoint PAVF method of the scheme (27) is given as 

𝛿𝑡 (𝑝𝑗
𝑛) = − 𝛾𝛿𝑥

+− (𝑞
𝑗

𝑛+
1
2) +

𝜉

2
 (𝑞𝑗

𝑛+1𝑣𝑗
𝑛+1 + 𝑞𝑗

𝑛𝑣𝑗
𝑛+1), 

𝛿𝑡 (𝑞𝑗
𝑛) =  𝛾𝛿𝑥

+−(𝑝𝑗
𝑛+1/2

) −
𝜉

2
 (𝑝𝑗

𝑛+1𝑣𝑗
𝑛+1 + 𝑝𝑗

𝑛𝑣𝑗
𝑛+1), 

𝛿𝑡 (𝑣𝑗
𝑛) =  𝛿𝑥

+−(𝜙𝑗
𝑛+1/2

)            (32) 

 𝛿𝑡 (𝜙𝑗
𝑛)
𝑡
= −𝛼𝛿𝑥

+−(𝑣𝑗
𝑛+1/2

) + 𝑣𝑗
𝑛+1/2

+ 𝑓(𝑣𝑗
𝑛+1, 𝑣𝑗

𝑛) + 𝜔 ((𝑝𝑗
𝑛)2 + (𝑞𝑗

𝑛)2). 

We can see that the adjoint scheme (32) is semi-implicit due to the nonlinear term 𝑓(𝑣𝑗
𝑛+1, 𝑣𝑗

𝑛). The values 𝑣𝑗
𝑛+1and 

𝜙𝑗
𝑛+1 can be solved from the last two nonlinear equations of (32) using an iterative method. Then  𝑣𝑗

𝑛+1and 𝜙𝑗
𝑛+1 can 

be substituted into the first two equations of (32) and 𝑝𝑗
𝑛+1and 𝑞𝑗

𝑛+1can be obtained. Using the PAVF method (28) with 

the adjoint method (32), we can write the energy-preserving composition (PAVF-C) method (25) as follows: 

2

𝜏
(𝑝𝑗
∗ − 𝑝𝑗

𝑛) =  −𝛾𝛿𝑥
+−(𝑞𝑗

∗ + 𝑞𝑗
𝑛) + 𝜉(𝑞𝑗

∗𝑣𝑗
𝑛 + 𝑞𝑗

𝑛𝑣𝑗
𝑛)  

2

𝜏
(𝑞𝑗
∗ − 𝑞𝑗

𝑛) =  𝛾𝛿𝑥
+−(𝑝𝑗

∗ + 𝑝𝑗
𝑛) − 𝜉(𝑝𝑗

∗𝑣𝑗
𝑛 + 𝑝𝑗

𝑛𝑣𝑗
𝑛)  

2

𝜏
(𝑣𝑗
∗ − 𝑣𝑗

𝑛) =  𝛿𝑥
+−(𝜙𝑗

∗ + 𝜙𝑗
𝑛)   

2

𝜏
(𝜙𝑗

∗ − 𝜙𝑗
𝑛) =  −𝛼𝛿𝑥

+−(𝑣𝑗
∗ + 𝑣𝑗

𝑛) + (𝑣𝑗
∗ + 𝑣𝑗

𝑛) + 2𝑓(𝑣𝑗
∗, 𝑣𝑗

𝑛) + 2𝜔 ((𝑝𝑗
∗)
2
+ (𝑞𝑗

∗)
2
)      (33) 

2

𝜏
(𝑝𝑗
𝑛+1 − 𝑝𝑗

∗) =  −𝛾𝛿𝑥
+−(𝑞𝑗

𝑛+1 + 𝑞𝑗
∗) + 𝜉(𝑞𝑗

𝑛+1𝑣𝑗
𝑛+1 + 𝑞𝑗

∗𝑣𝑗
𝑛+1)  

2

𝜏
(𝑞𝑗
𝑛+1 − 𝑞𝑗

∗) =  𝛿𝑥
+−(𝑝𝑗

𝑛+1 + 𝑝𝑗
∗) − 𝜉(𝑝𝑗

𝑛+1𝑣𝑗
𝑛+1 + 𝑝𝑗

∗𝑣𝑗
𝑛+1)  

2

𝜏
(𝑣𝑛+1 − 𝑣∗) =  𝛿𝑥

+−(𝜙𝑗
𝑛+1 + 𝜙𝑗

∗)   
2

𝜏
(𝜙𝑛+1 − 𝜙∗) =  −𝛼𝛿𝑥

+−(𝑣𝑗
𝑛+1 + 𝑣𝑗

∗) + (𝑣𝑗
𝑛+1 + 𝑣𝑗

∗) + 2𝑓(𝑣𝑗
𝑛+1, 𝑣𝑗

∗) + 2𝜔 ((𝑝𝑗
∗)
2
+ (𝑞𝑗

∗)
2
)  

We can see that the PAVF-C method (33) inherits the semi-implicit property. If the values 𝑝𝑗
𝑛 , 𝑞𝑗

𝑛, 𝑣𝑗
𝑛 and 𝜙𝑗

𝑛 are 

known, the values 𝑝𝑗
∗ and 𝑞𝑗

∗ can be solved from the first two equations of (33) and substituted into the third and fourth 

equations which are nonlinear in terms of the unknowns 𝜙𝑗
∗ and 𝑣𝑗

∗. Thus, 𝜙𝑗
∗ and 𝑣𝑗

∗ can be obtained by using an 

iterative method. Here Newton’s method is used as a nonlinear solver. Then, 𝑝𝑗
∗, 𝑞𝑗

∗, 𝑣𝑗
∗ and 𝜙𝑗

∗ can be substituted into 

the last two equations in (33) and 𝜙𝑗
𝑛+1 and 𝑣𝑗

𝑛+1 can be obtained by using Newton’s method. Finally, 𝜙𝑗
𝑛+1 and 𝑣𝑗

𝑛+1 

can be substituted into the fifth and sixth equations and 𝑝𝑗
𝑛+1 and 𝑞𝑗

𝑛+1 can be obtained by using the semi-implicit 

property of these two equations. 
With the adjoint scheme (32), we can write down the corresponding plus scheme (PAVF-P) 

   𝛿𝑡 (𝑝𝑗
𝑛) =  −𝛾𝛿𝑥

+−(𝑞𝑗
𝑛) −

𝜉 

4
(𝑞𝑗
𝑛+1𝑣𝑗

𝑛 + 𝑞𝑗
𝑛𝑣𝑗

𝑛 +  𝑞𝑗
𝑛+1𝑣𝑗

𝑛+1 + 𝑞𝑗
𝑛𝑣𝑗

𝑛+1) 
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  𝛿𝑡 (𝑞𝑗
𝑛) =  𝛾𝛿𝑥

+−(𝑝𝑗
𝑛) −

𝜉

4
 (𝑝𝑗

𝑛+1𝑣𝑗
𝑛 + 𝑝𝑗

𝑛𝑣𝑗
𝑛 + 𝑝𝑗

𝑛+1𝑣𝑗
𝑛+1 + 𝑝𝑗

𝑛𝑣𝑗
𝑛+1), 

  𝛿𝑡 (𝑣𝑗
𝑛) =  𝛿𝑥

+−(𝜙𝑗
𝑛) ,                    (34) 

  𝛿𝑡 (𝜙𝑗
𝑛) =  −𝛼𝛿𝑥

+−(𝑣𝑗
𝑛) + 𝑣𝑗

𝑛+1/2
+ 𝑓(𝑣𝑗

𝑛+1, 𝑣𝑗
𝑛) +

𝜔

2
 ((𝑝𝑗

𝑛+1)2 + (𝑞𝑗
𝑛+1)2 + (𝑝𝑗

𝑛)2 + (𝑞𝑗
𝑛)2)  

The scheme (34) is implicit and nonlinear. To obtain the numerical solution 𝑝𝑗
𝑛+1, 𝑞𝑗

𝑛+1, 𝑣𝑗
𝑛+1 and 𝜙𝑗

𝑛+1in (34), we 

need an iterative algorithm which increases the computational time. Here Newton’s method is used as a nonlinear 
solver. 

Numerical Results 

In this section, we present some numerical experiments to verify the theoretical results and to demonstrate the 
effectiveness of the conservative schemes (28), (33), (34). 𝐿∞

𝑛 (𝜏) and 𝐿2
𝑛(𝜏) errors for temporal accuracy is defined by 

𝐿∞
𝑛 = max

1≤𝑗≤𝑁
{|𝑢( 𝑥𝑗 , 𝑡𝑛) − 𝑢𝑗

𝑛| + |𝑣(𝑥𝑗 , 𝑡𝑛) − 𝑣𝑗
𝑛|}, 

𝐿2
𝑛 = (ℎ∑ |𝑢(𝑥𝑗 , 𝑡𝑛) − 𝑢𝑗

𝑛|2𝑁
𝑗=1 )

1/2
+ (ℎ∑ |𝑣(𝑥𝑗 , 𝑡𝑛) − 𝑣𝑗

𝑛|2𝑁
𝑗=1 )

1/2
          (35) 

𝐿∞
𝑗
 and 𝐿2

𝑗
 errors for spatial accuracy can be defined analogously. The preservation of the energy and the mass are 

monitored by the relative errors  

𝐺𝐸 =
|𝐻𝑛 −𝐻0|

|𝐻0|
,             𝐺𝑀 =

|𝑀𝑛 −𝑀0|

|𝑀0|
 

where  

𝐻𝑛 = ∑ (
2𝛾𝜔

𝜉
((𝛿𝑥

+𝑝𝑗
𝑛)2 + (𝛿𝑥

+𝑞𝑗
𝑛)2) + 𝛼(𝛿𝑥

+𝑣𝑗
𝑛)2 + (𝛿𝑥

+𝜙𝑗
𝑛)2 + (𝑣𝑗

𝑛)
2
+ 2𝐹(𝑣𝑗

𝑛) + 2𝜔𝑣𝑗
𝑛|𝑢𝑗

𝑛|2) ℎ.  𝑁
𝑖=1   

denotes the discrete Hamiltonian corresponding to (17), and 𝑀𝑛 is the mass (29) evaluated at 𝑡 = 𝑡𝑛. The rate of 
convergence in time discretization is obtained by using  

𝑜𝑟𝑑𝑒𝑟 ≈ log(𝐿(𝜏1)/𝐿(𝜏2))/log (𝜏1/𝜏2) 

where 𝐿 represents  𝐿∞
𝑛 (𝜏) and 𝐿2

𝑛(𝜏) errors at the time steps 𝜏1 and 𝜏2. The rate of convergence in space discretization 
can be defined analogously. To demonstrate the long-time behavior of the energy-preserving schemes, we take periodic 
boundary conditions. For simplicity, we present the wave profiles of the PAVF scheme (28) in all computations, since 
the other schemes AVF (27), PAVF-C (33), and PAVF-P (34) produce the same profile. 

 

One-dimensional CSB equation  
In this section, we report some numerical results to exhibit the performance of the schemes (28), (33) and (34) and 

verify the energy and the mass conservations. Performance at the PAVF schemes (28), (33) and (34) are compared with 
the fully implicit AVF scheme (27) [18]. An analytical solution has been given in [17]. 

𝑢(𝑥, 𝑡) =
9

10
sech2 (

√15

10
(𝑥 −

√10

5
𝑡)) 𝑒𝑥𝑝 (𝑖 (

√10

10
𝑥 +

1

2
𝑡)) ,  

𝑣(𝑥, 𝑡) =
9

10
sech2 (

√15

10
(𝑥 −

√10

5
𝑡)) ,  

𝑣𝑡(𝑥, 𝑡) =
9

10
sech2 (

√15

10
(𝑥 −

√10

5
𝑡)) tanh (

√15

10
(𝑥 −

√10

5
𝑡)) ,         (36) 

Accuracy test: First, the correctness of the numerical schemes is examined. The spatial domain has been chosen 
large enough that solitary wave propagation does not affect the propagation of the wave. The initial conditions are 
taken from the exact solution (36). 

𝑢(𝑥, 0) = 𝑢0(𝑥), 𝑣(𝑥, 0) = 𝑣0(𝑥), 𝑣𝑡(𝑥, 0) = 𝑣𝑡,0(𝑥),          (37) 

Table 1 represents 𝐿∞
𝑗
 and 𝐿2

𝑗
 errors and convergence order in space. We note that all methods are both of second 

order in space.  
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Table 1. The 𝐿∞
𝑗
 and 𝐿2

𝑗
 errors and convergence orders in space of the proposed methods with 𝑀 = 4000,  and  

 −16 ≤ 𝑥 ≤ 16 at 𝑡 = 1. 
  𝒉 0.5                                     0.25                              0.125 

                         𝐿∞
𝑗  

AVF [18] 

                          𝐿2
𝑗

 

 

Error 
Order 
Error 
order 

1.174 × 10−2                  3.014 × 10−3             7.508 × 10−4 
    /                                     1.96                              2.00 
1.739 × 10−2                  4.371 × 10−3             1.094 × 10−4 
     /                                    1.99                              2.00 

                        𝐿2
𝑗  

PAVF  

                         𝐿2
𝑗

 

 

Error 
Order 
Error 
order 

1.175 × 10−2                  3.030 × 10−3             7.687 × 10−4 
    /                                     1.95                              2.00 
1.741 × 10−2                  4.392 × 10−3             1.101 × 10−4 
     /                                    1.99                              2.00 

                        𝐿∞
𝑗  

PAVF-C  

                         𝐿2
𝑗

 
 

Error 
Order 
Error 
order 

1.174 × 10−2                  3.014 × 10−3             7.527 × 10−4 
    /                                     1.96                              2.00 
1.135 × 10−2                  4.371 × 10−3             1.094 × 10−3 
     /                                    1.99                              2.00 

                        𝐿∞
𝑗  

PAVF-P 

                         𝐿2
𝑗

 
 

Error 
Order 
Error 
order 

7.501 × 10−3                  1.892 × 10−3             4.730 × 10−4 
    /                                     1.99                              2.00 
4.240 × 10−3                  1.122 × 10−3             2.796 × 10−4 
     /                                    1.91                              2.00 

 
Table 2 lists the  𝐿∞

𝑛  and 𝐿2
𝑛 errors and convergence 

order in time. From the table, we see that all methods 
reach the second order in time except the PAVF method 
which is only first-order. From Table 1 and Table 2, we can 
see that the PAVF-P method has higher accuracy than 
the PAVF and PAVF-C methods. Table 3 and Figure 1 
represent the CPU time of the four methods with different 
temporal steps. All computations were done on a custom 
computer with i7-1.80 GHz. To estimate how long a 
portion of our algorithm takes to run we used the Matlab 

stopwatch timer functions, tic and toc.  The Matlab 
(R2024b) built-in functions tic and toc are used to 
measure the performance of the algorithms. These 
functions return wall-clock time. Since the PAVF method 
and the PAVF-C method are semi-implicit, they require a 
solution of two linear systems of equations as well as the 
solution of two nonlinear systems of equations. On the 
other hand, fully implicit PAVF-P and AVF methods require 
the solution of four nonlinear systems  

Table 2. The 𝐿∞
𝑛  and 𝐿2

𝑛 errors and convergence orders in time of the proposed methods with ℎ = 0.01, −16 ≤ 𝑥 ≤ 16 
at 𝑡 = 1. 

 𝝉 0.5                                     0.25                              0.125 

                         𝐿∞
𝑛  

AVF [18] 
                         𝐿2

𝑛 

Error 
Order 
Error 
order 

2.889 × 10−3                  7.274 × 10−4             1.845 × 10−4 
    /                                     1.99                              1.98 
4.902 × 10−3                  1.243 × 10−3             3.210 × 10−4 
     /                                    1.98                              1.95 

                        𝐿∞
𝑛  

PAVF  
                         𝐿2

𝑛 
 

Error 
Order 
Error 
order 

1.966 × 10−2                  1.061 × 10−2             5.393 × 10−3 
    /                                     0.89                              0.98 
3.238 × 10−2                  1.725 × 10−2             8.788 × 10−3 
     /                                    0.91                              0.97 

                        𝐿∞
𝑛  

PAVF-C  
                         𝐿2

𝑛 
 

Error 
Order 
Error 
order 

2.078 × 10−3                  5.116 × 10−4             1.285 × 10−4 
    /                                     2.02                              1.99 
3.456 × 10−3                  8.685× 10−4             2.316 × 10−4 
     /                                    1.99                              1.91 

                        𝐿∞
𝑛  

PAVF-P 
                         𝐿2

𝑛 
 

Error 
Order 
Error 
order 

2.086 × 10−3                  5.409 × 10−4             1.397 × 10−4 
    /                                     1.99                              2.00 
3.277 × 10−3                  8.441 × 10−4             2.228 × 10−4 
     /                                    1.96                              1.92 

 

Table 3. Computation time for −32 ≤ 𝑥 ≤ 32 at 𝑡 = 1. 
 PAVF PAVF-C PAVF-P AVF [18] 

𝜏 ℎ = 0.1 ℎ = 0.05 ℎ = 0.1 ℎ = 0.05 ℎ = 0.1 ℎ = 0.05 ℎ = 0.1 ℎ = 0.05 
0.1 0.083 0.137 0.129 0.239 0.165 0.350 0.249 0.405 
0.05 0.121 0.240 0.217 0.263 0.220 0.479 0.240 0.509 
0.01 0.509 1.138 0.994 2.206 0.987 2.087 1.097 2.218 
0.005 1.002 3.123 2.027 6.132 1.995 5.528 2.026 4.590 
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(a) h=0.1 

 
(b) h=0.5 

Figure 1. Computation time for -32≤x≤32 at t=1. 

of equations. Accordingly, the PAVF method is more 
efficient than the AVF method. Figure 1 verifies this fact. 
Table 3 also shows that the computational costs of PAVF 
and PAVF-C are less than the fully implicit PAVF-P and AVF 
methods. In addition, we notice that the computational 
times of the PAVF-C and PAVF-P methods are slightly less 
than twice that of PAVF although the PAVF-C method is 
the composition of the PAVF method and its adjoint 
method, and the PAVF-P method is fully implicit. In 
addition, the PAVF-C and the PAVF-P methods have the 
same accuracy as the AVF method, but they are more 
efficient than the AVF method. Finally, we can say that the 
PAVF-P is the most efficient method.  

Next, we test the stability of the scheme concerning 
the initial data. We consider the perturbed initial data 

𝑢𝑛𝑜𝑖𝑠𝑒(𝑥, 0) = 𝑢0(𝑥)(1 + 𝜇𝜃), 𝑣𝑛𝑜𝑖𝑠𝑒(𝑥, 0) = 𝑣0(𝑥)(1 +
𝜇𝜃), 𝑣𝑡,𝑛𝑜𝑖𝑠𝑒(𝑥, 0) = 𝑣𝑡,0(𝑥)(1 + 𝜇𝜃), where 𝜇 is the 

percentage of the noise and 𝜃 is the random variable 
generated from a uniform distribution in the interval 
[−0.5,0.5]. We denote the perturbed solution as 
𝑈𝑝 and  𝑉𝑝.   Figure 2 represents the solitary wave 

obtained by the PAVF scheme (28) with noise using the 
perturbed initial condition with 𝜇 = 0.2. Similar results 
have been obtained for the PAVF-C and PAVF-P methods 
which are not shown here. From the figure, we see that 
the small perturbation in the initial data does not yield any 
significant effect on the wave propagation, which 
confirms the stability of the methods.  

 

 
(a) h=0.1 

 
(b) h=0.5 

Figure 2. Solitary wave propagation with noise. τ=0.001,h=0.5. 

 

Single solitary wave: In this subsection, we examine 
the long-time solitary wave simulation. We solve the SB 
equations (1) in the spatial interval [−64,64] and 
temporal interval [0,40]. We choose the spatial interval 
large enough so that solitary wave propagation and 
conservation properties are not affected by the boundary 
conditions. We can see that solitons move forward 
without any changes in shape as shown in Fig.3. The 
corresponding errors of total energy 𝐻𝑛 and mass 𝑀𝑛  are 

represented by Fig.4. From the figure, we see that the 
errors are small during long-time integration which 
confirms theoretical results. Fig 3(a) represents that all 
four methods preserve the discrete energy up to round-
off errors. From Fig. 3(b) we can see that, the AVF method 
cannot preserve the mass, but the relative error is 
bounded. On the other hand, we can see the excellent 
mass preservation of the other three methods during time 
integration. 
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(a) h=0.1 

 
(b) h=0.5 

Figure 3. Evolution of PAVF solution for τ=0.001,h=0.2 

 

Numerical results show that the proposed schemes have excellent conservation properties and stability even for long 
time integration. 

 

Two-dimensional Schrodinger-Boussinesq equation  
The advantage of the PAVF method becomes more evident in two-dimensional problems [16]. In this subsection, we 

consider the two-dimensional SB equations (1) with 𝑑 = 2, and 𝑓(𝑣) = sin (𝑣) [19,20]. We choose the parameters 
  

                                     

 
(a) h=0.1 

 
(b) h=0.5 

Figure 4. Relative errors in total energy H^n and the mass M^n for τ=0.01,h=0.2. 

 

Table 4. Computation time for ℎ𝑥 = ℎ𝑦 = 0.25, −10 ≤ 𝑥, 𝑦 ≤ 10 at 𝑡 = 1. 

𝝉 PAVF                  PAVF-C                    PAVF-P                      AVF [18] 

0.1 
0.05 
0.01 
0.005 

3.609                 6.575                      13.794                       8.552 
5.160                 9.670                      18.047                      15.798   
28.731               57.022                    97.931                      66.328 
58.076               116.404                  200.128                    131.089 

 

 𝛾 = 𝛼 = −1 and 𝜉 = 𝜔 = −1/10.  The analytical solution of two-dimensional SB equation is not available. The 
initial data are taken as [19]  

𝑢0(𝑥, 𝑦) =
2

𝑒𝑥
2+2𝑦2 + 𝑒−(𝑥

2+2𝑦2)
𝑒5𝑖/cosh (√4𝑥

2+𝑦2) 

𝑣0(𝑥, 𝑦) = 𝑒
−(𝑥2+2𝑦2) 

𝜙0(𝑥, 𝑦) =
1

2
𝑒−(𝑥

2+2𝑦2)               (38) 
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Table 4 indicates the computational time obtained by 
four energy-preserving methods in the spatial domain 
Ω = (−10 × 10) × (−10 × 10) with ℎ𝑥 = ℎ𝑦 = 0.1 for 

the different temporal step size. Here, ℎ𝑥  and ℎ𝑦 are step 

size in 𝑥 −direction and 𝑦 −direction, respectively. From 
the table, we see the PAVF method requires smaller 
computational time than the AVF method, as expected. 
Moreover, as in the one-dimensional case, the 
computational time of PAVF-C method is much less than 
twice that of PAVF. In addition, it can be seen that the 
PAVF-P method is a method with the most CPU time. 

Fig. 5 shows the surfaces of |𝑢|, 𝑣 and 𝜙 at the initial 
time 𝑡 = 0 and the final time 𝑡 = 1. The spatial interval is 
set to Ω = [−16 × 16] × [−16 × 16]. The step sizes are 
taken as 𝜏 = 0.01 and ℎ𝑥 = ℎ𝑦 = 0.25. 

From the left plot of the figure, one can see the initial 
hump collapses as time evolves many spikes appear at the 
end. From the middle plot, one can see that the initial 
hump collapses as time evolves, and a hole appears inside 
the hump. In addition, there are spikes from under the 
horizontal plane. The right graph displays the evolution of 
the plane 𝜙. From the right figure, one can see that again 
the initial hump collapses, but no hole appears. Moreover, 
spikes from under the horizontal plane. The energy and 
mass conservations are depicted in Fig.6. From the figure, 
one can find that PAVF-C preserves the total energy better 
than the other methods. Moreover, all PAVF methods 
preserve the mass better than the AVF method.                                      

 

   

   

Figure 5. Evolution of PAVF solution for τ=0.01,h_x=h_y=0.25  

 

  

Figure 6. Error in the total energy H^n and the mass L^n for τ=0.01,h=0.25. 

                                      

Conclusion 

In this study, we applied the energy-preserving PAVF 
method to the one-dimensional and two-dimensional 
CNSB equations. The method leads to semi-implicit 
algebraic equations for the CNSB equations. In addition, 
we find that the new energy-preserving scheme preserves 
the mass of the equations. In conjunction with the adjoint 
method of the PAVF method, we further introduce the 
conservative PAVF composition (PAVF-C) method and 
(PAVF-P) method. Some numerical results are presented  

to demonstrate the accuracy and efficiency of the method 
for the numerical solution of the CNSB equations. 
Numerical results confirm the theoretical results. Errors in 
the methods and computational times are compared with 
the AVF method. Numerical results verify that the applied 
schemes simulate both one- and two-dimensional CNSB 
system well. 
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Introduction 
 

The Dirac operator is a mathematical operator that 
appears in quantum mechanics and quantum field theory. 
It was introduced by the physicist Paul Dirac in 1928 as a 
way to describe the behavior of electrons in relativistic 
quantum mechanics [1]. The first important and 
comprehensive results regarding these operators were 
discussed in Levitans’s work [2]. Inverse problems for 
Dirac operators have been addressed and studied in detail 
by many researchers (see for example [3-5]). 

The fractional calculus has gained considerable 
attention in various scientific disciplines due to its wide 
range of applications and its effectiveness in dealing with 
complex systems. Fractional calculus extends the 
traditional integer-order calculus to include derivatives 
and integrals of non-integer orders [6-9]. In 2014, Khalil et 
al. presented a new but easy definition of the fractional 
derivative, called the compatible fractional derivative 
[10]. The new definition seems to be a natural extension 
of the traditional differentiation and seems to agree with 
known fractional derivatives on polynomials (up to a 
constant multiple). 

This derivative was defined as follows: 
Let 𝑓: [0, ∞) → ℝ be a given function. The 

conformable fractional derivative of 𝑓 of order 𝛼 is: 

𝐷𝑥
𝛼𝑓(𝑥) = lim

∈→0

𝑓(𝑥+𝜖𝑥1−𝛼)−𝑓(𝑥)

𝜖
, 𝐷𝑥

𝛼𝑓(0) = lim
𝑥→0+

𝐷𝑥
𝛼𝑓(𝑥), 

for all 𝑥 > 0, 𝛼 ∈ (0,1]. If this limit exist and finite at 𝑥0, 
we say 𝑓 is 𝛼 −differentiable at 𝑥0. If 𝑓 is differentiable, 
then 𝐷𝑥

𝛼𝑓(𝑥) = 𝑥1−𝛼𝑓′(𝑥). 
In the past few years, fractional calculus has been 

investigated by several author ([11], [12] and references 
therein). In recent years,there has been a growing interest 

among scholars in exploring fractional generalizations of 
well-known mathematical problems, including those 
related to Sturm-Liouville, diffusion and Dirac operators 
[13-21]. 

The nodal set consists of points where the 
eigenfunction vanishes. In 1988, the concept of the 
inverse nodal problem for the Sturm-Liouville operator 
was first discussed by McLaughlin [22], and later Hald and 
McLaughlin showed that it was sufficient to know only the 
nodal points to determine the potential function with 
more general boundary conditions [23].Yang proposed a 
solution in 1997 to reconstruct the potential and the 
boundary condition of the Sturm-Liouville operator from 
its nodes. [24]. Inverse nodal problems continue to be 
studied by many researchers [25-34]. 

The inverse nodal problem for Dirac operators involves 
determining the coefficients of the Dirac operator and 
other parameters of the problem from the knowledge of 
the nodal set of the corresponding eigenfunctions. For 
certain types of Dirac operators with various boundary 
conditions, it has been demonstrated that a dense subset 
of the nodal points of the eigenfunctions alone is sufficient 
to uniquely determine the coefficients of the Dirac 
operator [35-37]. 

Eigenvalue problems with eigenvalue-dependent 
boundary conditions is an important application area in 
applied sciences. Fulton’s [38-39], studies and the 
references in this study can be cited as examples of 
studies conducted on this subject until 1980. The most 
recent examples of its applications in physics can be found 
in [40]. We refer to [41-42] and references therein 
regarding studies in this field. 

http://csj.cumhuriyet.edu.tr/tr/
https://orcid.org/0000-0003-1139-6146
https://orcid.org/0000-0003-1689-8954
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Nowadays, studies on the integro-differential operator 
have gained significant popularity and interest by many 
authors and have gained an important place in the 
literature [43-46].The inverse nodal problem for Dirac 
type integro-differential operators was first considered in 
[47]. It is shown in this study that the coefficients of the 
operator can be determined by using nodal points. In [48], 

the authors have addressed a similar problem where the 
boundary conditions depend linearly on the spectral 
parameter. 

The conformable fractional derivative was first 
discussed in [10-11]. Some other definitions and basic 
properties can be found in these works. 

 

Main Results 
 

Consider the following BVP 𝐿(𝜃, 𝛽, 𝑝(𝑥), 𝑞(𝑥)): 

 (
0 1
−1 0

) 𝐷𝑥
𝛼𝑌(𝑥) + (

𝑝(𝑥) 0

0 𝑟(𝑥)
) 𝑌(𝑥) + ∫

𝑥

0
𝑀(𝑥, 𝑡)𝑌(𝑡)𝑑𝛼𝑡 = 𝜆𝑌  , 𝑥 ∈ (0, 𝜋)       (1) 

with 
   (𝜆cos𝜃 + 𝑎)𝑦1(0) + (𝜆sin𝜃 + 𝑏)𝑦2(0) = 0           (2) 
 (𝜆cos𝛽 + 𝑐)𝑦1(𝜋) + (𝜆sin𝛽 + 𝑑)𝑦2(𝜋) = 0           (3) 

where, 𝑀(𝑥, 𝑡) = (
𝑀11(𝑥, 𝑡) 𝑀12(𝑥, 𝑡)

𝑀21(𝑥, 𝑡) 𝑀22(𝑥, 𝑡)
) , 𝑌(𝑥) = (

𝑦1(𝑥)
𝑦2(𝑥)

) and 𝑝(𝑥), 𝑞(𝑥), and 𝑀𝑖𝑗(𝑥, 𝑡)  (𝑖, 𝑗 = 1,2) are real-valued 

conformable fractional differentiable functions and 𝑥𝛼−1𝑝(𝑥) and 𝑥𝛼−1𝑟(𝑥) are continuous on (0, 𝜋), 0 ≤ 𝜃, 𝛽 < 𝜋 are 
real numbers, 𝜆 is the spectral parameter. 
Let 𝜑(𝑥, 𝜆) = (𝜑1(𝑥, 𝜆), 𝜑2(𝑥, 𝜆))𝑇 be the solution of (1) satisfying 𝜑(0, 𝜆) = (𝜆sin𝜃 + 𝑏, −𝜆cos𝜃 − 𝑎)𝑇 .  𝜑(𝑥, 𝜆) 
satisfies the following asymptotic relations for |𝜆| → ∞,  

 𝜑1(𝑥, 𝜆) = 𝜆sin (𝜃 + 𝜆
𝑥𝛼

𝛼
− 𝜌(𝑥)) + 𝑎sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥))  

+𝑏cos (𝜆
𝑥𝛼

𝛼
− 𝜌(𝑥)) +

1

2
𝜇(𝑥)sin (𝜃 + 𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 +
𝑎

2𝜆
𝜇(𝑥)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) +

𝑏

2𝜆
𝜇(𝑥)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 +
1

2
𝜇(0)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥) − 𝜃) +

𝑎

2𝜆
𝜇(0)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥))           (4) 

 −
𝑏

2𝜆
𝜇(0)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) −

1

2
cos (𝜃 + 𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 

−
𝑎

2𝜆
cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0

𝜇2(𝑡)𝑑𝛼𝑡 +
𝑏

2𝜆
sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0

𝜇2(𝑡)𝑑𝛼𝑡 

 −
1

2
𝐾(𝑥)sin (𝜃 + 𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) −

𝑎

2𝜆
𝐾(𝑥)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 −
𝑏

2𝜆
𝐾(𝑥)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) +

1

2
𝐿(𝑥)cos (𝜃 + 𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 +
𝑎

2𝜆
𝐿(𝑥)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) −

𝑏

2𝜆
𝐿(𝑥)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) + 𝑜 (

𝑒
|𝜏|

𝑥𝛼

𝛼

𝜆
) 

 𝜑2(𝑥, 𝜆) = −𝜆cos (𝜃 + 𝜆
𝑥𝛼

𝛼
− 𝜌(𝑥)) − 𝑎cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 +𝑏sin (𝜆
𝑥𝛼

𝛼
− 𝜌(𝑥)) +

1

2
𝜇(𝑥)cos (𝜃 + 𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

+
𝑎

2𝜆
𝜇(𝑥)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) −

𝑏

2𝜆
𝜇(𝑥)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 −
1

2
𝜇(0)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥) − 𝜃) −

𝑎

2𝜆
𝜇(0)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 −
𝑏

2𝜆
𝜇(0)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) −

1

2
sin (𝜃 + 𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡          (5) 

 −
𝑎

2𝜆
sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 −

𝑏

2𝜆
cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 

 +
1

2
𝐾(𝑥)cos (𝜃 + 𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) +

𝑎

2𝜆
𝐾(𝑥)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 −
𝑏

2𝜆
𝐾(𝑥)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) +

1

2
𝐿(𝑥)sin (𝜃 + 𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) 
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 +
𝑎

2𝜆
𝐿(𝑥)sin (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) +

𝑏

2𝜆
𝐿(𝑥)cos (𝜆

𝑥𝛼

𝛼
− 𝜌(𝑥)) + 𝑜 (

𝑒
|𝜏|

𝑥𝛼

𝛼

𝜆
) 

uniformly in 𝑥 ∈ [0, 𝜋], where, 𝜇(𝑥) =
1

2
(𝑝(𝑥) − 𝑟(𝑥)), 𝜌(𝑥) =

1

2
∫

𝑥

0
(𝑝(𝑡) + 𝑟(𝑡))𝑑𝛼𝑡,  

𝐾(𝑥) = ∫
𝑥

0
(𝑀11(𝑡, 𝑡) − 𝑀22(𝑡, 𝑡))𝑑𝛼𝑡, 𝐿(𝑥) = ∫

𝑥

0
(𝑀12(𝑡, 𝑡) − 𝑀21(𝑡, 𝑡))𝑑𝛼𝑡  

 and 𝜏 = 𝐼𝑚𝜆. 
Δ(𝜆) is called the characteristic function of 𝐿 and defined by as follows  

 Δ(𝜆) = 𝜑1(𝜋, 𝜆)(𝜆cos𝛽 + 𝑐) + 𝜑2(𝜋, 𝜆)(𝜆sin𝛽 + 𝑑),          (6) 

The zeros {𝜆𝑛}𝑛∈ℤ of Δ(𝜆) coincide with the eigenvalues of the problem 𝐿. Using (4) and (5), we get 

 Δ(𝜆) = 𝜆2sin (𝜆
𝜋𝛼

𝛼
− 𝜌(𝜋) − 𝛽 + 𝜃) + 𝜆𝑎sin (𝜆

𝜋𝛼

𝛼
− 𝜌(𝜋) − 𝛽) 

 +𝑏𝜆cos (𝜆
𝜋𝛼

𝛼
− 𝜌(𝜋) − 𝛽) +

𝜇(𝑥)

2
𝜆sin (𝜆

𝜋𝛼

𝛼
− 𝜌(𝜋) + 𝛽 + 𝜃) 

 +
𝜇(0)

2
𝜆sin (𝜆

𝜋𝛼

𝛼
− 𝜌(𝜋) − 𝛽 − 𝜃) −

1

2
𝜆cos (𝜆

𝜋𝛼

𝛼
− 𝜌(𝜋) − 𝛽 + 𝜃) ∫

𝜋

0
𝜇2(𝑡)𝑑𝛼𝑡       (7) 

 −
1

2
𝜆𝐾(𝜋)sin (𝜆

𝜋𝛼

𝛼
− 𝜌(𝜋) − 𝛽 + 𝜃) +

1

2
𝜆𝐿(𝜋)cos (𝜆

𝜋𝛼

𝛼
− 𝜌(𝜋) − 𝛽 + 𝜃) 

 +𝑐𝜆sin (𝜆
𝜋𝛼

𝛼
− 𝜌(𝜋) + 𝜃) − 𝑑𝜆cos (𝜆

𝜋𝛼

𝛼
− 𝜌(𝜋) + 𝜃) + 𝑜 (

𝑒
|𝜏|

𝜋𝛼

𝛼

𝜆3 ), 

for sufficiently large |𝜆|. 
By using Δ(𝜆𝑛) = 0, we get  

 𝜆𝑛 =
(𝑛−1)𝜋𝛼

𝜋𝛼 +
(𝜌(𝜋)+𝛽−𝜃)𝛼

𝜋𝛼 +
𝐷

(𝑛−1)𝜋𝛼 + 𝑜 (
1

𝑛
) 𝑛 ≥ 2           (8) 

and 
 

 𝜆𝑛 =
(𝑛+1)𝜋𝛼

𝜋𝛼 +
(𝜌(𝜋)+𝛽−𝜃)𝛼

𝜋𝛼 +
𝐷

(𝑛+1)𝜋𝛼 + 𝑜 (
1

𝑛
) 𝑛 ≤ −2 

for sufficiently large 𝑛,  

where, 𝐷 = 𝑎sin𝜃 − 𝑏cos𝜃 −
𝜇(𝑥)

2
sin2𝛽 +

𝜇(0)

2
sin2𝜃 +

1

2
∫

𝜋

0
𝜇2(𝑡)𝑑𝛼𝑡 −

𝐿(𝜋)

2
− 𝑐sin𝛽 + 𝑑cos𝛽 

 
Lemma 1 For sufficiently large 𝑛, the first component 𝜑1(𝑥, 𝜆𝑛) of the eigenfunction 𝜑(𝑥, 𝜆𝑛) has exactly 𝑛 − 2 nodes 

{𝑥𝑛
𝑗
: 𝑗 = 0,1, ⋯ , 𝑛 − 3} in the interval (0, 𝜋):  0 < 𝑥𝑛

0 < 𝑥𝑛
1 <. . . < 𝑥𝑛

𝑛−3 < 𝜋. The numbers {𝑥𝑛
𝑗
} satisfy the following 

asymptotic formula: 
 

 

(𝑥𝑛
𝑗
)

𝛼
=

𝑗𝜋𝛼

𝑛
−

𝑗𝜋𝛼

𝑛

𝜌(𝜋)+𝛽−𝜃

𝑛𝜋
+ 𝜌(𝑥𝑛

𝑗
)

𝜋𝛼−1

𝑛
− 𝜃

𝜋𝛼−1

𝑛
− 𝜌(𝑥𝑛

𝑗
)

𝜌(𝜋)+𝛽−𝜃

𝑛2 𝜋𝛼−2

+𝜃
𝜌(𝜋)+𝛽−𝜃

𝑛2 𝜋𝛼−2 + 𝑇
𝜋2𝛼−2

2𝑛2𝛼
+

𝜋2𝛼−2

2𝑛2𝛼
∫

𝑥𝑛
𝑗

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 −

𝜋2𝛼−2

2𝑛2𝛼
𝐿(𝑥𝑛

𝑗
)

÷

−𝑇
𝜌(𝜋)+𝛽−𝜃

𝑛3𝛼
𝜋2𝛼−3 −

𝜌(𝜋)+𝛽−𝜃

𝑛3𝛼
∫

𝑥𝑛
𝑗

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 −

𝜌(𝜋)+𝛽−𝜃

𝑛3𝛼
𝐿(𝑥𝑛

𝑗
) + 𝑜 (

1

𝑛3) .

                                                                             (9) 

 
 Where, 𝑇 = 2𝑎sin𝜃 − 2𝑏cos𝜃 + 𝜇(0)sin2𝜃 
  
Proof. From (4), the following equation is valid 

 𝜑1(𝑥, 𝜆𝑛) = 𝜆𝑛sin (𝜃 + 𝜆𝑛
𝑥𝛼

𝛼
− 𝜌(𝑥)) + 𝑎sin (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 +𝑏cos (𝜆𝑛
𝑥𝛼

𝛼
− 𝜌(𝑥)) +

1

2
𝜇(𝑥)sin (𝜃 + 𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 +
𝑎

2𝜆𝑛
𝜇(𝑥)sin (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) +

𝑏

2𝜆𝑛
𝜇(𝑥)cos (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 +
1

2
𝜇(0)sin (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥) − 𝜃) +

𝑎

2𝜆𝑛
𝜇(0)sin (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) 
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 −
𝑏

2𝜆𝑛
𝜇(0)cos (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) −

1

2
cos (𝜃 + 𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 

 −
𝑎

2𝜆𝑛
cos (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 +

𝑏

2𝜆𝑛
sin (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) ∫

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 

 −
1

2
𝐾(𝑥)sin (𝜃 + 𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) −

𝑎

2𝜆𝑛
𝐾(𝑥)sin (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 −
𝑏

2𝜆𝑛
𝐾(𝑥)cos (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) +

1

2
𝐿(𝑥)cos (𝜃 + 𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) 

 +
𝑎

2𝜆𝑛
𝐿(𝑥)cos (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) −

𝑏

2𝜆𝑛
𝐿(𝑥)sin (𝜆𝑛

𝑥𝛼

𝛼
− 𝜌(𝑥)) +𝑜 (

1

𝜆𝑛
) 

for sufficiently large 𝑛. If we put 𝜑1((𝑥𝑛
𝑗
)

𝛼
, 𝜆𝑛) = 0, we get 

 𝜆𝑛sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) + 𝑎sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 

 −𝑎cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 + 𝑏cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 

 +𝑏sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 +

1

2
𝜇(𝑥𝑛

𝑗
)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) 

 +
𝑎

2𝜆𝑛
𝜇(𝑥𝑛

𝑗
)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 −

𝑎

2𝜆𝑛
𝜇(𝑥𝑛

𝑗
)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 

 +
𝑏

2𝜆𝑛
𝜇(𝑥𝑛

𝑗
)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 +

𝑏

2𝜆𝑛
𝜇(𝑥𝑛

𝑗
)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 

 +
1

2
𝜇(0)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos2𝜃 −

1

2
𝜇(0)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin2𝜃 

 +
𝑎

2𝜆𝑛
𝜇(0)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 −

𝑎

2𝜆𝑛
𝜇(0)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 

 −
𝑏

2𝜆𝑛
𝜇(0)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 −

𝑏

2𝜆𝑛
𝜇(0)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 

 − (
1

2
cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) +

𝑎

2𝜆𝑛
𝑐𝑜𝑠 (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) 𝑐𝑜𝑠𝜃) ∫

𝑥𝑛
𝑗

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 

 − (
𝑎

2𝜆𝑛
sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 −

𝑏

2𝜆𝑛
𝑠𝑖𝑛 (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) 𝑐𝑜𝑠𝜃 ∫

𝑥𝑛
𝑗

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 

 −
𝑏

2𝜆𝑛
𝑐𝑜𝑠 (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) 𝑠𝑖𝑛𝜃 ∫

𝑥𝑛
𝑗

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 −

1

2
𝐾(𝑥𝑛

𝑗
)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) 

 −
𝑎

2𝜆𝑛
𝐾(𝑥𝑛

𝑗
)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 +

𝑎

2𝜆𝑛
𝐾(𝑥𝑛

𝑗
)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 

 −
𝑏

2𝜆𝑛
𝐾(𝑥𝑛

𝑗
)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) cos𝜃 −

𝑏

2𝜆𝑛
𝐾(𝑥)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) sin𝜃 

 +
1

2
𝐿(𝑥𝑛

𝑗
)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) +

𝑎

2𝜆𝑛
𝐿(𝑥𝑛

𝑗
)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 

 +
𝑎

2𝜆𝑛
𝐿(𝑥𝑛

𝑗
)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) sin𝜃 −

𝑏

2𝜆𝑛
𝐿(𝑥𝑛

𝑗
)sin (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) cos𝜃 

 +
𝑏

2𝜆𝑛
𝐿(𝑥𝑛

𝑗
)cos (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥𝑛

𝑗
) + 𝜃) sin𝜃 + 𝑜 (

1

𝜆𝑛
) = 0 

 

 𝜆𝑛tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) + 𝑎tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) cos𝜃 − 𝑎sin𝜃 
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 +𝑏cos𝜃 + 𝑏tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) sin𝜃 +

1

2
𝜇(𝑥)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) 

 +
𝑎

2𝜆𝑛
𝜇(𝑥)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) cos𝜃 −

𝑎

2𝜆𝑛
𝜇(𝑥)sin𝜃 +

𝑏

2𝜆𝑛
𝜇(𝑥)cos𝜃 

 +
𝑏

2𝜆𝑛
𝜇(𝑥)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) sin𝜃 +

1

2
𝜇(0)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) cos2𝜃 −

1

2
𝜇(0)sin2𝜃 

 +
𝑎

2𝜆𝑛
𝜇(0)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) cos𝜃 −

𝑎

2𝜆𝑛
𝜇(0)sin𝜃 

 −
𝑏

2𝜆𝑛
𝜇(0)cos𝜃 −

𝑏

2𝜆𝑛
𝜇(0)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) sin𝜃 −

1

2
∫

𝑥𝑛
𝑗

0
𝜇2(𝑡)𝑑𝛼𝑡 −

𝑎

2𝜆𝑛
𝑐𝑜𝑠𝜃 ∫

𝑥𝑛
𝑗

0
𝜇2(𝑡)𝑑𝛼𝑡 

 −
𝑎

2𝜆𝑛
tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) 𝑠𝑖𝑛𝜃 ∫

𝑥𝑛
𝑗

0
𝜇2(𝑡)𝑑𝛼𝑡 +

𝑏

2𝜆𝑛
tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) 𝑐𝑜𝑠𝜃 ∫

𝑥𝑛
𝑗

0
𝜇2(𝑡)𝑑𝛼𝑡 

 −
𝑏

2𝜆𝑛
𝑠𝑖𝑛𝜃 ∫

𝑥𝑥𝑛
𝑗

0
𝜇2(𝑡)𝑑𝛼𝑡 −

1

2
𝐾(𝑥)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) −

𝑎

2𝜆𝑛
𝐾(𝑥)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) cos𝜃 

 +
𝑎

2𝜆𝑛
𝐾(𝑥)sin𝜃 −

𝑏

2𝜆𝑛
𝐾(𝑥)cos𝜃 +

1

2
𝐿(𝑥) +

𝑎

2𝜆𝑛
𝐿(𝑥)cos𝜃 −

𝑏

2𝜆𝑛
𝐾(𝑥)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) sin𝜃 

 +
𝑏

2𝜆𝑛
𝐿(𝑥𝑛

𝑗
)sin𝜃 + 𝑜 (

1

𝜆
) +

𝑎

2𝜆𝑛
𝐿(𝑥)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) sin𝜃 

 −
𝑏

2𝜆𝑛
𝐿(𝑥)tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) cos𝜃 = 0 

 

 tan (𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌(𝑥) + 𝜃) {1 +

𝑎

𝜆𝑛
cos𝜃 +

𝑏

𝜆𝑛
sin𝜃 

 +
1

2𝜆𝑛
𝜇(𝑥𝑛

𝑗
) +

1

2𝜆𝑛
𝜇(0) −

1

2𝜆𝑛
𝐾𝑥𝑛

𝑗
) + 𝑜 (

1

𝜆𝑛
)} = 

 
𝑎

𝜆𝑛
sin𝜃 −

𝑏

𝜆𝑛
cos𝜃 +

1

2𝜆𝑛
𝜇(0)sin2𝜃 +

1

2𝜆𝑛
∫

𝑥𝑛
𝑗

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 −

1

2𝜆𝑛
𝐿(𝑥𝑛

𝑗
) + 𝑜 (

1

𝜆𝑛
) 

 Taylor’s expansion formula gives,  

 𝜆𝑛

(𝑥𝑛
𝑗

)
𝛼

𝛼
− 𝜌((𝑥𝑛

𝑗
)) + 𝜃 

 = 𝑗𝜋 +
1

2𝜆𝑛
(2𝑎sin𝜃 − 2𝑏cos𝜃 + 𝜇(0)sin2𝜃+ ∫

𝑥𝑛
𝑗

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 − 𝐿(𝑥𝑛

𝑗
)) 

 +𝑜 (
1

𝜆𝑛
) 

or 
 

 (𝑥𝑛
𝑗
)

𝛼
= 𝛼𝜆𝑛

−1(𝜌((𝑥𝑛
𝑗
)) − 𝜃 + 𝑗𝜋  

                            +
1

2𝜆𝑛
(2𝑎sin𝜃 − 2𝑏cos𝜃 + 𝜇(0)sin2𝜃+ ∫

𝑥𝑛
𝑗

0
𝜇2(𝑡)𝑑𝛼𝑡 − 𝐿(𝑥𝑛

𝑗
))) + 𝑜 (

1

𝜆𝑛
) 

We arrive (9) by using the asymptotic formula 

 𝜆𝑛
−1 =

𝜋𝛼

𝑛𝜋𝛼
−

(𝜌(𝜋)+𝛽−𝜃)𝜋𝛼

𝑛2𝜋2𝛼
+ 𝑜 (

1

𝑛2) 

  

Let 𝑋 be the set of nodal points. For each fixed 𝑥 ∈ (0, 𝜋) and 𝛼 ∈ (0,1], choose a sequence (𝑥𝑛
𝑗
) ⊂ 𝑋 such that 𝑥𝑛

𝑗
 

converges to 𝑥. Then the following limits are exist and finite: 

 lim
|𝑛|→∞

((𝑥𝑛
𝑗
)

𝛼
−

𝑗𝜋𝛼

𝑛
) 𝑛𝜋 = −𝑥(𝜌(𝜋) − 𝜃 + 𝛽) + 𝜌(𝑥)𝜋𝛼 − 𝜃𝜋𝛼 = 𝑓(𝑥) 
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where 

 𝑓(𝑥) = −𝑥(𝜌(𝜋) − 𝜃 + 𝛽) +
1

2
𝜋𝛼 ∫

𝑥

0
[𝑝(𝑡) + 𝑟(𝑡)]𝑑𝛼𝑡 − 𝜃𝜋𝛼                                                                 (10) 

and 

 lim
𝑛→∞

((𝑥𝑛
𝑗
)

𝛼
−

𝑗𝜋𝛼

𝑛
+

𝑗𝜋𝛼

𝑛

𝜌(𝜋)+𝛽−𝜃

𝑛𝜋
−

𝜌(𝑥𝑛
𝑗

)𝜋𝛼−1

𝑛
+

𝜃𝜋𝛼−1

𝑛
) 𝑛2 = 𝑔(𝑥), 

where 
 𝑔(𝑥) = −𝜌(𝑥)(𝛽 − 𝜃)𝜋𝛼−2 + 𝜃(𝛽 − 𝜃)𝜋𝛼−2 

                               +
𝜋2𝛼−2

2𝛼
+ ∫

𝑥

0
𝜇2(𝑡)𝑑𝛼𝑡 +

𝜋2𝛼−2

2𝛼
𝐿(𝑥) + 𝑇

𝜋2𝛼−2

2𝛼
                                                                                             (11) 

Therefore, proof of the following theorem is clear. Let 𝜇(𝜋) = 0, and 𝑋 be the dense subset of the nodal points. 
 
Theorem 1 Given the set 𝑋 uniquely determines the coefficients 𝜃 and 𝛽 of the problem 𝐿 and if 𝐿(𝑥) is known, the 
potential 𝛺(𝑥) a.e. on (0, 𝜋) can be also determined by 𝑋 . Moreover, 𝑝(𝑥) and 𝑟(𝑥), 𝜃 and 𝛽 can be reconstructed as 
follows 

Step-1: For each fixed 𝑥 ∈ (0, 𝜋) and 𝛼 ∈ (0,1], choose (𝑥𝑛
𝑗(𝑛)

) ⊂ 𝑋 such that (𝑥𝑛
𝑗(𝑛)

) → 𝑥 as n→ ∞; 

Step-2: Find 𝑓(𝑥) from (10) and calculate  

 𝜃 = −𝑓(0)𝜋−𝛼 

 𝛽 =
𝑓(0)−𝑓(𝜋)−𝑓(0)𝜋1−𝛼

𝜋
 

 𝐷𝑥
𝛼𝜌(𝑥) = (𝐷𝑥

𝛼𝑓(𝑥) − 𝜃 + 𝛽)𝜋−𝛼           

Step-3: From (11), find 𝑔(𝑥) and calculate  

 𝜇2(𝑥) = (𝐷𝑥
𝛼𝑔(𝑥) + (𝐷𝑥

𝛼𝑓(𝑥) − 𝜃 + 𝛽)(𝛽 − 𝜃)𝜋−2)
2𝛼

𝜋2𝛼−2 + 𝐷𝑥
𝛼𝐿(𝑥) (12) 

Step-4:  From (10) and (11) calculate 

 𝑝(𝑥) =
𝐷𝑥

𝛼𝑓(𝑥)

𝜋𝛼 +
𝑓(0)−𝑓(𝜋)−𝑓(0)𝜋1−𝛼

𝜋1+𝛼 + 𝑓(0) + 2√
2𝛼

𝜋2𝛼−2
(𝐷𝑥

𝛼𝑔(𝑥) + 𝐷𝑥
𝛼𝜌(𝑥)(𝛽 − 𝜃)𝜋𝛼−2) + 𝐷𝑥

𝛼𝐿(𝑥) 

 𝑟(𝑥) =
𝐷𝑥

𝛼𝑓(𝑥)

𝜋𝛼 +
𝑓(0)−𝑓(𝜋)−𝑓(0)𝜋1−𝛼

𝜋1+𝛼 + 𝑓(0) −2√
2𝛼

𝜋2𝛼−2
(𝐷𝑥

𝛼𝑔(𝑥) + 𝐷𝑥
𝛼𝜌(𝑥)(𝛽 − 𝜃)𝜋𝛼−2) + 𝐷𝑥

𝛼𝐿(𝑥) 
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Introduction 
 

A lot of real-world scenarios require data (such 
percentages and proportions) that are restricted to a 
particular range. This is especially true in economic 
environments where nondurable consumption is given a 
percentage of income and industry market shares [1]. 
Such datasets require the use of flexible distributions to 
correctly represent them. Despite being widely utilized in 
many scientific studies, the Beta distribution has certain 
drawbacks, most notably the inability to describe its 
functions in an explicit form. Compared to the Beta 
distribution, the Topp-Leone distribution is simpler and 
has become more well-known. It was first presented by 
[2]. Similar to this, the Kumaraswamy distribution was 
used by many scientist, which was first presented by [3] 
and made widespread by [4]. 

Researchers used some mathematical transformations 
to propose distributions on (0,1) interval. These are 

  1Y X X  and   expY X . Using these 

transformations, researchers introduced several 
distributions such as unit-BS by [5], log-XG by[6], log-
exponential power by [7], log-Bilal [8], log-WE by [9], a 
new kind of unit-Lindley by[10], unit-Chen by [11], 
continuous Bernoulli by [12], unit generalized half-normal 
by [13] and unit Gompertz by [14].  

This study aims to introduce an innovative distribution 
with closed and accessible statistical features, defined on 
the unit interval. Compared to popular distributions like 
Beta, Kumaraswamy, and Topp-Leone, this one has a 
number of advantages. A closed form of the probability 
density function (pdf) and moments are among the 
statistical characteristics of the unit-TL distribution that 
may be determined. It allows for the introduction of a 

regression model of the proposed distribution and shows 
a better fit than other widely recognized distributions 
constructed on the unit interval. 

The paper is divided as follows: A thorough summary 
of the mathematical characteristics connected to the 
suggested distribution is given in Section 2. The methods 
for estimating parameters, such as weighted least 
squares, least squares, and maximum likelihood, are 
covered in Section 3. The simulation study that evaluates 
the effectiveness of the parameter estimation techniques 
in finite samples are shown in Section 4. In Section 5, an 
innovative regression model that uses the generalized 
linear model approach is introduced as a complement to 
the Beta regression model. To demonstrate the 
adaptability of the unit-TL distribution in comparison to 
popular distributions in (0,1) interval, two real datasets 
are investigated in Section 6. The paper gets to its 
conclusion in Section 7. 

 

The Unit-Transmuted Lindley Distribution 
The pdf of the Lindley distribution is 

 

𝑓(𝑥; 𝜃) =
𝜃2

1 + 𝜃
(1 + 𝑥) 𝑒𝑥𝑝(−𝜃𝑥) , 𝑥 > 0. (1) 

 
where  0  is scale parameter. It is possible to 

represent the pdf provided in (1) as a combination of 
gamma and exponential distributions.  The cumulative 
distribution function (cdf) is 
 

𝐹(𝑥) = 1 −
𝜃 + 1 + 𝜃𝑥

𝜃 + 1
𝑒𝑥𝑝(−𝜃𝑥) , 𝑥 ≥ 0. (2) 

http://csj.cumhuriyet.edu.tr/tr/
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Several authors have examined the Lindley 
distribution and its statistical characteristics were 
deduced by [15]. There are several Lindley distribution 
generalizations in the statistical literature. [16] presented 

a novel Lindley distribution, known as the transmuted 
Lindley (TL) distribution, with the following pdf using the 
transmutation idea. 

 

𝑓(𝑥; 𝜃, 𝜆) =
𝜃2

𝜃 + 1
(1 + 𝑥) 𝑒𝑥𝑝(−𝜃𝑥) (1 − 𝜆 + 2𝜆

1 + 𝜃 + 𝜃𝑥

𝜃 + 1
𝑒𝑥𝑝(−𝜃𝑥)) , 𝑥 > 0. (3) 

 

Here, the parameter 1   is the transmutation parameter. The cdf of (3) is 

𝐹(𝑥; 𝜃, 𝜆) = (1 −
1 + 𝜃 + 𝜃𝑥

𝜃 + 1
𝑒𝑥𝑝(−𝜃𝑥)) (1 + 𝜆

1 + 𝜃 + 𝜃𝑥

𝜃 + 1
𝑒𝑥𝑝(−𝜃𝑥)) , 𝑥 ≥ 0. (4) 

 

Now, using  1Y X X   transformation in (3), we have 

𝑓(𝑦; 𝜃, 𝜆) =
𝜃2

𝜃 + 1
(1 − 𝑦)−3 𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
) (1 − 𝜆 + 2𝜆

1 + 𝜃 +
𝜃𝑦

1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
)) , 0 < 𝑦 < 1. (5) 

 
The Equation (5) is symbolized by Y ∼ unit-TL( , λ). Its cdf is 

𝐹(𝑦; 𝜃, 𝜆) = (1 −
1 + 𝜃 +

𝜃𝑦
1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
))(1 + 𝜆

1 + 𝜃 +
𝜃𝑦

1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
)). (6) 

 
Figure 1 shows the pdf plots of the unit-TL distribution for various values of the parameters. Both a left- and a right-

skewed unit-TL distribution are possible. 
 

 

Figure 1. The pdf plots of the model. 

 
The survival function is obtained as 𝑆(𝑦) = 1 − 𝐹(𝑦), and given by 

𝑆(𝑦; 𝜃, 𝜆) = 1 − (1 −
1 + 𝜃 +

𝜃𝑦
1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
))(1 + 𝜆

1 + 𝜃 +
𝜃𝑦

1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
)) , 0 ≤ 𝑦 ≤ 1. (7) 

 
Using the pdf and cdf, the hazard rate function (hrf) is 

𝐻(𝑦; 𝜃, 𝜆) =
𝜃2

𝜃 + 1
(1 − 𝑦)−3 𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
)(1 − 𝜆 + 2𝜆

1 + 𝜃 +
𝜃𝑦

1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
)) 

× [1 − (1 −
1 + 𝜃 +

𝜃𝑦
1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
))(1 + 𝜆

1 + 𝜃 +
𝜃𝑦

1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
))]

−1

. 

(8) 
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The hrf forms of the unit-TL model is illustrated (see, 
Figure 2). The unit-TL has only an increasing form of the 
hrf. 
 

 

Figure 2. The hazard plots of unit-TL. 

 
Generating random variables from the unit-TL 

distribution can be done using the properties of the 
Lindley and transmuted distributions. The cdf of the 
transmuted distribution is  
 

𝐹(𝑥) = (1 + 𝜆)𝐺(𝑥) − 𝜆𝐺2(𝑥) (9) 

 
where |𝑢| ≤ 1 and 𝐺(𝑥) is the cdf of the Lindley 

distribution for the transmuted-Lindley distribution. The 
quantile function of the transmuted distribution can be 
obtained for the general class of these distributions, as 
follows 
 

𝑄𝐺 = (
𝜆 − √2𝜆 − 4𝜆𝑢 + 𝜆2 + 1 + 1

2𝜆
) (10) 

 

where  GQ   is the quantile function of the Lindley 

distribution for transmuted-Lindley distribution. The 
qlindley function defined in the LindleyR package of the R 
software can be used for that purpose. The below 
algorithm can be easily implemented in R software to 
generate random variables from the unit-TL distribution.  

 

1. Define    and   parameters. 
2. Generate random variables from standard uniform 
distribution, 𝑢 ∼ 𝑈(0,1). 

3. Calculate 𝑥𝑢 =
𝜆−√2𝜆−4𝜆𝑢+𝜆2+1+1

2𝜆
   

4. Using the quantile function of the Lindley distribution, 
calculate 𝑥 = qlindley(𝑥𝑢 , 𝜃) 

5. Apply the following transformation 𝑦 =
𝑥

(𝑥+1)
  

6. Repeat steps 2-5 n  times.

 
 
The integration in (11) may be solved to obtain the moments of the unit-TL distribution. 

𝐸(𝑌𝑘) =
𝜃2

𝜃 + 1
∫ 𝑦𝑘

1

0

(1 − 𝑦)−3 𝑒𝑥𝑝 (−
𝜃𝑦

1 − 𝑦
)(1 − 𝜆 + 2𝜆

1 + 𝜃 +
𝜃𝑦

1 − 𝑦

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦

1 − 𝑦
))𝑑𝑦. (11) 

(11) cannot have an analytical solution. For a given value of k, however, the integration in (11) can be solved. We have 

the mean of the unit-TL distribution for k = 1. 

𝐸(𝑌) =
𝜃 (1 −

𝜆
2
) + 1

(𝜃 + 1)2
 (12) 

 

Estimation 
 

In this section, three parameter estimation methods are described for the unit-TL distribution. 

Maximum likelihood estimation 

Assume that the unit-TL distribution is the distribution of the random samples 1 2 3,  ,  ,..., ny y y y . The   ,  

function is provided by 

ℓ(𝜃, 𝜆) = 𝑛 𝑙𝑜𝑔 (
𝜃2

𝜃 + 1
) − 3∑𝑙𝑜𝑔(1 − 𝑦𝑖)

𝑛

𝑖=1

− 𝜃 ∑
𝑦𝑖

1 − 𝑦𝑖

𝑛

𝑖=1

 

+∑𝑙𝑜𝑔

(

 
 

(1 − 𝜆 + 2𝜆
1 + 𝜃 +

𝜃𝑦𝑖

1 − 𝑦𝑖

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦𝑖

1 − 𝑦𝑖

))

)

 
 

𝑛

𝑖=1

 

(13) 

We obtain the normal equations by calculating partial derivatives of (13) with regard to   and λ. 
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Where  1i i iz y y   and(𝜃̂, 𝜆̂) are the maximum likelihood estimates (MLEs) of the following equations when 

they are solved simultaneously. These equations incorporate complex functions, which makes the solution impossible 
to get the MLEs in an explicit form. As such, the solution requires the application of numerical methods. Using the 
statistical software R, one may determine the MLEs of the parameters. 

 
Least Squares (LS) and Weighted LS (WLS) Estimations 

Let 
 iY  for 1,2,3,...,i n  be the random variable denotes the ordered samples from the unit-TL distribution. To 

obtain the LSEs estimations, the function given in (14) is minimized.  

∑

[
 
 
 

(

 1 −

1 + 𝜃 +
𝜃𝑦(𝑖)

1 − 𝑦(𝑖)

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦(𝑖)

1 − 𝑦(𝑖)
)

)

 

(

 1 + 𝜆

1 + 𝜃 +
𝜃𝑦(𝑖)

1 − 𝑦(𝑖)

𝜃 + 1
𝑒𝑥𝑝 (−

𝜃𝑦(𝑖)

1 − 𝑦(𝑖)
)

)

 −
𝑖

𝑛 + 1
]
 
 
 
2

𝑛

𝑖=1

. (14) 

 

Also, the equation (15) is minimized to get WLSEs of the model parameters. 

∑
(𝑛+1)2(𝑛+2)

𝑖(𝑛−𝑖+1)
[(1 −

1+𝜃+𝜃𝑧(𝑖)

𝜃+1
𝑒𝑥𝑝(−𝜃𝑧(𝑖))) (1 + 𝜆

1+𝜃+𝜃𝑧(𝑖)

𝜃+1
𝑒𝑥𝑝(−𝜃𝑧(𝑖))) −

𝑖

𝑛+1
]
2

𝑛
𝑖=1 .  

 
(15) 

Simulation 
 
Using the estimation methods mentioned in previous 

section, bias, mean squared error (MSE) and mean relative 
error (MRE) are calculated. The anticipation is to observe 
that when the sample size increases, the bias and MSE 
should be near the zero value and MRE should be near the 
one value. The parameters of the unit-TL distribution are 
defined as   = 2, λ = 0.5. The size of the sample is raised 

from 50 to 500 by 5 units.  

Figures 3-5 present a graphical summary of the 
simulation findings. Large sample sizes are associated with 
biases and MSEs that are, as predicted, close to zero in 
estimating methods. 

The MREs are also close to the one. Nevertheless, 
compared to other estimate techniques, the MLE 
method’s biases and MSE values approach the required 
values more quickly. Furthermore, when the sample size 
is small, the bias and MSE of the MLE approach are lower 
than other methods. Therefore, we advise estimating the 
unit-TL distribution’s parameters using the MLE approach.

 

 

Figure 3. Estimated biases. 
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Figure 4. Estimated MREs. 

 

 

Figure 5. Estimated MSEs. 

 

The Unit-Transmuted Lindley Regression Model 
We present an alternative regression model that offers a new approach to modeling of bounded dependent variable 

with covariates. Let 𝜃 = (2𝜇)−1 [(1 −
𝜆

2
− 2𝜇) + √4𝜇 + (1 −

𝜆

2
)

2

− 4𝜇 (1 −
𝜆

2
)], the pdf is 

 

𝑓(𝑦; 𝜇, 𝜆) =
𝛾(𝜇,𝜆)2

𝛾(𝜇,𝜆)+1
(1 − 𝑦)−3 𝑒𝑥𝑝 (−

𝛾(𝜇,𝜆)𝑦

1−𝑦
) × (1 − 𝜆 + 2𝜆

1+𝛾(𝜇,𝜆)+
𝛾(𝜇,𝜆)𝑦

1−𝑦

𝛾(𝜇,𝜆)+1
𝑒𝑥𝑝 (−

𝛾(𝜇,𝜆)𝑦

1−𝑦
)),  (16) 

 
Where 

 

𝛾(𝜇, 𝜆) = (2𝜇)−1 [(1 −
𝜆

2
− 2𝜇) + √4𝜇 + (1 −

𝜆

2
)

2

− 4𝜇 (1 −
𝜆

2
)]. (17) 

 
In the re-parametrization, we have 𝐸(𝑌) = 𝜇. As in the beta regression method, the independent variables are 

connected to the dependent variable via link function. Since the dependent variable is defined on (0,1) interval, we use 
the logit-link function 
 

𝜇𝑖 =
𝑒𝑥𝑝(𝑥𝑖

𝑇β)

1 + 𝑒𝑥𝑝(𝑥𝑖
𝑇β)

, 𝑖 = 1, . . . , 𝑛. (18) 
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Substituting (18) in (16), the log-likelihood function is 
 

ℓ(β, 𝜆) = ∑ 𝑙𝑛 (
𝛾(𝜇𝑖, 𝜆)2

𝛾(𝜇𝑖 , 𝜆) + 1
)

𝑛

𝑖=1

− 3∑𝑙𝑛(1 − 𝑦𝑖)

𝑛

𝑖=1

− ∑𝛾(𝜇𝑖, 𝜆)
𝑦𝑖

1 − 𝑦𝑖

𝑛

𝑖=1

 

+∑𝑙𝑛 (1 − 𝜆 + 2𝜆
1 + 𝛾(𝜇𝑖, 𝜆) +

𝛾(𝜇𝑖 , 𝜆)𝑦𝑖

1 − 𝑦𝑖

𝛾(𝜇𝑖 , 𝜆) + 1
𝑒𝑥𝑝 (−

𝛾(𝜇𝑖 , 𝜆)𝑦𝑖

1 − 𝑦𝑖

))

𝑛

𝑖=1

 

(19) 

 

where i  is as in (18). The maximization of the log-

likelihood function described in Equation (19) is achieved 
through the optim function in the R software. The 
asymptotic standard errors are then calculated by help of 
the inverse of the observed information matrix. 

The residuals, as defined by [17] are employed to 
assess deviations from the assumption of error. These 
residuals are defined as: 

 

𝑒̂𝑖 = − 𝑙𝑛[1 − 𝐹(𝑦𝑖)] , 𝑖 = 1,2, . . . , 𝑛, (20) 

 

where  iF y  is the estimated cdf. 

 

Applications 
 

Water Capacity Data 
This section employs a real data application to 

compare the unit-TL model with Beta, Kumaraswamy, and 
Topp-Leone distributions. Table 1 presents the MLEs, A, 
W, AIC and BIC. Here, A and W represent the Anderson-
Darling and Cramer-von Mises, respectively. Also, KS 
represents the Kolmogorov-Smirnov test statistic value.  

The dataset consists of monthly water capacity data 
from the Shasta reservoir in California, USA, spanning 
from February 1991 to 2010. The reservoir has a 
maximum capacity of 4552000 AF, and the data was 
normalized to the interval [0,1] using a normalization 
equation. [18] previously analyzed this dataset. 

The hazard shape information can assist in selecting an 
appropriate model. [19] developed a useful tool for this 
purpose, called as TTT plot. A straight diagonal shape in 
the TTT plot indicates a constant hazard, while a convex 
shape suggests decreasing hazards and a concave shape 

indicates increasing hazards. A bathtub shape in the 
hazard occurs when it transitions from convex to concave. 
Examination of Figure 6 reveals that the hrf shape of the 
data is increasing. Therefore, utilizing a unit-TL 
distribution appears to be an effective choice for modeling 
this dataset. 
 

 

Figure 6. TTT plot of the dataset. 

 
Table 1 displays the estimated parameters, standard 

errors, and other statistics for the monthly water capacity 
dataset. The values in Table 1 clearly show that the 
goodness-of-fit statistics for the unit-TL distribution are at 
their lowest values. For the monthly water capacity 
dataset, the proposed distribution may thus be thought to 
be the best fit model. 

 

Table 1. Estimated parameters of the fitted models. 
Distributions Parameters  −𝓵 AIC BIC A W K-S p 

Beta 

7.3154 2.9098 -12.5619 -21.1239 -19.1324 1.6192 0.2796 0.2359 0.1834 

2.3180 0.8754        

Kumaraswamy 

6.3476 4.4893 -13.4747 -22.9494 -20.9580 1.4245 0.2407 0.2209 0.2447 

1.5575 2.0409        

Topp-Leone 

8.6664  -11.5876 -21.1753 -20.1795 1.7864 0.3134 0.2549 0.1241 

1.9379         

unit-TL 

0.6764 0.9990 -16.0715 -28.1431 -26.1516 0.9005 0.1394 0.1795 0.4847 

0.1120 0.3937        
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Figure 7 displays the fitted functions of the model on the dataset. As can be seen from the right panel of Figure 7, 
out of all the models, the unit-TL distribution provides the best match to the monthly water capacity dataset. 

 

 

Figure 7: Comparison of the fitted densities (left-panel) and pdf, sf, hrf and PP plot of the unit-TL (right-panel). 

 

Application of regression 
In this part, the unit-TL regression model is checked 

against the beta regression model using the OECD Better 
Life Index (BLI) dataset. We use the R software’s betareg 
package to obtain the parameters of the beta regression 
model. 

The purpose of this application is to determine how 
the variables of water quality (x1), air pollution (x2) and 

murder rate (x3) relate to self-reported health (y). One 
may get the dataset that was utilized in this study at the 
website of the OECD.  

The logit link function is used in both regression 
models. As a result, the following represents the 
regression structure for µi. 

logit(𝜇𝑖) = 𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + 𝛽3𝑥𝑖3 (20) 

 

Table 2: Results of the fitted regression models. 
Parameters Beta unit-TL 

Estimate SE p Estimate SE p 

𝛽0 0.9068 1.1491 0.4300 0.9844 1.3438 0.4638 
𝛽1 0.5049 1.1506 0.6608 0.3943 1.3481 0.7699 
𝛽2 -0.0424 0.0188 0.0237 -0.0450 0.0221 0.0416 
𝛽3 -0.6673 1.9246 0.7288 -0.9082 2.1119 0.6672 
𝜙 14.4130 3.2140 <0.001 - - - 
𝜆  - - - -0.9990 0.7302 0.1709 
−ℓ -28.0600 -30.1429 
AIC -46.1200 -50.2858 
BIC -37.9321 -42.0979 

 

Table 2 provides a summary of the models. 
Interestingly, in both regression models, the parameter air 
pollution is found significant that has a detrimental effect 
on self-reported health. 

Utilizing the computed AIC, and BIC values is essential 
in selecting the most suitable model. With the unit-TL 
distribution exhibiting the lowest values for these 
statistics, it is evident that the proposed model 
outperforms the alternative model in terms of fitting 
performance for the dataset. Furthermore, Figure 8 
illustrates the Cox-Snell residuals for the unit-TL 
regression model, demonstrating the proximity of the 
plotted points to the diagonal line. 

 

Figure 8. PP plot of the residuals. 
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Conclusion 
 
We introduce a unique distribution with restricted 

support and two parameters. A number of statistical 
properties are obtained. Through a simulation study, the 
estimate of unknown parameters of the unit-TL 
distribution is explored using weighted least squares, 
maximum likelihood, and least squares approaches. To 
compare the performance and adaptability of the unit-TL 
distribution with competitive distributions, two datasets 
are analyzed. Additionally, the unit-TL regression 
constructed for the modeling of the bounded dependent 
variable is presented. 
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Introduction 
 

Poisson regression is a statistical technique used to 
model the relationship between a count-valued response 
variable and one or more independent variables [1]. It is 
commonly used in a variety of fields, such as 
epidemiology, marketing, and finance, to model the 
incidence of diseases, the number of customers who visit 
a store, and the number of financial transactions that 
occur in a given period of time. 

One of the key assumptions of Poisson regression is 
that the independent variables are not correlated. 
However, in practice, it is common for independent 
variables to be correlated, which is known as 
multicollinearity [2]. Multicollinearity can lead to several 
problems, including unstable coefficient estimates, 
inflated standard errors, and decreased statistical power 
[3]. 

Ridge regression is a regularization technique that can 
be used to reduce the effects of multicollinearity in 
Poisson regression models [4]. Ridge regression works by 
adding a small penalty term to the ML function, which 
shrinks the coefficient estimates towards zero [5]. This 
shrinkage can help improve the stability of the coefficient 
estimates and reduce the impact of multicollinearity in the 
model. 

A number of different ridge estimators have been 
proposed for Poisson regression models [6-14]  However, 
the performance of these estimators can vary depending 
on the specific characteristics of the data. 

The purpose of this study is to evaluate the 
performance of existing ridge estimators and propose 
new ridge estimators that are more effective in combating 
multicollinearity in Poisson regression models. Using 

Monte Carlo simulations, we compare the performance of 
the different estimators in terms of their MSEs. 

 

Materials and Methods 
 

Poisson Regression 
A random variable 𝑌 is said to follow a Poisson 

probability distribution if the vector of 𝑌 =
[𝑦1 , 𝑦2, 𝑦3, … , 𝑦𝑛 ]

𝑇 are count numbers, and the 𝑦𝑖 ′𝑠 are 
independent and identically distributed probability mass 
function with: 

 

𝑓(𝑌 = 𝑦) =
𝑒−𝜇𝜇𝑦

𝑦!
 ,         μ > 0 (1) 

 
where 𝜇 is the mean occurrence of the event 𝑦 for a 

specified interval of time and 𝑒 is the base of the natural 
logarithm. 

The mean and variance of the Poisson distribution are 
equal: 

 

𝐸(𝑌) =  𝐸(𝑉𝑎𝑟) = 𝜇 (2) 

 
Poisson regression is a statistical model used to model 

count data. Instead of modeling the linear relationship 
between the dependent variable and the independent 
variable(s), Poisson regression models the linear 
relationship between the log of the expected value of the 
dependent variable and the independent variable(s) [15] . 
This ensures that the expected value of the dependent 
variable is always positive. 

 

http://csj.cumhuriyet.edu.tr/tr/
https://orcid.org/0000-0002-0258-034X
https://orcid.org/0000-0001-6503-3872


Cumhuriyet Sci. J., 45(4) (2024) 636-647 

812 

The Poisson model can be written as follows: 
 

ln(𝜇𝑖) = 𝛽0 + 𝛽1𝑥𝑖1 +⋯+ 𝛽𝑝𝑥𝑖𝑝 = 𝑥𝑖𝛽      (3) 

 
where 𝑥𝑖  is the 𝑖𝑡ℎ row of the design matrix 𝑋. 
The ML method is used to estimate the Poisson 

regression model coefficients. The likelihood function is 
given by: 

 

𝐿(𝛽) =∏𝑓(𝑌 = 𝑦)

𝑛

𝑖=1

 (4) 

 
Maximizing the likelihood is the same as maximizing 

the log-likelihood.  
 

𝑙(𝛽) = log[∑𝑓(𝑌 = 𝑦)

𝑛

𝑖=1

]  (5) 

 
From Equation (1), the likelihood is: 
 

𝐿(𝛽) =∏
𝑒−𝜇𝑖𝜇𝑖

𝑦𝑖

𝑦𝑖!

𝑛

𝑖=1

 (6) 

 
The log likelihood is 
 

𝑙(𝛽) = ∑[−𝜇𝑖 + 𝑦𝑖 log(𝜇𝑖) − log(𝑦𝑖)

𝑛

𝑖=1

] (7) 

 
substituting 𝜇𝑖 = exp(𝑥𝑖𝛽) from equation (3) with 

equation (7): 
 

𝑙(𝛽) = ∑[− exp(𝑥𝑖𝛽) + 𝑦𝑖(𝑥𝑖𝛽) − log(𝑦𝑖)]

𝑛

𝑖=1

 (8) 

 
The ML estimates for the coefficients are obtained by 

taking the first derivative of the log-likelihood function 
and equating it to zero. This results in the following 
equations: 

 

𝜕𝑙(𝛽)

𝜕(𝛽)
=∑[𝑦𝑖 − exp(𝑥𝑖𝛽)] 𝑥𝑖

𝑛

𝑖=1

= 0 (9) 

 
These equations are called score equations and can be 

solved numerically using iterative methods such as 
iteratively reweighted least squares (IRLS). 

The IRLS algorithm produces the following Poisson 
Maximum Likelihood Estimator (PMLE) for β: 

 

𝛽̂𝑃𝑀𝐿𝐸 = (𝑋
𝑡𝑊𝑋)−1𝑋𝑡𝑊𝑧 (10) 

 

where 𝑧 = log(𝜇𝑖) +
𝑦𝑖−𝜇𝑖

𝜇𝑖
  and 𝑊 is a diagonal matrix 

with weights 𝑤𝑖𝑖 = exp(𝑥𝑖𝛽). 

The PMLE is asymptotically normally distributed with a 
covariance matrix equal to the negative inverse of the 
Hessian matrix: 

 

𝐼𝑌(𝛽) =  −𝐸 [∑−exp(𝑥𝑖𝛽)𝑥𝑖𝑥𝑖
𝑡

𝑛

𝑖=1

]

= (𝑋𝑡𝑊𝑋)−1 

(11) 

 
The MSE of the PMLE is given by: 

 

𝑀𝑆𝐸(𝛽𝑀𝐿𝐸) = 𝐸 [(𝛽̂𝑃𝑀𝐿𝐸 − 𝛽)
𝑡
(𝛽̂𝑃𝑀𝐿𝐸 − 𝛽)]

= 𝑡𝑟𝑎𝑐𝑒(𝑋𝑡𝑊𝑋)−1 =∑
1

𝜆𝑖

𝑝+1

𝑖=1

 
(12) 

 

where 𝜆𝑖  is the 𝑖𝑡ℎ eigenvalue of the matrix 𝑋𝑡  𝑊𝑋. 

 
Poisson Ridge Regression 
When the independent variables in a Poisson 

regression model are highly correlated, the 𝑋𝑡  𝑊𝑋 matrix 
becomes ill-conditioned, meaning that its determinant is 
close to zero. This can lead to an inflated variance and 
instability of the ML estimator. 

To address this issue, [4] introduced the concept of 
ridge regression. Ridge regression involves adding a small 
positive term, known as the ridge parameter, to the 
diagonal of the 𝑋𝑡  𝑋 matrix in linear regression. 

[16] proposed the Poisson Ridge Regression Estimator 
(PRRE) to address the problem of multicollinearity in the 
Poisson regression model. The PRRE is defined as follows: 

 

𝛽̂𝑃𝑅𝑅𝐸 = (𝑋
𝑡𝑊𝑋 + k𝐼)−1𝑋𝑡𝑊𝑋 𝛽̂𝑃𝑀𝐿𝐸 (13) 

 
where 𝑘 >  0 and I represents the 𝑝 × 𝑝 identity 

matrix. When the parameter 𝑘 is set to 0, the PRRE 
simplifies the ML estimator. The PRRE helps alleviate the 
multicollinearity issue and improves the stability of the 
estimator. The MSE of the PRRE can be calculated as 
follows: 
 

𝑀𝑆𝐸(𝛽𝑃𝑅𝑅𝐸) = 𝐸 [(𝛽̂𝑃𝑅𝑅𝐸 − 𝛽)
𝑡
(𝛽̂𝑃𝑅𝑅𝐸 − 𝛽)]

= ∑
𝜆𝑗

(𝜆𝑗 + 𝑘)
2

𝑝+1

𝑗=1

+ 𝑘2∑
𝛼𝑗
2

(𝜆𝑗 + 𝑘)
2

𝑝+1

𝑗=1

 

(14) 

 

where 𝛼𝑗  represents 𝑈𝛽̂𝑃𝑀𝐿𝐸  , where 𝑈 is a matrix, 

whose columns are the eigenvectors of the 𝑋𝑡𝑊𝑋 matrix. 
The values 𝜆𝑗  correspond to the eigenvalues associated 

with the eigenvectors of the 𝑋𝑡𝑊𝑋 matrix. 
 For 𝑘 >  0, the MSE of the PRRE is consistently lower 

than that of the Poisson regression ML estimator. This 
indicates that the PRRE provides improved accuracy and 
precision compared with the ML estimator in the Poisson 
regression model. 
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Some Existing Ridge Estimators 
In this section, we have conducted a systematic review 

of 30 existing ridge estimators. Inspired by the works of  

[9,16,17]. We have proposed modified versions of some 
of these estimators. Table 1 summarizes the existing ridge 
estimators we examined. 

 
Table 1. Summary of Existing Ridge Estimators 

No. Estimator Reference No. Estimator Reference 

1 𝑘 = 0 MLE [14] 17 𝑘𝐺𝐾 = 𝑘𝐻𝐾 +
2

(𝜆𝑚𝑎𝑥 + 𝜆𝑚𝑖𝑛)
′ [18] 

2 𝑘𝐻𝐾1 =
1

𝑎̂𝑚𝑎𝑥
2  [4] 18 𝑘𝐷1 =

2𝑝

∑ 𝜆𝑚𝑎𝑥 𝑎̂𝑖
2𝑝

𝑖=1

 [19] 

3 𝑘𝐻𝐾2 =
1

∑ 𝑎̂𝑚𝑎𝑥
2𝑝

𝑖=1

 [4] 19 𝑘𝐷2 = 𝑀𝑒𝑑𝑖𝑎𝑛 (
2

𝜆𝑚𝑎𝑥 𝑎̂𝑖
2) [19] 

4 𝑘𝐻𝐾𝐵 =
𝑝

∑ 𝑎̂𝑚𝑎𝑥
2𝑝

𝑖=1

 [4] 20 𝑘𝐷3 =
2

𝜆𝑚𝑎𝑥 (∏ 𝑎̂𝑖
2𝑝

𝑖=1 )
1
𝑝

 [19] 

5 𝑘𝐿𝑊1 =
1

𝜆𝑖  𝑎̂𝑖
2 [20] 21 𝑘𝐷4 =

2

𝜆𝑚𝑎𝑥𝑝
∑

1

𝑎̂𝑖
2

𝑝

𝑖=1

 [19] 

6 𝑘𝐿𝑊2 =
𝑝

∑ 𝜆𝑖  𝑎̂𝑖
2𝑝

𝑖=1

 [20] 22 𝑘𝑌4 = 𝑀𝑎𝑥(√
1

𝜆𝑖  𝑎̂𝑖
2) [17] 

7 𝑘𝐻𝑆𝐿 =
∑ (𝜆𝑖  𝑎̂𝑖)

2𝑝
𝑖=1

(∑ 𝜆𝑖  𝑎̂𝑖
2𝑝

𝑖=1 )
2 [21] 23 𝑘𝑌6 = 𝑀𝑎𝑥 (√𝜆𝑖  𝑎̂𝑖

2) [17] 

8 𝑘𝐴𝑀 =
1

𝑝
∑

1

𝑎̂𝑖
2

𝑝

𝑖=1

 [6] 24 

𝑘𝑌9 =
𝑝

∑ √
1

𝜆𝑖  𝑎̂𝑖
2

𝑝
𝑖=1

 

[17] 

9 𝑘𝐺𝑀 =
1

(∏ 𝑎̂𝑖
2𝑝

𝑖=1 )
1
𝑝

 [6] 25 𝑘𝐴𝑆1 =
1

𝑎̂𝑚𝑎𝑥
+

1

𝜆𝑚𝑎𝑥
 [22] 

10 𝑘𝐾𝑆 =
𝜆𝑚𝑎𝑥

(𝑛 − 𝑝) + 𝜆𝑚𝑎𝑥 𝑎̂𝑚𝑎𝑥
2  [7] 26 𝑘𝐴𝑆2 = 𝑀𝑎𝑥 (

1

𝑎̂𝑖
+
1

𝜆𝑖
) [22] 

11 𝑘𝐴1 =
1

𝑝
∑(

𝜆𝑚𝑎𝑥
(𝑛 − 𝑝) + 𝜆𝑚𝑎𝑥 𝑎̂𝑚𝑎𝑥

2 )

𝑝

𝑖=1

 [8] 27 
𝑘𝐴𝑆3 =

1

𝑀𝑖𝑛 (
1
𝑎̂𝑖
+
1
𝜆𝑖
)

 
[22] 

12 𝑘𝐴2 = 𝑀𝑎𝑥 (
𝜆𝑖

(𝑛 − 𝑝) + 𝜆𝑖  𝑎̂𝑖
2) [8] 28 𝑘𝐴𝑌1 =

√5𝑝

𝜆𝑚𝑎𝑥 ∑ 𝑎̂𝑖
2𝑝

𝑖=1

 [23] 

13 𝑘𝐴3 = 𝑀𝑒𝑑𝑖𝑎𝑛 (
𝜆𝑖

(𝑛 − 𝑝) + 𝜆𝑖  𝑎̂𝑖
2) [8] 29 𝑘𝐴𝑌2 =

𝑝

√𝜆𝑚𝑎𝑥 ∑ 𝑎̂𝑖
2𝑝

𝑖=1

 [23] 

14 𝑘𝑀𝐾4 = (∏√𝑎̂𝑖
2

𝑝

𝑖=1

)

1
𝑝

 [9] 30 
𝑘𝐴𝑌3 =

2𝑝

∑ (𝜆𝑖

1
4)∑ 𝑎̂𝑖

2𝑝
𝑖=1

𝑝
𝑖=1

 
[23] 

15 𝑘𝑀𝐾5 =

(

 ∏
1

√𝑎̂𝑖
2

𝑝

𝑖=1
)

 

1
𝑝

 [9] 31 
𝑘𝐴𝑌4 =

2𝑝

√∑ 𝜆𝑖
𝑝
𝑖=1

∑ 𝑎̂𝑖
2𝑝

𝑖=1

 
[23] 

16 𝑘𝑀𝐾6 = Median(√𝑎̂𝑖
2) [9]    
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Proposed Ridge Estimators 
By incorporating insights from these previous works, 

we have devised novel modifications to the existing 
estimators, aiming to enhance their performance. Based 
on work of  Asar and Genç (2017) we applied square root 
transformation and the absolute value of  𝛼̂ and proposed 
the following ridge estimators: 

 

𝑘𝑆𝐾1 = Max (
1

√𝑎𝑏𝑠(𝑎̂𝑖)
) 𝑘𝑆𝐾2 = Median (

1

√𝑎𝑏𝑠(𝑎̂𝑖)
) 

𝑘𝑆𝐾3 =
1

𝑝
∑

1

√𝑎𝑏𝑠(𝑎̂𝑖)

𝑝

𝑖=1

 
𝑘𝑆𝐾4 = (∏

1

√𝑎𝑏𝑠(𝑎̂𝑖)

𝑝

𝑖=1

)

1
𝑝

 

𝑘𝑆𝐾5 =
𝑝

∑ (
1

√𝑎𝑏𝑠(𝑎̂𝑖)
)

𝑝
𝑖=1

 

𝑘𝑆𝐾7 = √∑𝑎̂𝑖
2

𝑝

𝑖=1

∑𝜆𝑖

𝑝

𝑖=1

 

 
Simulation Design 

 
To investigate the performance of Poisson regression's 

MSE under multicollinearity, we generated the dependent 
variable, 𝑌𝑖, from a Poisson distribution with parameter 𝜇𝑖. 

Here, 𝜇𝑖  is equal to exp(𝑥𝑖𝛽), where 𝑥𝑖  represents the 𝑖𝑡ℎ 
row of the design matrix 𝑋, 𝛽 = (𝛽0, 𝛽1, … , 𝛽𝑝)′ is the 

vector of coefficients, and 𝑖 ranges from 1 to 𝑛. 
To control the correlation between the independent 

variables, we generated them using the following 
equation: 

 

xij   =  (1 − ρ
2 )

1
2 zij + ρ zi,p (15) 

 
where 𝑖 ranges from 1 to 𝑛, and 𝑗 ranges from 1 to 𝑝. 

In this equation, 𝑧𝑖𝑗  represents independent pseudo-

normal random variables, and 𝜌2 represents the degree of 
correlation between any two random variables. In order 
to observe how the severity of correlation affects the 
performance of Poisson MSE, we considered four levels of 
correlation: 𝜌2 = 0.90, 0.95, 0.99, and 0.999. 

Apart from considering the degree of correlation, we 
also examined the effects of the Poisson intercept 𝛽0, the 
number of independent variables (𝑝) and the number of 
observations (𝑛) on the performance of the Poisson MSE. 
Specifically, we chose different values for the intercept 𝛽0, 
including −1, 0, and 1. As the intercept decreases, the 
average value of 𝜇𝑖  decreases as well. Consequently, this 
decrease in average value results in a higher frequency of 
zero values for the dependent variable. This can lead to 
convergence problems in the iteratively reweighted least 
squares (IRLS) algorithm. The slope coefficients 
(𝛽0, 𝛽1, ⋯ , 𝛽𝑝)′ were selected in a way that ensures the 

sum of their squares ∑ 𝛽𝑗
2 = 1

𝑝
𝑗=0 . 

To analyze the performance of the Poisson MSE, we 
generated two models, one with 5 independent variables 
and another with 8 independent variables. Additionally, 
we varied the sample size, with n set to 50,100, and 200 
for each model. 

For conducting these simulations, we utilized MATLAB 
as the computational tool. The MSE was calculated using 
the formula: 
 

𝑀𝑆𝐸(𝛽̂) =
1

5000
∑(𝛽̂ − 𝛽)

′
(𝛽̂ − 𝛽)

5000

𝑗=1

 (16) 

 

Results 
 

The results of the simulation study are displayed in 
Tables 2-7. Four factors that affect the performance of the 
Poisson MSE estimator—namely, sample size, degree of 
correlation, the intercept of the Poisson model, and the 
number of independent variables—were considered and 
examined through Monte Carlo simulation. The findings 
are summarized as follows: 

The effect of the intercept on the MSE is positive. In 
other words, as the intercept increases from -1 to 1, the 
MSE of all estimators generally decreases. 

When considering the effect of the degree of 
correlation, the results show that as the degree of 
correlation increases, the MSE also increases. However, 
this pattern does not hold true for all estimators. For 
example, in cases where the sample size is small (𝑛 =  50) 
or the number of independent variables is large, the MSE 
of the estimators 𝑘𝐴𝑀 , 𝑘𝐺𝑀, 𝑘𝐴4, 𝑘𝑌4, 𝑘𝐴6, 𝑘𝐴𝑆1, 𝑘𝑆𝐾1,  
and 𝑘𝑆𝐾6 decrease as the degree of correlation increases, 
especially if the intercept value is kept at 0 or 1. The MSE 
of PMLE is the worst performing estimator, while 𝑘𝑆𝐾6 is 
the best performing estimator when the intercept is 1 
regardless of other factors, 𝑘𝑆𝐾1 is the best performing 
estimator when the intercept is -1, and 𝑘𝑌6 is the best 
performing estimator when the intercept is 0. 

The effect of sample size on the MSE is desirable. As 
the sample size increases, the MSE also decreases. For 
example, when the degree of correlation is 0.999 and all 
other factors are kept constant, the MSE decreases 
significantly, especially for PMLE. On the other hand, as 
the number of independent variables increases, the MSE 
also increases. The PMLE estimator has the worst 
performance in this case. 

When considering the estimator with the highest 
performance across all instances, it is evident that 
estimator 𝑘𝑆𝐾6 outperforms all other estimators. 
Additionally, when analyzing the estimators that secure 
the top three positions in terms of MSE performance, 
estimators 𝑘𝑆𝐾1 and 𝑘𝑌6 had consistently ranked second 
as shown in Figure. 1. 

 

Real Data Application 
 

In this section we apply a real dataset to examine the 
effectiveness of our proposed estimators. We used the 
aircraft damage dataset introduced by [15]. This dataset 
has been used in previous studies by [11], [13] and others. 
The dataset contains information about 30 strike missions 
flown by two types of aircraft: the McDonnell Douglas A-
4 Skyhawk and the Grumman A-6 Intruder. The 
explanatory variables in the dataset are defined as 
follows: 𝑥1 serves as a binary variable indicating the 
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aircraft type, where A-4 is coded as 0 and A-6 is coded as 
1. Additionally, 𝑥2 and 𝑥3 represent the bomb load in tons 
and the total months of aircrew experience, respectively. 
The response variable (𝑦) is the number of locations 
where damage was inflicted on the aircraft. [11] claims 
that the data suffers from multicollinearity. The 
eigenvalues of the design matrix of 
𝑋𝑡𝑊𝑋 is [4.289 789.849 283543.296 ]. This is 
supported by the high condition number of the design 
matrix, which is 257.125. The condition number, CN, is a 
measure of multicollinearity, and is calculated as follows: 
 

𝐶𝑁 = √
max (𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒)

min(𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒)
 (17) 

Where max(𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒) is the largest eigenvalue of 

the design matrix 𝑋𝑡𝑊𝑋, and min(𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒) is the 

smallest eigenvalue of the design matrix 𝑋𝑡𝑊𝑋. A 

condition number greater than 30 is generally considered 

to indicate the presence of multicollinearity [11], [13]. 

The performance of the estimators was assessed using 

MSE, which was computed using Equation 14. The 

estimated coefficients are presented in Table 8. The 

results of the application showed that our proposed ridge 

estimator 𝑘𝑆𝐾1 has the smallest MSE value, which shows 

its superiority in real applications. The worst performing 

estimator is the Poisson maximum likelihood estimator 

(PMLE).

 
Table 2: Estimated MSE when 𝑛 = 50 and 𝑝 = 4 

𝛽0 −1 0 1 

 𝜌 𝜌 𝜌 

  0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 

Estimator 𝑀𝑆𝐸 𝑀𝑆𝐸 𝑀𝑆𝐸 

𝑃𝑀𝐿𝐸 1.061 2.125 11.978 125.769 0.380 0.790 4.219 46.588 0.134 0.291 1.500 16.104 
𝑘𝐻𝐾1 0.577 0.935 3.964 38.241 0.152 0.233 0.749 8.017 0.128 0.134 0.201 1.091 

𝑘𝐻𝐾2 0.825 1.504 7.280 71.456 0.310 0.585 2.611 27.180 0.126 0.259 1.087 9.501 
𝑘𝐻𝐾𝐵 0.450 0.692 2.740 25.452 0.179 0.286 1.002 10.108 0.103 0.183 0.511 3.520 

𝑘𝐿𝑊1 1.055 2.103 11.309 87.446 0.380 0.789 4.203 44.720 0.134 0.291 1.500 16.057 

𝑘𝐿𝑊2 1.004 1.943 10.306 103.921 0.371 0.757 3.818 39.231 0.133 0.286 1.421 13.988 
𝑘𝐻𝑆𝐿 1.061 2.125 11.970 125.132 0.380 0.790 4.219 46.585 0.134 0.291 1.500 16.104 

𝑘𝐴𝑀  0.608 0.608 0.599 0.386 0.112 0.111 0.119 0.084 0.223 0.227 0.226 0.420 
𝑘𝐺𝑀  0.663 0.893 0.698 0.159 0.360 0.665 1.475 0.484 0.131 0.273 0.855 0.518 

𝑘𝐾𝑆  0.552 0.924 3.906 36.806 0.218 0.390 1.426 14.131 0.108 0.209 0.719 4.936 
𝑘𝐴1 0.851 1.490 6.398 28.575 0.237 0.450 1.741 6.474 0.133 0.228 0.928 7.937 

𝑘𝐴2 0.757 1.182 4.194 10.671 0.180 0.308 0.950 1.892 0.147 0.209 0.669 4.911 

𝑘𝐴3 1.002 1.930 8.932 58.914 0.340 0.682 3.249 24.876 0.131 0.282 1.376 11.537 
𝑘𝑀𝐾4 0.570 0.734 0.598 0.120 0.333 0.568 1.020 0.338 0.127 0.255 0.692 0.468 

𝑘𝑀𝐾5 0.369 0.459 0.662 0.641 0.162 0.231 0.388 0.470 0.096 0.160 0.359 0.659 
𝑘𝑀𝐾6 0.531 0.672 0.571 0.138 0.328 0.550 0.905 0.283 0.125 0.244 0.617 0.441 

𝑘𝐺𝐾  0.576 0.929 3.792 28.126 0.152 0.233 0.745 7.573 0.128 0.134 0.201 1.086 

𝑘𝐷1 1.057 2.113 11.862 124.186 0.380 0.788 4.205 46.389 0.134 0.290 1.499 16.080 
𝑘𝐷2 1.052 2.096 11.434 106.557 0.379 0.784 4.148 44.246 0.133 0.290 1.498 15.979 

𝑘𝐷3 1.049 2.089 11.477 112.982 0.378 0.784 4.148 44.611 0.133 0.290 1.496 15.987 
𝑘𝐷4 0.993 1.917 10.053 85.073 0.348 0.720 3.629 32.734 0.132 0.279 1.422 15.056 

𝑘𝑌4 0.430 0.458 0.410 0.275 0.167 0.220 0.243 0.114 0.102 0.159 0.263 0.192 
𝑘𝑌6 0.678 0.661 0.634 0.615 0.040 0.036 0.031 0.030 0.164 0.160 0.149 0.143 

𝑘𝑌9 0.438 0.639 1.055 1.015 0.282 0.453 0.983 1.479 0.113 0.215 0.583 1.107 

𝑘𝐴𝑆1 0.676 1.210 6.149 54.433 0.274 0.491 2.212 23.787 0.122 0.240 0.879 8.212 
𝑘𝐴𝑆2 0.827 0.789 0.587 1.067 0.166 0.140 0.095 0.057 0.361 0.353 0.245 0.093 

𝑘𝐴𝑆3 0.417 0.507 0.503 0.178 0.271 0.414 0.664 0.371 0.110 0.195 0.384 0.293 
𝑘𝐴𝑌1 1.056 2.112 11.849 124.009 0.380 0.788 4.203 46.366 0.134 0.290 1.499 16.078 

𝑘𝐴𝑌2 1.015 1.993 10.797 110.642 0.372 0.763 3.967 43.154 0.133 0.288 1.466 15.396 

𝑘𝐴𝑌3 0.859 1.563 7.345 68.591 0.332 0.637 2.869 28.925 0.130 0.273 1.222 10.988 
𝑘𝐴𝑌4 0.975 1.885 9.921 100.193 0.365 0.739 3.761 40.522 0.133 0.286 1.434 14.799 

𝑘𝑆𝐾1 0.328 0.369 0.374 0.159 0.148 0.198 0.241 0.105 0.089 0.138 0.265 0.296 
𝑘𝑆𝐾2 0.428 0.534 0.613 0.354 0.221 0.326 0.540 0.438 0.110 0.201 0.464 0.571 

𝑘𝑆𝐾3 0.391 0.479 0.560 0.287 0.201 0.288 0.428 0.283 0.104 0.179 0.395 0.512 
𝑘𝑆𝐾4 0.409 0.509 0.610 0.341 0.217 0.315 0.491 0.380 0.108 0.191 0.430 0.568 

𝑘𝑆𝐾5 0.425 0.538 0.668 0.415 0.229 0.339 0.554 0.498 0.111 0.199 0.460 0.631 

𝑘𝑆𝐾6 0.429 0.446 0.595 0.971 0.058 0.050 0.027 0.033 0.062 0.060 0.050 0.088 
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Table 3: Estimated MSE when 𝑛 = 50 and 𝑝 = 8 

𝛽0 −1 0 1 

  𝜌 𝜌 𝜌 

  0.9 0.95 0.99 0.999 0.9 0.95 0.99 0.999 0.9 0.95 0.99 0.999 

Estimator 𝑀𝑆𝐸 𝑀𝑆𝐸 𝑀𝑆𝐸 

𝑃𝑀𝐿𝐸 2.274 4.463 25.599 256.677 0.776 1.547 8.507 91.043 0.276 0.571 2.967 32.504 

𝑘𝐻𝐾1 0.994 1.653 8.725 80.008 0.240 0.388 1.563 15.921 0.127 0.160 0.315 2.569 

𝑘𝐻𝐾2 1.728 3.152 16.606 160.467 0.613 1.138 5.612 57.365 0.253 0.491 2.145 20.659 

𝑘𝐻𝐾𝐵 0.624 0.976 4.488 41.347 0.243 0.386 1.564 15.230 0.161 0.252 0.714 5.571 

𝑘𝐿𝑊1 2.271 4.444 25.029 225.854 0.776 1.547 8.494 89.959 0.276 0.571 2.966 32.465 

𝑘𝐿𝑊2 2.049 3.814 20.384 198.289 0.731 1.409 7.105 70.567 0.270 0.549 2.637 25.968 

𝑘𝐻𝑆𝐿 2.274 4.463 25.597 252.078 0.776 1.547 8.507 91.043 0.276 0.571 2.967 32.504 

𝑘𝐴𝑀  0.762 0.689 0.616 0.842 0.093 0.072 0.066 0.094 0.274 0.265 0.226 0.288 

𝑘𝐺𝑀  1.519 2.091 2.314 0.362 0.747 1.391 3.600 1.722 0.271 0.542 1.959 2.188 

𝑘𝐾𝑆  1.032 1.758 9.103 84.399 0.420 0.741 3.052 30.881 0.210 0.382 1.237 11.403 

𝑘𝐴1 0.994 1.602 5.249 31.757 0.180 0.291 1.188 5.374 0.196 0.297 0.794 5.701 

𝑘𝐴2 0.725 0.929 2.118 10.395 0.101 0.125 0.383 1.049 0.203 0.238 0.380 2.102 

𝑘𝐴3 1.831 3.332 13.630 87.751 0.505 0.938 4.478 35.021 0.254 0.492 2.117 16.700 

𝑘𝑀𝐾4 1.165 1.489 1.642 0.423 0.674 1.134 2.216 1.222 0.258 0.491 1.425 1.568 

𝑘𝑀𝐾5 0.454 0.569 0.948 1.613 0.185 0.251 0.517 1.021 0.152 0.223 0.433 0.992 

𝑘𝑀𝐾6 1.066 1.331 1.440 0.447 0.669 1.115 2.057 1.021 0.256 0.482 1.323 1.351 

𝑘𝐺𝐾  0.993 1.649 8.543 68.828 0.240 0.388 1.559 15.689 0.127 0.160 0.315 2.564 

𝑘𝐷1 2.271 4.454 25.529 255.479 0.775 1.546 8.499 90.950 0.276 0.571 2.966 32.491 

𝑘𝐷2 2.262 4.423 24.962 239.680 0.772 1.539 8.426 89.428 0.276 0.571 2.963 32.392 

𝑘𝐷3 2.258 4.410 24.992 243.203 0.772 1.539 8.423 89.578 0.276 0.571 2.962 32.383 

𝑘𝐷4 2.033 3.879 20.483 196.406 0.682 1.334 7.096 68.843 0.269 0.548 2.773 29.479 

𝑘𝑌4 0.473 0.486 0.426 0.304 0.166 0.188 0.213 0.113 0.155 0.203 0.245 0.177 

𝑘𝑌6 0.900 0.874 0.841 0.830 0.033 0.028 0.022 0.020 0.303 0.297 0.281 0.271 

𝑘𝑌9 0.959 1.412 3.019 4.193 0.583 0.958 2.336 4.484 0.225 0.413 1.302 3.507 

𝑘𝐴𝑆1 1.383 2.543 14.131 130.708 0.528 0.948 4.748 49.801 0.235 0.431 1.730 17.759 

𝑘𝐴𝑆2 1.086 0.997 0.835 0.955 0.181 0.141 0.079 0.046 0.474 0.461 0.391 0.207 

𝑘𝐴𝑆3 0.782 0.989 1.157 0.661 0.468 0.669 1.143 1.044 0.209 0.342 0.700 0.848 

𝑘𝐴𝑌1 2.271 4.453 25.521 255.345 0.775 1.546 8.498 90.939 0.276 0.571 2.966 32.490 

𝑘𝐴𝑌2 2.196 4.254 24.053 238.648 0.761 1.509 8.201 87.268 0.275 0.567 2.920 31.666 

𝑘𝐴𝑌3 1.838 3.336 16.931 154.109 0.670 1.260 6.154 60.380 0.265 0.528 2.428 23.287 

𝑘𝐴𝑌4 2.127 4.080 22.812 224.917 0.747 1.474 7.937 84.108 0.274 0.563 2.876 30.919 

𝑘𝑆𝐾1 0.383 0.424 0.468 0.370 0.159 0.196 0.288 0.223 0.135 0.185 0.285 0.385 

𝑘𝑆𝐾2 0.628 0.785 1.115 1.047 0.321 0.442 0.834 1.101 0.194 0.309 0.660 1.144 

𝑘𝑆𝐾3 0.532 0.655 0.904 0.852 0.276 0.368 0.639 0.734 0.180 0.277 0.537 0.894 

𝑘𝑆𝐾4 0.585 0.728 1.051 1.045 0.316 0.430 0.770 0.989 0.191 0.301 0.617 1.067 

𝑘𝑆𝐾5 0.630 0.793 1.195 1.279 0.352 0.487 0.899 1.267 0.198 0.319 0.685 1.236 

𝑘𝑆𝐾6 0.523 0.530 0.658 0.979 0.065 0.054 0.025 0.019 0.098 0.094 0.083 0.146 
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Table 4: Estimated MSE when 𝑛 = 100 and 𝑝 = 4 

𝛽0 −1 0 1 

  𝜌 𝜌 𝜌 

  0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 

Estimator 𝑀𝑆𝐸 𝑀𝑆𝐸 𝑀𝑆𝐸 

𝑃𝑀𝐿𝐸 0.345 0.734 3.847 43.740 0.128 0.262 1.435 15.521 0.047 0.093 0.517 5.789 

𝑘𝐻𝐾1 0.255 0.406 1.200 10.800 0.077 0.113 0.255 2.008 0.071 0.069 0.116 0.329 

𝑘𝐻𝐾2 0.307 0.602 2.564 25.676 0.117 0.223 0.991 9.182 0.046 0.089 0.432 3.742 

𝑘𝐻𝐾𝐵 0.217 0.351 1.059 9.393 0.087 0.139 0.431 3.408 0.043 0.077 0.261 1.513 

𝑘𝐿𝑊1 0.345 0.733 3.831 41.579 0.128 0.262 1.435 15.459 0.047 0.093 0.517 5.787 

𝑘𝐿𝑊2 0.341 0.718 3.602 39.067 0.127 0.260 1.391 14.283 0.047 0.093 0.510 5.501 

𝑘𝐻𝑆𝐿 0.345 0.734 3.847 43.737 0.128 0.262 1.435 15.521 0.047 0.093 0.517 5.789 

𝑘𝐴𝑀  0.483 0.510 0.506 0.494 0.081 0.074 0.085 0.075 0.193 0.202 0.158 0.349 

𝑘𝐺𝑀 0.308 0.577 1.008 0.173 0.127 0.255 1.020 1.004 0.047 0.092 0.452 0.918 

𝑘𝐾𝑆 0.252 0.449 1.482 12.809 0.096 0.184 0.628 4.889 0.045 0.083 0.333 2.146 

𝑘𝐴1 0.343 0.626 2.803 25.428 0.106 0.203 0.986 6.516 0.062 0.095 0.390 4.078 

𝑘𝐴2 0.353 0.567 2.212 15.840 0.094 0.166 0.706 2.948 0.080 0.105 0.310 3.120 

𝑘𝐴3 0.342 0.721 3.610 33.225 0.124 0.250 1.305 12.430 0.047 0.092 0.507 5.330 

𝑘𝑀𝐾4 0.287 0.508 0.808 0.190 0.124 0.242 0.807 0.681 0.047 0.091 0.403 0.753 

𝑘𝑀𝐾5 0.209 0.305 0.539 0.698 0.083 0.132 0.305 0.469 0.042 0.070 0.219 0.596 

𝑘𝑀𝐾6 0.276 0.470 0.718 0.208 0.124 0.241 0.774 0.578 0.047 0.090 0.371 0.668 

𝑘𝐺𝐾 0.255 0.406 1.196 10.444 0.077 0.113 0.255 1.999 0.071 0.069 0.116 0.329 

𝑘𝐷1 0.345 0.733 3.840 43.583 0.128 0.262 1.434 15.501 0.047 0.093 0.517 5.787 

𝑘𝐷2 0.345 0.733 3.827 42.508 0.128 0.262 1.431 15.363 0.047 0.093 0.516 5.783 

𝑘𝐷3 0.345 0.732 3.820 42.831 0.128 0.262 1.431 15.381 0.047 0.093 0.516 5.781 

𝑘𝐷4 0.344 0.705 3.551 39.257 0.125 0.253 1.367 14.115 0.049 0.093 0.503 5.601 

𝑘𝑌4 0.253 0.325 0.364 0.204 0.091 0.142 0.268 0.179 0.045 0.074 0.190 0.263 

𝑘𝑌6 0.510 0.496 0.476 0.456 0.025 0.023 0.019 0.018 0.120 0.117 0.108 0.101 

𝑘𝑌9 0.224 0.399 0.859 1.125 0.114 0.207 0.613 1.166 0.044 0.083 0.330 0.950 

𝑘𝐴𝑆1 0.271 0.506 2.071 22.417 0.113 0.205 0.811 8.067 0.046 0.088 0.378 3.095 

𝑘𝐴𝑆2 0.719 0.733 0.535 0.431 0.129 0.106 0.069 0.035 0.330 0.343 0.228 0.124 

𝑘𝐴𝑆3 0.238 0.358 0.495 0.217 0.115 0.207 0.548 0.558 0.045 0.082 0.273 0.416 

𝑘𝐴𝑌1 0.345 0.733 3.839 43.565 0.128 0.262 1.434 15.498 0.047 0.093 0.517 5.786 

𝑘𝐴𝑌2 0.341 0.719 3.674 40.680 0.127 0.260 1.398 14.842 0.047 0.093 0.513 5.670 

𝑘𝐴𝑌3 0.319 0.639 2.786 27.174 0.122 0.240 1.129 10.547 0.047 0.092 0.473 4.478 

𝑘𝐴𝑌4 0.337 0.706 3.522 38.244 0.127 0.257 1.364 14.264 0.047 0.093 0.510 5.559 

𝑘𝑆𝐾1 0.196 0.260 0.360 0.212 0.082 0.127 0.243 0.160 0.041 0.065 0.175 0.353 

𝑘𝑆𝐾2 0.239 0.378 0.615 0.445 0.102 0.173 0.430 0.527 0.044 0.080 0.292 0.640 

𝑘𝑆𝐾3 0.223 0.335 0.537 0.400 0.098 0.163 0.375 0.393 0.043 0.076 0.249 0.559 

𝑘𝑆𝐾4 0.231 0.356 0.583 0.458 0.102 0.172 0.411 0.479 0.044 0.079 0.270 0.610 

𝑘𝑆𝐾5 0.236 0.372 0.626 0.531 0.105 0.180 0.445 0.575 0.045 0.081 0.286 0.661 

𝑘𝑆𝐾6 0.248 0.251 0.310 0.624 0.036 0.035 0.019 0.015 0.035 0.035 0.028 0.036 
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Table 5: Estimated MSE when 𝑛 = 100 and 𝑝 = 8 

𝛽0 −1 0 1 

  𝜌 𝜌 𝜌 

  0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 

Estimator 𝑀𝑆𝐸 𝑀𝑆𝐸 𝑀𝑆𝐸 

𝑃𝑀𝐿𝐸 0.469 0.933 4.964 54.532 0.171 0.342 1.858 19.833 0.063 0.127 0.679 7.111 

𝑘𝐻𝐾1 0.251 0.365 1.234 11.702 0.080 0.107 0.229 1.957 0.052 0.074 0.108 0.301 

𝑘𝐻𝐾2 0.419 0.779 3.550 35.446 0.156 0.295 1.358 12.931 0.062 0.122 0.576 4.884 

𝑘𝐻𝐾𝐵 0.243 0.363 1.151 9.776 0.097 0.148 0.460 3.674 0.054 0.093 0.280 1.487 

𝑘𝐿𝑊1 0.469 0.933 4.961 54.202 0.171 0.342 1.858 19.821 0.063 0.127 0.679 7.111 

𝑘𝐿𝑊2 0.460 0.901 4.503 46.559 0.169 0.337 1.763 17.375 0.063 0.127 0.664 6.509 

𝑘𝐻𝑆𝐿 0.469 0.933 4.964 54.532 0.171 0.342 1.858 19.833 0.063 0.127 0.679 7.111 

𝑘𝐴𝑀  0.596 0.549 0.490 0.572 0.076 0.057 0.045 0.063 0.212 0.234 0.219 0.171 

𝑘𝐺𝑀 0.445 0.827 2.473 1.318 0.171 0.339 1.630 3.597 0.063 0.127 0.649 2.819 

𝑘𝐾𝑆 0.325 0.533 2.057 19.401 0.134 0.232 0.793 6.954 0.060 0.112 0.401 2.861 

𝑘𝐴1 0.400 0.645 2.190 17.721 0.082 0.148 0.635 4.492 0.073 0.115 0.330 2.521 

𝑘𝐴2 0.399 0.512 1.147 7.921 0.058 0.084 0.278 1.440 0.101 0.129 0.217 1.131 

𝑘𝐴3 0.457 0.886 4.277 36.985 0.149 0.287 1.409 13.859 0.063 0.124 0.595 5.845 

𝑘𝑀𝐾4 0.413 0.720 1.764 1.125 0.168 0.327 1.303 2.238 0.063 0.125 0.586 1.922 

𝑘𝑀𝐾5 0.243 0.338 0.637 1.287 0.084 0.127 0.313 0.782 0.053 0.087 0.222 0.672 

𝑘𝑀𝐾6 0.402 0.684 1.564 1.023 0.168 0.327 1.291 1.926 0.063 0.124 0.582 1.660 

𝑘𝐺𝐾 0.251 0.365 1.233 11.653 0.080 0.107 0.229 1.955 0.052 0.074 0.108 0.301 

𝑘𝐷1 0.469 0.933 4.962 54.500 0.171 0.342 1.858 19.829 0.063 0.127 0.679 7.111 

𝑘𝐷2 0.469 0.932 4.954 54.226 0.171 0.342 1.855 19.785 0.063 0.127 0.679 7.109 

𝑘𝐷3 0.469 0.932 4.952 54.239 0.171 0.342 1.856 19.783 0.063 0.127 0.679 7.108 

𝑘𝐷4 0.460 0.893 4.620 48.659 0.164 0.328 1.750 18.226 0.064 0.127 0.660 6.836 

𝑘𝑌4 0.274 0.323 0.346 0.222 0.090 0.130 0.210 0.184 0.056 0.091 0.180 0.224 

𝑘𝑌6 0.737 0.715 0.674 0.659 0.021 0.018 0.014 0.012 0.242 0.235 0.218 0.209 

𝑘𝑌9 0.338 0.594 1.792 4.279 0.159 0.296 1.100 3.363 0.059 0.115 0.506 2.246 

𝑘𝐴𝑆1 0.349 0.617 2.851 30.387 0.151 0.272 1.127 11.037 0.061 0.118 0.498 3.991 

𝑘𝐴𝑆2 0.940 0.888 0.783 0.483 0.162 0.120 0.070 0.031 0.408 0.435 0.411 0.228 

𝑘𝐴𝑆3 0.352 0.551 0.990 0.873 0.152 0.268 0.768 1.328 0.060 0.112 0.389 0.934 

𝑘𝐴𝑌1 0.469 0.933 4.962 54.496 0.171 0.342 1.857 19.828 0.063 0.127 0.679 7.111 

𝑘𝐴𝑌2 0.465 0.922 4.845 52.727 0.170 0.340 1.833 19.433 0.063 0.127 0.677 7.037 

𝑘𝐴𝑌3 0.439 0.834 3.873 37.575 0.164 0.318 1.543 14.677 0.063 0.125 0.630 5.744 

𝑘𝐴𝑌4 0.462 0.911 4.737 51.132 0.170 0.338 1.810 19.065 0.063 0.127 0.674 6.966 

𝑘𝑆𝐾1 0.218 0.276 0.391 0.416 0.083 0.122 0.241 0.315 0.050 0.080 0.178 0.357 

𝑘𝑆𝐾2 0.306 0.459 0.925 1.206 0.125 0.203 0.522 1.127 0.058 0.105 0.327 0.991 

𝑘𝑆𝐾3 0.280 0.403 0.742 0.982 0.116 0.185 0.446 0.818 0.057 0.100 0.289 0.764 

𝑘𝑆𝐾4 0.295 0.436 0.845 1.171 0.125 0.203 0.512 1.007 0.058 0.104 0.323 0.894 

𝑘𝑆𝐾5 0.306 0.459 0.931 1.367 0.131 0.218 0.571 1.196 0.059 0.107 0.351 1.003 

𝑘𝑆𝐾6 0.290 0.287 0.313 0.592 0.039 0.039 0.023 0.008 0.051 0.052 0.044 0.050 
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Table 6: Estimated MSE when 𝑛 = 200 and 𝑝 = 4 

𝛽0 −1 0 1 

  𝜌 𝜌 𝜌 

  0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 

Estimator 𝑀𝑆𝐸 𝑀𝑆𝐸 𝑀𝑆𝐸 

𝑃𝑀𝐿𝐸 0.141 0.283 1.517 16.440 0.050 0.100 0.539 6.087 0.018 0.037 0.199 2.229 

𝑘𝐻𝐾1 0.131 0.208 0.544 3.581 0.041 0.064 0.119 0.645 0.031 0.037 0.094 0.102 

𝑘𝐻𝐾2 0.134 0.256 1.130 9.886 0.048 0.093 0.416 3.722 0.018 0.036 0.183 1.576 

𝑘𝐻𝐾𝐵 0.112 0.185 0.543 3.664 0.042 0.072 0.212 1.410 0.018 0.034 0.138 0.704 

𝑘𝐿𝑊1 0.141 0.283 1.516 16.337 0.050 0.100 0.539 6.084 0.018 0.037 0.199 2.228 

𝑘𝐿𝑊2 0.141 0.281 1.485 15.526 0.049 0.100 0.535 5.883 0.018 0.037 0.199 2.192 

𝑘𝐻𝑆𝐿 0.141 0.283 1.517 16.440 0.050 0.100 0.539 6.087 0.018 0.037 0.199 2.229 

𝑘𝐴𝑀  0.382 0.455 0.379 0.531 0.060 0.058 0.059 0.070 0.162 0.187 0.133 0.225 

𝑘𝐺𝑀 0.137 0.266 0.889 0.434 0.049 0.100 0.495 1.436 0.018 0.037 0.193 1.002 

𝑘𝐾𝑆 0.124 0.224 0.767 5.030 0.044 0.086 0.306 2.044 0.018 0.036 0.151 1.020 

𝑘𝐴1 0.155 0.282 1.259 12.795 0.048 0.087 0.436 4.277 0.029 0.045 0.174 1.805 

𝑘𝐴2 0.175 0.288 1.067 10.368 0.047 0.079 0.359 2.828 0.042 0.058 0.154 1.489 

𝑘𝐴3 0.141 0.281 1.494 15.215 0.049 0.099 0.520 5.644 0.018 0.037 0.198 2.184 

𝑘𝑀𝐾4 0.133 0.250 0.732 0.408 0.049 0.098 0.442 0.988 0.018 0.037 0.185 0.805 

𝑘𝑀𝐾5 0.111 0.172 0.400 0.693 0.040 0.069 0.191 0.448 0.017 0.032 0.122 0.456 

𝑘𝑀𝐾6 0.131 0.241 0.651 0.395 0.049 0.098 0.440 0.853 0.018 0.037 0.179 0.707 

𝑘𝐺𝐾 0.131 0.208 0.544 3.567 0.041 0.064 0.119 0.645 0.031 0.037 0.094 0.102 

𝑘𝐷1 0.141 0.282 1.516 16.420 0.050 0.100 0.539 6.084 0.018 0.037 0.199 2.228 

𝑘𝐷2 0.141 0.282 1.515 16.353 0.050 0.100 0.539 6.074 0.018 0.037 0.199 2.228 

𝑘𝐷3 0.141 0.282 1.515 16.359 0.050 0.100 0.539 6.075 0.018 0.037 0.199 2.228 

𝑘𝐷4 0.144 0.284 1.457 15.603 0.049 0.099 0.525 5.886 0.019 0.037 0.198 2.189 

𝑘𝑌4 0.131 0.198 0.310 0.218 0.043 0.074 0.191 0.255 0.019 0.034 0.117 0.276 

𝑘𝑌6 0.364 0.355 0.334 0.318 0.016 0.015 0.012 0.011 0.080 0.078 0.071 0.067 

𝑘𝑌9 0.112 0.208 0.609 1.079 0.047 0.091 0.348 0.993 0.018 0.035 0.162 0.716 

𝑘𝐴𝑆1 0.127 0.235 0.904 8.471 0.047 0.091 0.357 3.146 0.018 0.036 0.173 1.251 

𝑘𝐴𝑆2 0.619 0.702 0.500 0.205 0.104 0.095 0.063 0.028 0.294 0.331 0.222 0.143 

𝑘𝐴𝑆3 0.122 0.204 0.441 0.307 0.048 0.092 0.336 0.683 0.018 0.035 0.152 0.446 

𝑘𝐴𝑌1 0.141 0.282 1.516 16.418 0.050 0.100 0.539 6.084 0.018 0.037 0.199 2.228 

𝑘𝐴𝑌2 0.141 0.281 1.487 15.756 0.049 0.100 0.534 5.936 0.018 0.037 0.199 2.208 

𝑘𝐴𝑌3 0.137 0.267 1.254 11.229 0.049 0.097 0.472 4.508 0.018 0.037 0.193 1.896 

𝑘𝐴𝑌4 0.140 0.279 1.459 15.159 0.049 0.100 0.528 5.798 0.018 0.037 0.198 2.188 

𝑘𝑆𝐾1 0.107 0.155 0.296 0.296 0.040 0.068 0.175 0.223 0.017 0.031 0.105 0.318 

𝑘𝑆𝐾2 0.121 0.207 0.509 0.561 0.045 0.083 0.263 0.593 0.018 0.035 0.152 0.565 

𝑘𝑆𝐾3 0.116 0.189 0.436 0.513 0.044 0.080 0.244 0.463 0.018 0.034 0.137 0.484 

𝑘𝑆𝐾4 0.118 0.198 0.472 0.568 0.045 0.083 0.262 0.533 0.018 0.035 0.145 0.526 

𝑘𝑆𝐾5 0.120 0.204 0.502 0.631 0.046 0.085 0.278 0.606 0.018 0.035 0.151 0.562 

𝑘𝑆𝐾6 0.143 0.142 0.153 0.325 0.021 0.023 0.015 0.007 0.019 0.020 0.017 0.015 
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Table 7: Estimated MSE when 𝑛 = 200 and 𝑝 = 8 

𝛽0 −1 0 1 

  𝜌 𝜌 𝜌 

  0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 0.900 0.950 0.990 0.999 

 Estimator 𝑀𝑆𝐸 𝑀𝑆𝐸 𝑀𝑆𝐸 

𝑃𝑀𝐿𝐸 0.134 0.264 1.411 15.475 0.049 0.099 0.520 5.705 0.018 0.036 0.193 2.071 

𝑘𝐻𝐾1 0.099 0.149 0.345 2.321 0.032 0.042 0.062 0.378 0.024 0.047 0.091 0.070 

𝑘𝐻𝐾2 0.129 0.245 1.128 10.513 0.048 0.094 0.429 3.916 0.018 0.036 0.181 1.587 

𝑘𝐻𝐾𝐵 0.102 0.162 0.466 3.151 0.039 0.066 0.192 1.182 0.018 0.033 0.124 0.598 

𝑘𝐿𝑊1 0.134 0.264 1.411 15.469 0.049 0.099 0.520 5.704 0.018 0.036 0.193 2.071 

𝑘𝐿𝑊2 0.134 0.262 1.374 14.292 0.049 0.099 0.514 5.446 0.018 0.036 0.192 2.022 

𝑘𝐻𝑆𝐿 0.134 0.264 1.411 15.475 0.049 0.099 0.520 5.705 0.018 0.036 0.193 2.071 

𝑘𝐴𝑀  0.449 0.442 0.437 0.371 0.059 0.046 0.029 0.045 0.158 0.183 0.200 0.125 

𝑘𝐺𝑀 0.133 0.258 1.226 2.731 0.049 0.099 0.511 3.235 0.018 0.036 0.192 1.667 

𝑘𝐾𝑆 0.119 0.203 0.715 5.778 0.044 0.075 0.257 2.313 0.018 0.035 0.141 1.083 

𝑘𝐴1 0.152 0.244 0.869 8.038 0.036 0.064 0.284 2.661 0.029 0.044 0.139 1.072 

𝑘𝐴2 0.192 0.251 0.576 4.339 0.033 0.046 0.160 1.282 0.049 0.063 0.120 0.582 

𝑘𝐴3 0.134 0.261 1.329 13.883 0.047 0.094 0.468 4.855 0.018 0.036 0.184 1.906 

𝑘𝑀𝐾4 0.131 0.248 1.018 1.960 0.049 0.098 0.481 2.160 0.018 0.036 0.187 1.304 

𝑘𝑀𝐾5 0.104 0.163 0.366 1.019 0.035 0.058 0.166 0.551 0.017 0.031 0.103 0.411 

𝑘𝑀𝐾6 0.130 0.245 0.983 1.658 0.049 0.098 0.482 2.057 0.018 0.036 0.188 1.237 

𝑘𝐺𝐾 0.099 0.149 0.345 2.320 0.032 0.042 0.062 0.378 0.024 0.047 0.091 0.070 

𝑘𝐷1 0.134 0.264 1.410 15.473 0.049 0.099 0.520 5.704 0.018 0.036 0.193 2.071 

𝑘𝐷2 0.134 0.264 1.410 15.463 0.049 0.099 0.520 5.702 0.018 0.036 0.193 2.071 

𝑘𝐷3 0.134 0.264 1.410 15.461 0.049 0.099 0.520 5.702 0.018 0.036 0.193 2.071 

𝑘𝐷4 0.137 0.261 1.363 14.794 0.049 0.097 0.509 5.544 0.018 0.036 0.191 2.035 

𝑘𝑌4 0.122 0.173 0.269 0.235 0.039 0.064 0.152 0.232 0.018 0.033 0.102 0.226 

𝑘𝑌6 0.580 0.559 0.517 0.500 0.014 0.012 0.009 0.007 0.176 0.172 0.155 0.144 

𝑘𝑌9 0.116 0.217 0.881 3.158 0.048 0.095 0.423 2.092 0.018 0.035 0.174 1.168 

𝑘𝐴𝑆1 0.120 0.216 0.911 8.749 0.048 0.092 0.385 3.260 0.018 0.035 0.172 1.281 

𝑘𝐴𝑆2 0.792 0.785 0.764 0.405 0.131 0.101 0.056 0.026 0.332 0.371 0.397 0.232 

𝑘𝐴𝑆3 0.125 0.224 0.630 1.100 0.048 0.092 0.365 1.180 0.018 0.035 0.159 0.706 

𝑘𝐴𝑌1 0.134 0.264 1.410 15.473 0.049 0.099 0.520 5.704 0.018 0.036 0.193 2.071 

𝑘𝐴𝑌2 0.134 0.263 1.399 15.218 0.049 0.099 0.517 5.649 0.018 0.036 0.193 2.063 

𝑘𝐴𝑌3 0.132 0.255 1.241 11.830 0.049 0.097 0.477 4.616 0.018 0.036 0.189 1.844 

𝑘𝐴𝑌4 0.134 0.262 1.388 14.976 0.049 0.099 0.515 5.595 0.018 0.036 0.193 2.055 

𝑘𝑆𝐾1 0.100 0.145 0.274 0.454 0.036 0.059 0.155 0.342 0.017 0.030 0.093 0.281 

𝑘𝑆𝐾2 0.117 0.199 0.537 1.290 0.044 0.080 0.265 0.877 0.018 0.034 0.138 0.628 

𝑘𝑆𝐾3 0.112 0.186 0.461 1.013 0.043 0.076 0.242 0.711 0.018 0.033 0.129 0.521 

𝑘𝑆𝐾4 0.115 0.195 0.515 1.180 0.044 0.080 0.266 0.825 0.018 0.034 0.139 0.595 

𝑘𝑆𝐾5 0.117 0.200 0.559 1.328 0.045 0.084 0.288 0.933 0.018 0.034 0.147 0.656 

𝑘𝑆𝐾6 0.159 0.159 0.149 0.269 0.020 0.023 0.019 0.004 0.025 0.027 0.026 0.018 
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Figure 1: Estimators Achieving Top Three Positions in MSE Performance 
 

Table 8: Poisson Regression Estimates for the aircraft damage dataset 

Estimator 𝛽0 𝛽1 𝛽2 𝛽3 𝑀𝑆𝐸 

𝑃𝑀𝐿𝐸 -0.406 0.569 0.165 -0.014 1.029 
𝑘𝐻𝐾1 -0.140 0.339 0.172 -0.015 0.254 
𝑘𝐻𝐾2 -0.193 0.414 0.169 -0.015 0.304 
𝑘𝐻𝐾𝐵 -0.078 0.225 0.178 -0.016 0.272 
𝑘𝐿𝑊1 -0.401 0.567 0.165 -0.014 1.003 
𝑘𝐿𝑊2 -0.400 0.567 0.165 -0.014 0.999 
𝑘𝐻𝑆𝐿 -0.406 0.569 0.165 -0.014 1.029 
𝑘𝐴𝑀  0.001 0.003 0.035 0.004 0.503 
𝑘𝐺𝑀 -0.402 0.567 0.165 -0.014 1.006 
𝑘𝐾𝑆 -0.168 0.380 0.171 -0.015 0.273 
𝑘𝐴1 0.000 0.030 0.163 -0.013 0.456 
𝑘𝐴2 0.003 0.013 0.112 -0.006 0.479 
𝑘𝐴3 -0.282 0.501 0.166 -0.014 0.508 
𝑘𝑀𝐾4 -0.375 0.556 0.165 -0.014 0.874 
𝑘𝑀𝐾5 -0.079 0.227 0.178 -0.016 0.271 
𝑘𝑀𝐾6 -0.353 0.545 0.165 -0.014 0.772 
𝑘𝐺𝐾 -0.140 0.339 0.172 -0.015 0.254 
𝑘𝐷1 -0.406 0.569 0.165 -0.014 1.029 
𝑘𝐷2 -0.406 0.569 0.165 -0.014 1.029 
𝑘𝐷3 -0.406 0.569 0.165 -0.014 1.028 
𝑘𝐷4 -0.399 0.566 0.165 -0.014 0.994 
𝑘𝑌4 -0.151 0.355 0.172 -0.015 0.259 
𝑘𝑌6 -0.103 0.273 0.176 -0.016 0.254 
𝑘𝑌9 -0.261 0.483 0.166 -0.015 0.446 
𝑘𝐴𝑆1 -0.168 0.380 0.171 -0.015 0.273 
𝑘𝐴𝑆2 0.000 0.001 0.011 0.006 0.512 
𝑘𝐴𝑆3 -0.333 0.534 0.165 -0.014 0.687 
𝑘𝐴𝑌1 -0.406 0.569 0.165 -0.014 1.029 
𝑘𝐴𝑌2 -0.402 0.567 0.165 -0.014 1.009 
𝑘𝐴𝑌3 -0.311 0.521 0.165 -0.014 0.605 
𝑘𝐴𝑌4 -0.399 0.566 0.165 -0.014 0.990 
𝑘𝑆𝐾1 -0.058 0.180 0.180 -0.016 0.300 
𝑘𝑆𝐾2 -0.187 0.406 0.169 -0.015 0.296 
𝑘𝑆𝐾3 -0.125 0.314 0.174 -0.016 0.250 
𝑘𝑆𝐾4 -0.160 0.369 0.171 -0.015 0.266 
𝑘𝑆𝐾5 -0.184 0.401 0.170 -0.015 0.291 
𝑘𝑆𝐾6 -0.003 0.039 0.171 -0.014 0.445 
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Conclusion 
 
This study evaluated the performance of several 

existing ridge estimators and introduced new ridge 
estimators which effectively address multicollinearity in 
Poisson regression models. Through an extensive 
simulation study, it was found that the proposed 
estimator, 𝑘𝑆𝐾6, consistently outperformed all other 
estimators in terms of minimizing the MSE. Furthermore, 
estimators 𝑘𝑆𝐾1 and 𝑘𝑌6 ranked consistently as the 
second-best performers based on MSE values. When 
applied to a real dataset, the proposed estimator 𝑘𝑆𝐾1 
demonstrated the lowest MSE, indicating its superior 
performance in practical applications. In contrast, the 
Poisson maximum likelihood estimator emerged as the 
least effective, with the highest MSE, underscoring its 
limitations in dealing with multicollinearity.  
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Introduction 
 

Monte Carlo Simulation (MCS) is an eminently 
practical computational technique that embraces 
probabilistic modelling as part of quantifying the risks or 
uncertainties regarding wide-field analysis, including 
engineering, physics, and finance. It generates several 
random scenarios to forecast outcomes and quantify risk, 
hence becoming a key technique in risk assessment and 
decision-making. The automotive industry is one of the 
most volatile, meaning that its stock prices fluctuate 
dynamically. Therefore, it is also a very good area where 
MCS can be applied to perform investment planning and 
risk management. 

MCS has been deployed in analyzes regarding stock 
price trends, sales forecasting, and optimization of 
investment strategies in the automotive field. This paper 
uses the Monte Carlo method to simulate the stock price 
movements regarding the selection of three key 
automotive companies listed in Borsa Istanbul: Dogus 
Automotive, Tofas, and Ford Otosan. For this, the work 
will give a model-based approach using historical stock 
price data from January 1, 2023, to December 31, 2023, so 
that the investor could hedge the volatility of the Turkish 
automotive sector. First, the following sections briefly 
outline the applications of MCS in risk management and 
automotive analysis. Following this will be the described 
methodology in detail, including the algorithm that has 
been undertaken for the Monte Carlo Simulations. Then it 
will present findings from the data simulations. This 
structure is necessary to ensure that investors and 

researchers alike recognize the practical and theoretical 
contributions of this study. 

 

Literature Review 
 

The Monte Carlo Simulation is a strong computer 
technique that has seen its application in engineering, 
physics, and finance, among other areas. It constitutes 
one of the major tools for risk assessment and decision-
making by the generation of diverse events, together with 
their probabilities. This section reviews pertinent 
literature concerning the application of MCS in financial 
risk management and the automotive sector, highlighting 
its versatility and relevance. 

 

Monte Carlo Simulation in Risk Management 
Monte Carlo Simulation has also shown versatility in 

the different industries in which risk management is 
necessary. MCS allows analysts to gauge possible 
outcomes of alternative scenarios, thus reducing 
uncertainty of outcome that one is trying to reach. In 
service quality management, [1] use MCS to delve deep 
into how risk influences service quality gaps. The findings 
place greater emphasis on the role of MCS in service 
management with respect to effecting plans and 
managing uncertainties, among other roles. A nested MCS 
approach with regression in respect to financial risk 
estimation is proposed in [2]. Such a model was applied in 
catering to financial risks and further expanded the scope 
of contribution by MCS in the management of critical 

http://csj.cumhuriyet.edu.tr/tr/
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financial circumstances [3].  It has also presented such 
research that explains how MCS can enhance financial 
forecasting in modelling various risk factors, thereby 
enhancing overall accuracy and reliability in the 
prediction. 

 

Application of Monte Carlo Simulation in the 
Automotive Sector 

The automotive industry is fast-moving, sensitive to 
changes in the economy and market, and is increasingly 
integrating MCS to perform forecasting and optimization 
of operations. MCS has been estimated in the analysis of 
stock, filtering later accounting records, sales forecasting, 
and investment planning in the automotive industry. For 
instance, [4] combined MCS with DEA in support of a 
decision-making process about the selection of a green 
car. Their work involved how MCS could be extended to 
include multiple variables so that comprehensive risk and 
scenario analysis would be carried out, catering to 
particular needs of the automotive industry. The 
application of MCS in the automotive sector for sales 
forecasting was also presented by [5] . Their research 
showed that MCS has the capability of modeling periodic 
sales patterns, which would eventually help investors and 
automotive companies have a timely insight into making 
necessary decisions. These studies together give an 
example of the flexibility of MCS in solving multi-
dimensional complex problems in the automotive 
industry. In computational finance, MCS has also been 
utilized for various applications, such as stock price 
analysis and risk evaluation within the automotive sector 
[6]. MCS’s role in this domain emphasizes its capacity to 
provide financial insights by modelling stock market 
behaviour under different economic conditions. This 
capability is particularly relevant to the automotive sector, 
which must navigate fluctuating market dynamics and 
investor expectations. As such, most literature supports 
the application of MCS to stock market forecasting using 
its apparent capability for modeling complex financial 
phenomena. For instance, [7] , while using an MCS 
approach, simulated the movement of stock prices; thus, 
this technique was applied to the uncertain nature of daily 
fluctuations in stock prices. Running several simulations 
based on historical data, the study by [7] provided 
valuable insights into possible future price ranges, which 
are crucial for both short-term and long-term investors. 
This study underscored the flexibility of MCS in generating 
realistic price predictions, especially for volatile markets 
where conventional models fall short. 

 

Broader Applications of Monte Carlo Simulation 
The effectiveness of Monte Carlo Simulation is not 

confined to either financial or automotive sectors. As an 
instance, research works have adopted MCS in the 
biomedical engineering field, such as the modelling of 
photon migration in tissues see in [8]. This, therefore, 
points out how flexible and precise MCS can become 
when applied within various contexts that demand 
probabilistic modelling-from design safety in vehicles to 
manufacturing optimization. Applications of MCS are so 

varied that it confirms MCS's status as a basic instrument 
to solve problems that are complex and present elements 
of uncertainty and variability. 

 

Novelty and Contributions 
Although Monte Carlo Simulation is already well-

established in many areas, such as finance and the 
automotive sector, for stock price forecasting in the 
automotive sector within Turkey, it has not been well 
explored. While past research, [9], has applied MCS in 
broader financial risk assessments and portfolio 
management contexts. The current paper tries to fill up 
this research gap by focusing on the application of MCS on 
stock prices of the companies Dogus Automotive: DOAS, 
Tofas: TOASO, and Ford Otosan: FROTO. It goes on to 
provide a customized model, taking into consideration 
unique market and economic conditions which impact the 
Turkish automotive industry, an extremely important 
emerging market that holds serious influence these days. 
Although new in regional focus, this study underlines the 
practical implications of MCS for investors in the Turkish 
automotive sector. Using a broad dataset and controlling 
the localized economic variables, it provides a framework 
that could be replicated for other emerging markets 
across similar dynamics. The methodology followed in this 
paper bridges the gap between theoretical modeling and 
real practice needs of investors; hence, it is a valuable tool 
deeply needed for risk assessment and investment 
planning. Though the Monte Carlo Simulation has proven 
helpful in financial forecasting and automotive analysis 
around the world, the application of this study to Turkish 
automotive stocks ushers in an entirely new dimension 
and enhances the understanding of localized market 
dynamics with much insight and practical applications that 
go long in contributing towards the greater literature with 
regard to stock market forecasting in emerging markets. 

 

Assessing Simulation Accuracy and Reliability 
In any case, ensuring the reliability of the Monte Carlo 

Simulation model for this study involves assessing the 
validity of simulated stock price distributions against 
historical data metrics like mean, variance, and volatility. 
While traditional MCS provides only a probabilistic range 
of future outcomes, the model's predictive reliability can 
be further advanced by estimating input parameters 
through advanced statistical techniques. Then, there is 
ABC that contains Approximate Bayesian Computation 
with Sequential Monte Carlo Sampling and Adaptive 
Importance Sampling as strong methods to update the 
input parameters without explicit usage of likelihood 
functions see in [10]. These likelihood-free Bayesian 
methods enable parameter estimation when direct 
computation is not feasible, thus enhancing model 
accuracy. Integrating these would allow better validation 
of simulation results through iterative tuning of input 
parameters, thereby improving the model’s capability to 
accurately project underlying market dynamics. Although 
this approach was not used in the current study, its 
adoption offers a viable avenue for future research, 
particularly when it comes to the situation of stock price 
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simulation in emerging markets with limited historical 
data. Using this method will result in improved model 
accuracy that is consistent with current financial market 
stochastic modelling techniques rather than being 
ambiguous. 

 

Methodology 
 
This study tries to predict the future values of some 

selected stocks in the Turkish automotive industry, 
namely the equities of Dogus Automotive (DOAS), Tofas 
(TOASO), and Ford Otosan (FROTO) listed in BIST, by using 
the approach of Monte Carlo Simulation. The aim is to 
provide a probabilistic outlook for the future prices of 
stocks, hence enabling investors to have the insight they 
may need to make better decisions in these volatile 
markets. This analysis uses data from investing.com for 
end-of-day closing prices of the subject stocks from 
January 1, 2021, through December 31, 2023. There are 
749 records of each stock in the dataset, representing 
three complete years of up and down changes. These 
historical prices form the basis for the estimation of future 
stock movements by simulation. 

Python was required to be used for generating the 
Monte Carlo Simulation, as it can model the randomness 
and uncertainty at which the prices change. Through the 
simulation, the code will use the provided historical return 
values to calculate the value of daily and annual volatility 
for every security. For volatility here, or the standard 
deviation of daily returns, quantified, is very critical in 
characterizing the size and frequency of variations in price 
over time. Calculation of volatility includes computation 
of the standard deviation in daily changes and scaling up 
the same into an annual level, considering 365 or 252 
days. MCS was run with 10.000 random values, running 
the stock prices ten times for generating a range of 
possible future scenarios. The algorithm follows a basic 
stochastic process: 

 

Monte Carlo Simulation Algorithm 
The process of Monte Carlo simulation used in this 

study is structured as follows: 
 

Input Parameters 
𝑃0 : Initial stock price (determined from historical 

data). 
μ: Anticipated daily return (presumed to be 0 for 

simplicity). 
σ: Daily volatility (determined by utilising historical 

data): 

σ =
Annual Volatility

√Number of Trading Days
 

 𝑇: The simulation's duration (244 days in this study). 
𝑁: The quantity of simulations (10 on each stock). 
𝛥𝑡: Time step (1 day). 

Output 
𝑃𝑡

𝑖: Stock prices simulated over 𝑇 days for 𝑁 
simulations. 

 

Algorithm 
Initialize Parameters: 
Extract 𝑃0 based on the stock's initial price. 
Compute 𝜎 (daily volatility) from historical data. 
 

Run Simulations  
For 𝑖 =  1 to 𝑁: 

𝑆𝑒𝑡 𝑃𝑡
𝑖[0] = 𝑃0. 

For 𝑡 =  1 to  𝑇: 
Generate a random variable 𝑍𝑡   from 𝑁(0,1). 

Compute 𝑃𝑡
𝑖[𝑡] using the formula: 

𝑃𝑡
𝑖[𝑡] = 𝑃𝑡

𝑖[𝑡 − 1] × exp ((𝜇 − 0.5𝜎2)Δ𝑡 + 𝜎√Δ𝑡𝑍𝑡) 
 

Aggregate Simulation Results 
Determine the mean, median, and standard deviation 

of descriptive statistics for each simulation. 
 

Output Results: 
Return the  𝑃𝑡 range of potential stock prices together 

with related statistics. 
 

These parameters form the basis of our Python 
simulation, which aims to mimic stock price evolution over 
a prescribed period. Each time this simulation is run, a 
new time series of stock prices is obtained, which can 
model the random behaviour of the market as well as 
historical volatility patterns. When iterated several times, 
the simulation captures the range of possible outcomes; 
thus, providing a probabilistic distribution of future stock 
prices. This method not only estimates the central 
tendency, i.e. the mean, but also outlines the extremes 
and variability of stock prices. 

After the execution of MCS, the outputs were 
processed to derive a mean, median, standard deviation, 
and range of forecasted prices for all stocks. Descriptive 
statistical values, which are the mean price-DOAS at 
101.96 TL, TOASO at 116.55 TL, and FROTO at 396.21 TL—
are matched against their respective observed historical 
values to assure the correctness and relevance of the 
simulation. The critical evaluation of the volatility values 
for each stock is 0.0333 for DOAS, 0.0296 for TOASO, and 
0.0298 for FROTO. The values give insight into each 
company's exposure to the swinging of prices and risk, 
which is significant for investors with a view to calculating 
market stability. 

Furthermore, a sensitivity analysis has been done in 
this respect by changing the number of iterations and 
volatility levels to see its reflection in forecast accuracy. 
This will help in making the model robust under different 
scenarios and lend more credibility to the results. The 
following results identify some aspects of how external 
market forces—economic conditions or political events—
might influence stock behaviour and point to the 
importance of a simulation-based approach in investment 
planning. The Python code used in this analysis section is 
hosted on the GitHub page of the project for 
reproducibility and transparency. Based on this, other 
researchers and practitioners can review the 
methodology and replicate it, hence allowing the model 
to be adapted for further studies or different market 
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conditions. This gives a systematic approach, showing in 
practice how the Monte Carlo Simulation applies to 
financial forecasting, tailor-made for specific automotive 
cases in Turkey. At the same time, this is an instrument for 
investors to devise strategic moves that reduce their risk 
and further optimize their investment portfolio. The 
Python codes and simulation results used in this study are 
made openly available on GitHub for transparency and 
reproducibility. Scripts for Monte Carlo simulations, stock 
price forecasting models, and data pretreatment are all 
included in the repository. Access to the codes is available 
on the Monte Carlo Simulation in Stock Price Forecasting. 

A technique that generates random numbers is used in 
Monte Carlo Simulation to examine the impact of random 
variables on a system. By employing the inverse of the 
distribution function, the input variables are produced in 
accordance with a particular probability distribution. The 
inverse probability distribution function can be used by 
computers to convert uniformly quickly and easily 
generated random integers in the range [0-1] into any 
distribution. Assume, for instance, that the function f 
represents the relationship between the dependent 
variable 𝑌 and two random variables ( 𝑋1, 𝑋2). The 
relationship in this instance can be stated as follows: 

 

𝑌 = 𝑓(𝑋1, 𝑋2) 
 

If the 𝑋1, distributions and 𝑋2, are known (such as the 
Normal Distribution), the distribution parameters (𝜇𝑥 : 
Mean and 𝜎𝑥: Standard Deviation) are also provided, 
random numbers for 𝑋 values can be generated multiple 
times, and the associated 𝑌 values can be computed by 
using the function f. As a result, statistics regarding 𝑌 can 
be derived. A bigger sample size improves the accuracy of 
the results. To achieve optimal results when applying 
Monte Carlo Simulation to deterministic systems, a 
sufficient number of random numbers must be generated. 
These figures could be in the thousands or tens of 
thousands in some applications, underscoring the 
necessity for computing power. Monte Carlo simulation 
has shown to be a dependable method in stochastic 
simulation processes when properly planned and applied 
with a big enough sample size [11]. Monte Carlo 
Simulation can be used to produce desired distributions 
by producing an adequate number of random numbers 
with uniform distributions. Following a few guidelines and 
making the most of Monte Carlo Simulation at each stage 
of the process will guarantee high-quality simulation. 

 

The Monte Carlo Method’s Mathematical Analysis 
Numbers uniformly distributed between 0 and 1 are a 

basic tool for numerically modelling an experiment or 
event in the Monte Carlo method. Usually represented by 
the letter q, these numbers are produced by computer 
programmes. These arbitrary numbers are gathered from 
measurement or experiment set values. The probability of 
each number, however, varies, with some numbers having 
larger or lower probabilities than others. As opposed to 
sets with equal probabilities, this results in a set with 
varied probabilities. A set of random numbers is said to be 

uniformly distributed when all the probabilities are equal, 
meaning that any value has the same probability of 
happening. This technique is very helpful for projecting or 
modelling the results of a given experiment or occurrence. 
A significant number of random numbers, frequently 
produced by computers, are needed for the Monte Carlo 
approach. These numbers have the statistical 
characteristics of random numbers even though they are 
generated sequentially in accordance with a 
predetermined method, hence they are not completely 
random. Numerous numerical analysis and simulations 
employ this technique. The 'Mixed Congruential Method,' 
denoted by the following formula, can be used to create 
random numbers: 

 

𝑃𝑖 = 𝑖𝑛𝑡 (
𝑎. 𝑥𝑖

𝑏. 𝑟𝑖

)  
(1) 

 

𝑋𝑖+1 = 𝑎. 𝑥𝑖 − 𝑏. 𝑟𝑖  (2) 

𝑞𝑖 =
𝑥𝑖+1

𝑏
 (3) 

 

The following relation can be used to display the 
algorithm for this method: 

 

𝑥𝑖 = (𝑎. 𝑥𝑖−1 + 𝑐)(mod m)  (4) 
 

where the initial value of the positive integer sequence  
𝑥𝑖  is 𝑥0.  𝑚 is a greater positive integer than 𝑎 and 𝑏, which 
are also positive integers. After multiplying 𝑥𝑖−1 by 𝑎, the 
sequence 𝑥𝑖  is determined. The modulus regarding 𝑚 is 
then calculated. The starting value, 𝑥0, in the "Mixed 
Congruential Method," is a positive integer. The created 
number sequence's elements are divided by 𝑚 to create a 
new series with values between 0 and 1. The properties of 
the random number sequence are determined by the 
values 𝑎, 𝑐, and 𝑚. The sequence has a finite end and will 
eventually recur; the period of the repetition will depend 
on the values of 𝑚, 𝑎, and 𝑐. It can be extended the 
duration by choosing suitable values for 𝑚, 𝑎, and 𝑐. 

Let us consider an event for which we want to model 
the probability distribution over an interval (𝑎, 𝑏), where 
the frequency function 𝑓(𝑥) gives each value 𝑥 a specific 
likelihood of occurring. The following calculates the 
likelihood that a value will fall between 𝑥 and 𝑥 + 𝑑𝑥: 

 

𝑃(𝑥). 𝑑𝑥 =
𝑓(𝑥). 𝑑𝑥

∫ 𝑓(𝑥). 𝑑𝑥
𝑏

𝑎

 (5) 

 

The Probability Density Function, or 𝑃(𝑥), is defined as 
follows for the Total Probability Density Function: 

 

𝑄(𝑥) = ∫ 𝑃(𝑥′). 𝑑𝑥′
𝑥

𝑎

 (6) 

 

Over the interval (𝑎, 𝑏), the value of 𝑄(𝑥) assumes 
random values in the 0– 1 range. We can relate 𝑃(𝑥) to 𝑇 
since the frequency function, which shows how often each 
value 𝑥 occurs, has a uniform distribution: 

 

https://github.com/mehmetsiddik/MCS-in-stock-price-forecasting.git
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𝑇 = 𝑄(𝑥)  (7) 

 

The following is the derivation of the Fundamental 
Monte Carlo Principle using Equations (5), (6) and (7): 

 

𝑇 =
∫ 𝑓(𝑥′)

𝑥

𝑎
. 𝑑𝑥′

∫ 𝑓(𝑥). 𝑑𝑥
𝑏

𝑎

 
(8) 

 
 

The Fundamental Monte Carlo Principle is the name 
given to this equation. Depending on 𝑇, the following 
inversion transformation is obtained by inverting in 
Equation (8), [12]: 

 

𝑥 = 𝑃−1(𝑇)  (9) 

 

In this part of the study, a Monte Carlo simulation will 
be used to project the future value of specific automotive 
industry stocks for those who are interested in investing 
in the sector. This section will give an overview of the 
Turkish automotive industry and its volatility before doing 
a data analysis. The end-of-day closing prices of equities 
traded between January 1, 2021, and December 31, 2023, 
were the source of the data used in this study, which was 
obtained from investing.com. Monte Carlo simulation was 
used with Python programming language to generate 
1,000 random values and simulate the equities ten times 
to forecast their prices. Educating prospective investors is 
the goal. 

 

Findings and Discussion  
 

The Automotive Sector in Turkey 
Turkey's automobile industry is an essential part of the 

nation's industrial and economic framework. Turkey's 
industrialization progress has been greatly aided by the 
production of automobiles, a sector whose diversity and 
capacity are growing, and which makes the nation more 
competitive internationally. Turkey is one of the biggest 
automakers in Europe. The industry produces a wide 
range of goods, including as trucks, buses, commercial 
vehicles, and agricultural machines, in addition to 
passenger cars. Turkey's strength and adaptability in the 
automotive sector are strengthened by this diversity. 

A significant number of the cars made are exported. 
Turkey's trade balance and economic growth are 
significantly influenced by its automobile exports. Turkish 
automakers provide premium cars at affordable prices to 
be competitive in global markets. Turkey’s automobile 
industry has prospered mostly because of a strong supply 
chain and logistics system. Manufacturers maintain a 
streamlined production process by effectively utilising 
parts acquired from both domestic and international 
vendors. Furthermore, significant resources are allocated 
towards research and development (R&D) to consistently 
enhance production procedures and generate inventive 
resolutions. In conclusion, Turkey's automobile industry is 
essential to the nation's economic growth. With a robust 
supply chain, wide export network, high production 
capacity, and an emphasis on research and development, 
Turkey is likely to maintain its prominent position in the 
global automotive industry and flourish going forward. 

 

Volatility 
The term "volatility" refers to the variation in asset 

prices in financial markets during a specific time period. It 

gauges how frequently and how strongly prices shift in 
unexpected ways. Put differently, volatility represents the 
speed and range of price changes for an asset. Usually, 
statistical computations like standard deviation or 
percentage change rates are used to quantify volatility. 
These measurements are employed to examine how the 
price of an asset changes over a given period. Low 
volatility denotes more steady and predictable market 
movements, whereas high volatility indicates the 
possibility of abrupt and significant price swings.  

Volatility is a key concept for investors since low 
volatility offers more stable and low-risk investment 
options, while high volatility frequently raises investment 
risk. Investors can manage risk, create investment 
strategies, and optimise their portfolios to meet return 
goals by analysing volatility. As a result, investors keep a 
careful eye on volatility since it is seen as a key indication 
in financial markets. By calculating the standard deviation 
of daily fluctuations using historical data, annual stock 
volatility is computed. By dividing the yearly volatility by 
the square root of the number of trading days in a year, 
one may get the daily volatility. 

 

Table 1. Descriptive Statistical Values of Three-Year Share 
Prices (TL) of DOAS, TOASO and FROTO 

Statistic  DOAS(TL) TOASO(TL) FROTO(TL) 

Mean 101,96 116,55 396,21 
Standard Error 2,99 3,12 9,19 
Median 71,27 79,06 294,58 
Mode 23,00 26,99 154,46 
Standard Deviation 82,07 85,33 251,45 
Variance 6735,95 7280,773 63226,09 

Kurtosis 0,93 0,76 0,85 
Skewness -0,37 -0,81 -0,65 
Range 297,48 279,06 854,31 
Minimum Value 19,16 24,64 110,69 
Maximum Value 316,64 303,70 965,00 

Volatility 0,033 0,03 0,03 

Number of Points 749 749 749 

 
The study's descriptive statistics for the equities under 

examination are shown in  
 
Table 1. There are 749 data points for the stocks that 

are included in this simulation. Dogus Automotive has an 
average price of 101.96TL, Tofas has an average price of 
116.55 TL, and Ford Otosan has an average price of 
396.21TL when examining the three-year averages of the 
stock prices. The range of prices for DOAS was 19.16 TL at 
the lowest and 316.64 TL at the most. The lowest TOASO 
price was 24.64 TL, while the highest price was 303.70 TL. 
The lowest and maximum prices for FROTO were 110.69 
and 965 TL, respectively. These stock markets' three-year 
volatility values are as follows: The volatility of Dogus 
Automotive (DOAS), Tofas (TOASO), and Ford Otosan 
(FROTO) is 0.0333, 0.0296, and 0.0298, respectively. The 
difference in volatility between FROTO and DOAS is 
0.0035, and the difference between TOASO and DOAS is 
0.0037. The volatility of FROTO and TOASO differs by 
0.0002. Therefore, in comparison to the other companies, 
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Dogus Automotive has displayed more notable price 
swings over time in terms of volatility.

 

Figure 1. Line chart of DOAS share prices between 01.01.2021-31.12.2023. 

 

 

Figure 2. A box plot of ten chosen stock price simulations 
from 10,000 Monte Carlo simulation of data for DOAS 
stock runs is shown, with the average simulated price 
denoted by the red dotted line. 

 
A line graph showing Dogus Automotive’s share values 

over a three-year period is shown in Figure 1. Over a 
period of more than a year, from January 4, 2021, to 
March 4, 2022, the prices remained below 50 TL. The price 

increased to over 185 TL after exceeding 50 TL, then 
decreased to approximately 135 TL. Prices demonstrated 
a rising trend from May 4, 2023, to September 4, 2023. 
During this time, they reached at 316.64 TL, following 
which they began to decrease 

The results of ten simulations of the DOAS stock price 
over a three-year period are shown in the box plot in Hata! 
Başvuru kaynağı bulunamadı.. From 200 to 300 TL 
forward, most of the simulations converge, with very little 
deviation until day 82 or so. This convergence suggests 
consistent early-stage patterns because it shows a shared 
beginning trajectory across the simulations. The 
simulations begin to deviate around day 82, suggesting 
more volatility in the behaviour of stock prices. The impact 
of economic variables, market dynamics, or other 
unforeseen occurrences influencing stock prices could be 
reflected in this disparity. As the simulated time ends, the 
results point to an increased number of possible 
outcomes; most simulations estimate stock prices in the 
range of 100 to 300 TL. The seventh, eighth, and tenth 
simulations exhibit more extreme behaviour, 
underscoring the need to consider the entire range of 
possible results and the risk of outliers. This box plot 
highlights the need of conducting several runs to 
accurately represent the range of possible market 
behaviours by illuminating the various degrees of 
uncertainty in long-term stock price simulations. 
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Figure 3. Line chart of FROTO share prices between 01.01.2021-31.12.2023. 

A line graph illustrating the share prices of Ford Otosan 
during a three-year period appears in Figure 3. The share 
price remained below the 200 TL amount from January 4, 
2021, until November 4, 2021. Prices changed between 
200 and 400 TL on November 4, 2022, and November 4, 
2021. On March 4, early in 2023, the share price launched 
an unsuccessful attempt to exceed 600 TL.  
 

 

Figure 4. A box plot of ten chosen stock price simulations 
from 10,000 Monte Carlo simulation of data for 
FROTO stock runs is shown, with the average 
simulated price denoted by the red dotted line. 

However, the share price increased above 600 TL 
between May 4, 2023, and July 4, 2023, eventually 

peaking at 965 TL. The share price demonstrated a 
declining tendency after this level. Hata! Başvuru kaynağı 
bulunamadı. illustrate the outcomes of ten simulations 
for a three-year forecast of FROTO stock prices. As a 
steady baseline throughout simulations, share prices 
normally oscillate at the beginning between 600 and 850 
TRY. This relative stability lasts until about day 127, at 
which point the simulations start to show more 
divergence, suggesting that as the timeframe goes on, 
stock price volatility would rise. Two unique patterns 
appear as the simulations approach closer to their 
endings. The eighth simulation in the first pattern 
presents a variety of share values that increase to 900 TRY. 
The remaining simulations illustrate the second pattern, 
demonstrating share price variations within a narrower 
range, usually between 600 and 800 TRY, indicating a 
more cautious growth trajectory. In the previous 
simulation, there is an outlier that reaches over 900 TRY, 
indicating an uncommon occurrence or extreme 
circumstance. With an expanded distribution and the 
highest median of any simulation, the eighth one suggests 
more variability or uncertainty. The diversity of these 
simulations highlights varying market circumstances and 
possible stock price movements, highlighting the intrinsic 
uncertainty of long-term forecasts. A range of results from 
this divergence can be utilised to evaluate risk and guide 
investment plans. 
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Figure 5.Line chart of TOASO share prices between 01.01.2021-31.12.2023. 

A line graph representing the share prices of Tofas 
during a three-year period can be seen in Figure 5.  At less 
than 50 TL, the share price remained until November 4, 
2021. There was a 50–100 TL variation in the share price 
from November 4, 2021, and November 4, 2022. Between 
July 4, 2023, and September 4, 2023, Tofas reached its 
peak value of 303.70 TL. After that, it continued to decline 
and eventually reached approximately 200 TL. 

After ten simulation tests utilising a three-year period 
of TOASO stock data, the box plot in Figure 6 displays a 
starting range for share values between 150 and 250 TL. 
This first convergence suggests a consistent starting point 
for the simulations, implying that they started with 
remarkably similar values. 

 

 
Figure 6. A box plot of ten chosen stock price simulations 

from 10,000 Monte Carlo simulation of data for 
TOASO stock runs is shown, with the average 
simulated price denoted by the red dotted line. 

 

 

Figure 7. A comparison of the mean absolute percentage error (MAPE) of 5.01% between the observed and simulated 
stock prices. 

 
The  Figure 7 highlights the model's performance by 

comparing observed stock prices over a certain period 
with their simulated counterparts. The orange dashed line 
(mean simulated prices), and the grey shaded region 
(simulation range) represent the simulated data, and the 
blue line represents the observed prices, which are used 
as a reference to assess the correctness of the simulated 
data. The simulation approach effectively represents the 

underlying patterns and variability of the observed stock 
prices, as evidenced by the comparatively low Mean 
Absolute Percentage Error (MAPE) of 5.01%. Although the 
fluctuation within the simulation range highlights the 
need for additional refinement to reduce uncertainty in 
forecasts, this alignment points to the model's potential 
for real-world applications in forecasting or risk 
assessment. 
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 We calibrated the simulation parameter (standard 
deviation) using Approximate Bayesian Computation 
(ABC) to guarantee simulation correctness. This strategy 
minimized the distance between the simulated and 
observed stock price statistics (mean and standard 
deviation). The calibration procedure appears in Figure 8 
a), where candidate standard deviation values were 
assessed according to simply how far they deviated from 
historical measures. 

The ideal standard deviation, which minimises the 
discrepancy between simulated and observed statistics, is 
shown by the red dotted line. By bringing the model into 
line with actual stock price movements, this calibration 
improves simulation accuracy. b) uses the ideal parameter 
to compare the distributions of stock prices in the 
simulation with the real world. The blue and red dashed 
lines display the observed and simulated means, 
respectively, and the histogram depicts the simulated 
prices. The simulation's authenticity is confirmed by the 
tight alignment of both means and the comparable 
distribution spread. 

 

 
(a) 

 
(b) 

Figure 8. a) The difference in stock price statistics 
between simulations and observations as a function 
of the chosen standard deviation parameter. b) A 
comparison between the observed historical mean 
(blue dashed line) and the simulated stock price 
distribution (orange histogram). 

 
The prices largely followed a similar trajectory over the 

course of the simulations, suggesting little variation or 
variance in the results. This initial phase stability raises the 
possibility that common underlying forces are driving the 
stock price, resulting in a consistent pattern across 
simulations. But as the simulations continued, especially 
in the last part of the year, the box plot clearly 
demonstrates a divergence, with share prices changing 
dramatically from simulation to simulation. This greater 
range suggests that as time passed on, outside influences 
or arbitrary movements had a bigger impact on the stock 
price, which increased its volatility and unpredictability. 
The inherent unpredictability of long-term stock price 
simulations is demonstrated by this box plot pattern, 
underscoring the significance of performing repeated 
simulations to capture a wider range of outcomes. The 
final divergence highlights the possibility of large 
fluctuations in stock price, which is important for risk 
assessment and financial planning. 

 
Table 2. Monte Carlo Simulation Values of Shares (TL) 
                                    DOAS TOASO FROTO 

Starting Price 257  210  739,5  
Daily Volatility 3,33%  2,96%  2,99 %  
Annual Volatility 52,78%  47,02%  47,4%  
Mean 254,9790  203,2083  742,6018  
Median 221,3507  181,4836  681,8091  
Standard Deviation 137,1685  96,3172  344,0281  

Quartiles 

25 % 157,8000  136,2762  504,5080  
50 % 221,3507  181,4836  681,8091  
75 % 318,7190  248,3489  923,4383  

 
Investigating at the annual volatility rates presented in 

Table 2, we can see that Dogus Automotive has an annual 
volatility of 52.78%, Tofas has an annual volatility of 
47.02%, and Ford Otosan has an annual volatility of 47.4%. 
This suggests that Tofas and Ford Otosan have 
comparable annual volatility, although Dogus Automotive 
has marginally greater volatility. When comparing the 
averages, the share prices of Dogus Automotive, Tofas, 
and Ford Otosan are 254.98 TL, 203.21 TL, and 742.60 TL, 
respectively. 

 

Conclusion 
 
Transformations and volatility in financial markets 

cause risk to become more pronounced for both small and 
large investors. In this process, managing and minimizing 
risk effectively is becoming increasingly important. For 
this reason, there is an increasing interest in risk-related 
studies in various disciplines. Predicting risk and 
identifying all possible scenarios in advance and taking 
precautions is becoming increasingly critical for investors. 
The complexity and uncertainties in the global financial 
structure encourage the continuous development of new 
approaches and strategies in risk management. Investors 
are increasingly relying on analytical tools and risk 
management techniques based on mathematical models 
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to reduce the risks in their portfolios and minimize 
potential losses. This contributes to the adoption of a 
more informed and well-founded approach to financial 
decision-making. The Monte Carlo Simulation method 
allows us to obtain different measurement results with 
random numbers. Therefore, it is necessary to look at the 
environment in which the companies are located when 
analysing the values that emerge in this simulation 
research. This study has been conducted to give an insight 
to people who desire to purchase shares in the 
automotive sector. The annual prices of Dogus 
Automotive, Tofas and Ford Otosan stocks for three years 
are estimated by Monte Carlo Simulation. The results of 
Monte Carlo Simulation were analysed in the study. 
According to the simulation study, the annual forecast 
values of the three stocks examined were reached with 
ten different simulations. When we look at the volatilities 
of the stocks, it is observed that the annual volatility of 
Dogus Automotive is 52.78%, the annual volatility of Tofas 
is 47.02% and the annual volatility of Ford Otosan is 
47.40%. In this case, the annual volatilities of Tofas and 
Ford Otosan are close and Dogus Automotive is slightly 
higher than the others. When daily volatilities are 
analysed, it is observed that Dogus Automotive, Tofas and 
Ford Otosan have 3.33%, 2.96% and 2.99%, respectively. 
The daily volatilities of all three stocks are close to the 
annual volatilities of Tofas and Ford Otosan, while Dogus 
Automotive is slightly higher. It is observed that all three 
stocks experience similar fluctuations in the financial 
markets. In this simulation, when the initial and average 

prices of the shares are analysed, it is observed that the 
initial price of Dogus Automotive in this simulation is TL 
257 and the average price is TL 254.9790. In the simulation 
for Tofas, the initial price was TL 210, and the average 
price was TL 203.2083 and in the simulation for Ford 
Otosan, the initial price was 739.5 and the average price 
was TL 742.6018. In the comparison of the standard 
deviations of the three stocks in the simulation, it was 
observed that the standard deviation of Dogus 
Automotive data was 137.1685. The standard deviation of 
Tofas's data is 96.3172. Finally, the standard deviation of 
the data belonging to Ford Otosan was observed as 
344.0281. When only the standard deviations of the three 
shares are considered, it is observed that there is a 
difference between them. As a result of the simulations, it 
was observed that all three stocks were similar, their 
volatilities were very close, and Tofas was slightly ahead 
of the others when looking at their standard deviations. 
However, it should be kept in mind that various factors 
such as market conditions, economic conditions, political 
events, trade volume, natural disasters, company 
activities, speculation will affect the prices of the shares. 
In this simulation, share prices are estimated only to give 
an idea to the investor. 
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