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This study investigated the antimicrobial and antioxidant properties of methanol extracts from five lichen 
species: Polycauliona candelaria (Syn. Xanthoria candelaria), Nephromopsis chlorophylla (Syn. Cetraria 
chlorophylla), Circinaria calcarea (Syn. Aspicilia calcarea), Bryoria capillaris (Syn. Alectoria cana), and Peltigera 
canina (Syn. Dermatodea canina). Antimicrobial activities were determined using the agar disc diffusion 
method, while minimal inhibitory concentration (MIC) values were determined using the micro-well dilution 
method. Among the lichen species, methanol extract of Circinaria calcarea exhibited the highest antimicrobial 
activity, with a 15 mm zone of inhibition against Escherichia coli and Bacillus cereus. It also demonstrated the 
lowest MIC value (31.25 μg/mL) against Bacillus cereus, Bacillus subtilis, Clostridium perfringens and 
Escherichia coli were the most sensitive microorganisms to lichens. Various antioxidant determination 
methods were employed to assess the antioxidant activities of the lichens, including ferric ion (Fe+3) reduction 
capacity, cupric ion (Cu+2) reduction capacity, ferric ion reducing antioxidant power (FRAP), DPPH radical 
scavenging activity, DMPD radical scavenging activity and metal chelating activity using the bipyridyl reagent. 
All lichens exhibited excellent antioxidant activity, particularly in metal chelating activity using the bipyridyl 
reagent. Peltigera canina demonstrated the highest antioxidant activity among the studied lichen species 
across most of the applied method. 
 
Keywords: Antimicrobial activity, Antioxidant activity, Lichen. 
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Introduction 
 

Lichens are symbiotic organisms of fungi and algae. 
These organisms that constitute the lichen form a new 
association with morphological and physiological 
features that are unlike themselves. These rootless, 
stemless, leafless organisms can live in the most difficult 
environmental conditions where algae and fungi cannot 
survive. They are common in almost every region of the 
world, from the Poles to the Equator, from the sea coast 
to the highest places in the mountains [1-5]. 

It is estimated that lichen symbiosis developed 400-
600 million years ago [6]. It is stated that there are 
approximately 300 genera and 25,000 species of lichens 
in the world and more than 1800 of them are found in 
the flora of Turkey [4,7]. Various studies have stated that 
lichens were used for the treatment of diseases in 
ancient times [4,8]. Many types of lichens were believed 
to be effective against external burns, wounds, asthma, 
colds, tuberculosis, gastritis and other diseases [3,9]. 
Although lichens are occasionally used as food by 
humans, most lichen species are known to produce toxic 
substances. For this reason, it is recommended not to 
use lichens unconsciously [9].  

Scientists studying lichen chemistry have found over 
1050 compounds in lichens that are thought to be 
secondary metabolites. There are polyketide-derived 

aromatic compounds such as depsids, depsidons, 
dibenzofurans, xanthones and some other compounds 
such as pulvinic acid, esters, terpenes, steroids, among 
these compounds [2,3,5,10,11]. Lichens are evaluated as 
an important material in the fields of food, medicine and 
industry with these substances which they form as a 
result of their metabolic activities [3,5]. 

It has been documented in the literature that lichens 
and their metabolites have antibacterial, antifungal, 
antiviral, antiprotozoal, antitumor, anti-inflammatory, 
antipyretic, analgesic, antiallergic, antibiotic, cytotoxic 
effects [3,5,10,12,13]. 

Lichens contain phenolic compounds such as depsids, 
depsidones and dibenzofurans [5,10]. It has been stated 
in different studies that the antimicrobial activity of 
lichens comes from these compounds and their 
derivatives, lichen metabolites with acid character. As a 
matter of fact, it has been determined that lichen 
metabolites such as evernic acid (from the Depsid 
group), physodic acid, lobaric acid, fumarprotocetraric 
acid (from the Depsidon group), usnic acid (from the 
Dibenzofuran derivatives), protolicesterinic acid, pulvinic 
acid (from the Aliphatic acids) have high antimicrobial 
effects [3,9]. 

 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-1889-3498
https://orcid.org/0009-0007-2374-2276
https://orcid.org/0000-0002-1889-3498
https://orcid.org/0009-0004-5228-7223
https://orcid.org/0000-0001-5453-0953
https://orcid.org/0000-0002-5122-6646
https://orcid.org/0000-0002-9350-9628


Us et al. / Cumhuriyet Sci. J., 44(3) (2023) 418-429 

419 

Numerous studies have highlighted the relationship 
between the antioxidant activities of lichens and the 
presence of phenolic compounds within their structures 
[12]. Literature has consistently reported that lichens 
harbor diverse secondary lichen substances known for 
their potent antioxidant properties, primarily attributed 
to their phenolic groups [2]. Specifically, certain depsides 
like atranorin (isolated from Placopsis sp.) and divaricatic 
acid (isolated from Protousnea malacea), as well as 
depsidones like pannarin (isolated from Psoroma 
pallidum) and 1’-chloropannarin (isolated from 
Erioderma chilense), have demonstrated notable 
antioxidant activity Furthermore, the extract of 
Umbilicaria antarctica has emerged as the most effective 
antioxidant in scavenging free radicals and superoxide 
anions, with lecanoric acid identified as the primary 
active compound [2]. These findings substantiate the 
notion that the remarkable antioxidant potential of 
lichens can be attributed to the presence of various 
phenolic compounds, which enable effective scavenging 
of harmful free radicals [3]. 

On the other hand, although synthetic antioxidants 
have been used instead of natural antioxidants in recent 
years, their use has been restricted or prohibited based 
on research results showing that they have been toxic 
and cancer-causing [2,3,8]. Reasons such as high side 
effects and multi-drug resistance of pathogenic 
microorganisms due to excessive use of antibiotics limit 
the use of synthetic drugs. This situation increases the 
interest in herbal-derived natural medicines with 
antimicrobial and antioxidant properties day by day. At 
the same time, researches in this direction on plants are 
constantly on the agenda. The use of plants for medicinal 
purposes is in demand all over the world as well as in our 
country. Among the reasons for this are that, unlike 
synthetic drugs, herbal medicines have much fewer side 
effects and are more easily obtainable and have several 
beneficial effects [5,8,14-16]. 

In this study, our aim to determine the in vitro 
antimicrobial and antioxidant activities of some lichens 
(Polycauliona candelaria, Nephromopsis chlorophylla, 
Circinaria calcarea, Bryoria capillaris, Peltigera canina) . 

 
Materials and Methods 

 
Collection and Identification of Lichens 
In this study, we examined five lichen species. Lichen 

samples were collected by Prof. Dr. Ali ASLAN from the 
Oltu district of Erzurum province on 15 August 2011 and 
identified by using various flora books [17-20]. The lichen 
species investigated were as follows: Circinaria calcarea 
(L.) A. Nordin, Savić & Tibell (Syn. Aspicilia calcarea (L.) 
Körb), ATA-KKEF-772; Bryoria capillaris (Ach.) Brodo & D. 
Hawksw (Syn. Alectoria cana (Ach.) Leight), ATA-KKEF-
771; Nephromopsis chlorophylla (Willd.) Divakar, A. 
Crespo & Lumbsch (Syn. Cetraria chlorophylla (Willd.) 
Poetsch;), ATA-KKEF-773; Peltigera canina (L.) Willd (Syn. 
Dermatodea canina (L.) A. St.-Hil.), ATA-KKEF-774; 
Polycauliona candelaria (L.) Frödén, Arup & Søchting 

(Syn. Xanthoria candelaria (L.) Th. Fr.), ATA-KKEF-775. 
Identified lichen samples were kept in herbarium of The 
Faculty of Pharmacy, Van Yüzüncü Yıl University.  

 
Microorganisms 
Microorganisms were obtained from Erzurum 

Provincial Health Directorate Public Health Laboratory 
and Atatürk University, Science Faculty, Biology 
Department. A total of 12 microorganisms (11 bacterial 
species and 1 fungus species) including, Bacillus cereus 
(ATCC 10876),Clostridium perfringens (Etlik Vet.5-10-7), 
Escherichia coli (ATCC 11229), Enterococcus feacalis 
(ATCC 29212), ), Klebsiella oxytoca (ATCC 43086), Listeria 
monocytogenes (ATCC 7677), Proteus mirabilis (ATCC 
15146), Staphylococcus aureus (ATCC 25923-12), 
Streptococcus pyogenes (ATCC 19615), Bacillus subtilis 
(ATCC 6633), Salmonella enteritidis (Clinical), Candida 
albicans (ATCC 60193)were used. 

 
Preparation of Lichen Extracts 
Lichens were dried and ground into powder. 10 g of 

each lichen was taken and extracted with 250 mL of 
methanol in a Soxhlet device (Soxhlet extractor (Isopad, 
Heidelberg, Germany)) for 72 hours. The mixture was 
filtered (with Whatman filter paper no: 1) and the 
solvent was removed in a rotary evaporator (Rotary 
evaporator, Buchi Labortechnic AG, Flawil, Switzerland) 
at 40°C. The obtained lichen extracts were stored at +4°C 
until use [12,21,22]. 

 
Antimicrobial Activity 
Disc-diffusion method 
The Agar disc diffusion method was applied to 

determine antimicrobial activity. 10 mg/mL solutions 
were prepared by dissolving 10 mg of each lichen extract 
in 1 mL of dimethyl sulfoxide (10% DMSO). Amounts of 
30 µl (300µg/disc) taken from this solution were 
absorbed into each (6 mm diameter blank discs, Oxoid). 
The antibiotics [OFX: Ofloxacin (10 µg/disc), SCF: 
Sulbactam (30 µg) + Cefoperazona (75 µg) = (105µg/disc), 
NOV: Novobiocin (30 µg/disc) for bacteria, NYS: Nystatin 
(30µg/disc) for fungi ] were used as a positive controls. 
Only discs impregnated with solvent (10% DMSO) were 
used as negative controls. Colonies taken with an 
inoculating loop from 18-24 hour pure cultures of 
microorganisms grown on the solid media plates were 
suspended in phosphate-buffered saline (PBS). The 
dilutions were prepared to be 108 CFU/mL according to 
McFarland turbidity standard (No.0.5). The samples 
taken from these dilutions using sterile cotton swab 
sticks were spread over the surface of proper agar plates 
(Nutrient Agar (NA,, Oxoid) for bacteria and Potato 
Dextrose Agar (PDA, Oxoid) for fungi) Then the absorbed 
discs were placed on the inoculated agar plates. Bacteria 
were incubated at 37°C for 24 -48 hours and fungi at 
30°C for 48 hours. The antimicrobial activities of the 
lichens were evaluated according to the diameters of the 
inhibition zone that they were formed against the test 
microorganisms. The diameters of the inhibition zones 
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formed as a result of incubation were measured in a 
millimeter ruler. All the assays were performed in 
duplicate. [15,22,23] 

 
Minimum Inhibitory Concentration (MIC) 
MIC values of methanol extracts of 3 lichen species 

(Nephromopsis chlorophylla, Circinaria calcarea, Bryoria 
capillaris) which were found to be effective in terms of 
antimicrobial activity values were determined by 
modifying the microwell dilution method [30,31]. 100 μl 
of medium (Nutrient Broth, Oxoid) was poured into each 
well of 96-well ELISA microplates for this purpose. 

On the other hand, 500 μg/mL dilutions of lichen 
extracts with dimethyl sulfoxide (10% DMSO) were 
prepared and 100 μl volume taken from here was 
transferred to the first well. Then, it was transferred 
volume of 100 μl from one well to the other. Thus it was 
prepared serial dilutions that the first well was 250 
μg/mL and the other wells were at concentrations of 125 
μg/mL, 62.5 μg/mL, 31.25 μg/mL, 15.625 μg/mL, 7.8125 
μg/mL, respectively. 

The same procedures were applied for Maxipine 
(μg/mL) antibiotic used as a positive control. DMSO 
solution was used as a negative control. Colonies taken 
with an inoculating loop from 18-24 hour pure cultures 
of microorganisms grown on the solid media plates were 
suspended in phosphate-buffered saline (PBS). The 
dilutions were prepared to be 108 CFU/mL according to 
McFarland turbidity standard (No.0.5). 5 μl was 
inoculated into each well with a micropipette from these 
dilutions. Then the plates were incubated for 24 hours at 
37 °C in a shaker incubator. The lowest essential oil 
concentration without growth of test microorganisms 
was evaluated as MIC [15, 22-24] 

 
Antioxidant Activity 
Fe3+ reducing power activity  
The Fe3+ reducing power activity of the lichen extracts 

was determined following the method described by 
Oyaizu [25]. Firstly, stock solutions of lichen extracts and 
standard antioxidant compounds (BHA, BHT, α-
Tocopherol, and Trolox) were prepared at a 
concentration of 1 mg/mL. From these stock solutions, 
different concentrations (10, 20, and 30 μg/mL) were 
prepared by transferring the appropriate volume (1 mL) 
to test tubes and diluting with distilled water. 

To each tube, 2.5 mL of phosphate buffer (0.2 M, pH 
6.6) and 1% K3Fe(CN)6 were added sequentially, followed 
by incubation at 50°C for 20 minutes. Subsequently, 2.5 
mL of 10% trichloroacetic acid (TCA) was added to the 
reaction mixture. From the upper phase of the solution, 
2.5 mL was taken and mixed with 2.5 mL of distilled 
water and 0.5 mL of 0.1% FeCl3. The absorbance of the 
resulting solution was measured at 700 nm against the 
blank sample. The blank sample consisted of distilled 
water. 

In the control tube, no sample (lichen extracts or 
standard antioxidant compounds) was added, and the 
volume was made up with distilled water. Standard 

antioxidant compounds such as BHA, BHT, α-tocopherol, 
and trolox were used as positive controls. In this 
bioanalytical method commonly used in antioxidant 
studies, the yellow color of the test solution changes to 
various shades of green due to the reducing activities of 
the antioxidant substances present in the environment 
[25]. An increase in absorbance of the reaction mixture 
indicates an enhancement in the reduction capability. 

Fe3+ reducing power activities of methanol extracts of 
the lichens used in the study was determined by 
measuring the absorbance of solutions of 10,20,30 
µg/mL concentrations of the lichens at 700nm. Ferric 
ions (Fe3+) reducing powers activities of the lichens and 
standard antioxidant compounds were compared with 
each other at this concentrations (10,20,30 µg/mL). 

 
Cu2+ reducing power-CUPRAC assay 
In this method, equal volumes (0.25 mL) of CuCl2 

solution (0.01 M), ethanolic neocuproine solution 
(7.5x10-3 M), and CH3COONH4 buffer solution (1 M) were 
added to test tubes containing lichen extracts at 
concentrations of 10, 20, and 30 μg/mL, respectively. The 
reaction mixtures were allowed to incubate for 30 
minutes, after which the absorbance values were 
measured at 450 nm [26]. 

 
FRAP Assay  
Solutions of lichen extracts and standard antioxidant 

compounds at concentrations of 10, 20 and 30 μg/ml 
were placed in test tubes. The volumes were made up to 
0.5 mL with buffer solution. Afterward, the same volume 
(2250 μl) of FeCl3 solution (20 mM) and FRAP reagent 
were added to the test tubes, respectively and the 
volume was completed to 5 mL. The mixture in the test 
tubes was homogenized using a vortex (tube mix). After 
about 10 minutes, absorbance values were measured at 
593 nm wavelength [27]. 

 
Bipyridyl ferrous ions (Fe2+) chelating activity 
In this antioxidant activity determination method, 

firstly, FeSO4 solution (0.25 mL, 2 mM) was placed in test 
tubes. 0.12 mL of lichen extracts or standard antioxidant 
compounds were added to the solution. Then, 1.5 mL of 
bipyridyl solution (0.2%) dissolved in 1 mL of Tris-HCl 
buffer (pH: 7.4) and HCl (0.2 M) were added, 
respectively. The absorbance of the solution was then 
measured spectrophotometrically at 562 nm [27]. 

  
DPPH· radical scavenging activity 
In the method employed to determine antioxidant 

activity, a solution of 10-3M 2,2-diphenyl-1-picrylhydrazyl 
(DPPH•) was used as the free radical. Test tubes were 
prepared with solutions of lichen extracts and standard 
antioxidant compounds at concentrations of 10, 20, and 30 
μg/mL, with the total volume adjusted to 3 mL using ethanol. 
Subsequently, 1 mL of the stock DPPH• solution was added to 
each sample tube. The tubes were then incubated at room 
temperature, shielded from light, for 30 minutes. After the 
incubation period, the absorbance values were measured at a 
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wavelength of 517 nm. The decrease in absorbance indicates 
the amount of DPPH• solution remaining, thereby reflecting 
the scavenging activity of the samples against the free radical 
[28]. 

 

DMPD radical scavenging activity 
In this antioxidant activity determination method, colored 

radical cation (DMPD•+) was obtained in the first step. 105 
mg of DMPD was dissolved in 5 mL of distilled water to 
prepare 100 mM DMPD solution. Then, 1 mL of the prepared 
DMPD solution was added to 100 mL of phosphate buffer 
(0.1 M and pH 5.3). Finally, 0.2 mL of 0.05 M FeCl3 was added. 
Measurements were made at 505 nm for 1 mL of this 
solution. Before using the DMPD radical solution, the 
absorbance value of the control solution was adjusted to 
0.900±0.100 nm at 505 nm wavelength with phosphate 
buffer (0.1 M and pH 5.3). Then, solutions (10, 20, 30 μg/mL) 
prepared from lichen extracts and standard antioxidant 
compounds were placed in test tubes and the volume was 
made up to 0.5 ml with distilled water. Thereupon, DMPD 

(1ml) solution was added. After waiting for 50 minutes, 
absorbance values were measured at 505 nm wavelength 
[29]. 
 
Results  

Antimicrobial Activities of Lichens 
Disc- diffusion method 
Metanol extracts of 5 lichen species used in our research 

were determined antimicrobial activities against 11 bacteria 
and 1 fungus species and the results are shown in Table 1. 
Methanol extracts of C. calcarea, N. chlorophylla, B. capillaris 
lichen species were determined that they showed 
antimicrobial activity against B. cereus, B. subtilis, C. 
perfringens ve E. coli with diameter of inhibition zone varying 
between 9-15 mm. it was determined that C. calcarea lichen 
species among these lichen species showed maximum 
antimicrobial with diameter of inhibition zone 15 mm against 
E. coli and B. cereus bacteria.  

 

Table 1. Antimicrobial activities of methanol extracts of lichens against test microorganisms (Disc Diffusion Method) 
 Diameter of inhibition zone (mm) 
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Polycauliona 
candelaria - - - - - - - - - - - - 

Nephromopsis 
chlorophylla - - 13 10 12 10 - - - - - - 

Circinaria calcarea - - 15 15 10 13 - - - - - - 

Bryoria capillaris - - 13 9 10 9 - - - - - - 

Peltigera canina - - 7 - - - - - - - - - 

Negative control - - - - - - - - - - - - 

Positive control 
(Antibiotics) 

34 
(OFX) 

21 
(SCF) 

32 
(OFX) 

25 
(NOV) 

28 
(OFX) 

24 
(OFX) 

28 
(NOV) 

25 
(OFX) 

28 
(OFX) 

23 
(OFX) 

25 
(SCF) 

18 
(NYS) 

Antibiotics: OFX=Oflaxacin (10 μg/disc), SCF=Sulbactam (30 μg) + Cefoperazona (75 μg)= (105 μg/disc), NYS= Nystatin (30μg/disc) ve NOV= 
Novobiocin (30 μg/disc) 
(-):No inhibition. 

It was observed that the extract of the P. canina lichen 
species was effective only against E. coli bacteria with a 7 mm 
diameter of inhibition zone, while the extract obtained from 
the P. candelaria species did not show antimicrobial activity 
against any of the microorganisms studied. 

E. coli, B. subtilis, B. cereus, C. perfringens was understood 
to be the most sensitive microorganism species against 
methanol extracts of lichen species in our study. It was 
determined that none of the methanol extracts of lichens 
showed antimicrobial activity against E. feacalis, K. oxytoca, L. 
monocytogenes, S. pyogenes, S. enteritidis, P. mirabilis, S. 
aureus, C. albicans microorganism species. Negative control 

discs prepared by impregnation with DMSO alone showed no 
antimicrobial effect on any of the test microorganisms. 

 
Minimum Inhibitory Concentration (MIC) 
MIC values of methanol extracts of N. chlorophylla, C. 

calcarea, B. capillaris lichen species which were effective 
in terms of antimicrobial activity among the 5 lichen 
species in our study were determined and the results 
were shown in Tables 2,3,4. 

Among these 3 lichen species, methanol extract of C. 
calcarea lichen species showed the best (lowest) MIC 
value (31.25 μg/mL) against E. coli bacteria species. 
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Table 2. Antimicrobial activities and MIC values of 
Nephromopsis chlorophylla against test microorganisms 

 N. chlorophylla Antibiotics 
Microorganisms lDD lMIC  aDD  aMIC 

(Maxipime) 
Enterococus fecalis - NT 28 (NOV) 125 
Proteus mirabilis - NT 34(OFX) 125 
Streptecoccus 
pyogenes 

- NT 28(OFX) 62.5 

Klebsiella oxytoca - NT 23 (OFX) 125 
Staphylococcus aureus - NT 21(SCF) 62.5 
Escherichia coli 13 62.5 32(OFX) 31.25 
Bacillus cereus 10 125 25(NOV) 125 
Bacillus subtilis 12 250 28 (OFX) 125 
Salmonella enteritidis - NT 25(OFX) 125 
Clostridium perfringens 10 125 24(OFX) 125 
Listeria 
monocytogenes 

- NT 25(SCF) 62.5 

Candida albicans - NT 18 (NYS) NT 
aDD: Agar disc diffüsion method, OFX=Oflaxacin (10 μg/disc), 
SCF=Sulbactam (30 μg) + Cefoperazona (75 μg) = (105 μg/disc), NYS= 
Nystatin (30 μg/disc) ve NOV= Novobiocin (30 μg/disc) standard 
antibiotic discs were used (Oxoid). 
lDD:, Disc diffusion method, diameters of inhibition zone (mm) 
formed against test microorganisms by methanol extracts of lichens 
(300g/disc) 
aMIC: Minimum inhibitory concentration, standard antibiotic, 
Maxipime (μg/mL). 
lMIC: Minimum inhibitory concentration formed against test 
microorganisms by methanol extracts of lichens (μg/mL) 
 (-): Inhibition zone not formed. 
NT: Not Tested. 

 

Table 3. Antimicrobial activities and MIC values of Bryoria 
capillaris against test microorganisms. 

 B. capillaris Antibiotics 
Microorganisms lDD lMIC  aDD  aMIC 

(Maxipime) 
Enterococus fecalis - NT 28 (NOV) 125 
Proteus mirabilis - NT 34(OFX) 125 
Streptecoccus pyogenes - NT 28(OFX) 62.5 
Klebsiella oxytoca - NT 23 (OFX) 125 
Staphylococcus aureus - NT 21(SCF) 62.5 
Escherichia coli 13 62.5 32(OFX) 31.25 
Bacillus cereus 9 125 25(NOV) 125 
Bacillus subtilis 10 125 28 (OFX) 125 
Salmonella enteritidis - NT 25(OFX) 125 
Clostridium perfringens 9 250 24(OFX) 125 
Listeria monocytogenes - NT 25(SCF) 62.5 
Candida albicans - NT 18 (NYS) NT 
aDD: Agar disc diffüsion method, OFX=Oflaxacin (10 μg/disc), 
SCF=Sulbactam (30 μg) + Cefoperazona (75 μg) = (105 μg/disc), NYS= 
Nystatin (30 μg/disc) ve NOV= Novobiocin (30 μg/disc) standard 
antibiotic discs were used (Oxoid). 
lDD:, Disc diffusion method, diameters of inhibition zone (mm) 
formed against test microorganisms by methanol extracts of lichens 
(300g/disc) 

aMIC: Minimum inhibitory concentration, standard antibiotic, 
Maxipime (μg/mL). 
lMIC: Minimum inhibitory concentration formed against test 
microorganisms by methanol extracts of lichens (μg/mL) 
 (-): Inhibition zone not formed. 
NT: Not Tested. 

  
Table 4. Antimicrobial activities and MIC values of Circinaria 

calcarea against test microorganisms. 
 C.calcarea Antibiotics 

Microorganisms lDD lMIC aDD 

aMIC 
(Maxipime

) 
Enterococus fecalis - NT 28 (NOV) 125 

Proteus mirabilis - NT 34 (OFX) 125 
Streptecoccus pyogenes - NT 28(OFX) 62.5 

Klebsiella oxytoca - NT 23 (OFX) 125 
Staphylococcus aureus - NT 21(SCF) 62.5 

Escherichia coli 15 31.25 32(OFX) 31.25 
Bacillus cereus 15 62.5 25(NOV) 125 
Bacillus subtilis 10 125 28 (OFX) 125 

Salmonella enteritidis - NT 25(OFX) 125 
Clostridium perfringens 13 250 24(OFX) 125 
Listeria monocytogenes - NT 25(SCF) 62.5 

Candida albicans - NT 18 (NYS) NT 
aDD: Agar disc diffüsion method, OFX=Oflaxacin (10 μg/disc), 
SCF=Sulbactam (30 μg) + Cefoperazona (75 μg) = (105 μg/disc), 
NYS= Nystatin (30 μg/disc) ve NOV= Novobiocin (30 μg/disc) 
standard antibiotic discs were used (Oxoid). 
lDD:, Disc diffusion method, diameters of inhibition zone (mm) 
formed against test microorganisms by methanol extracts of 
lichens (300g/disc) 
aMIC: Minimum inhibitory concentration, standard antibiotic, 
Maxipime (μg/mL). 
lMIC: Minimum inhibitory concentration formed against test 
microorganisms by methanol extracts of lichens (μg/mL) 
 (-): Inhibition zone not formed. 
NT: Not Tested. 

 
Antioxidant activities of lichens 
Fe3+ reducing power activity 
 As a result of the application of this antioxidant 

activity determination method, the yellow color of the 
test solution changes to green in different shades in the 
presence of antioxidant compounds. This is due to the 
reducing activities of antioxidant compounds. The 
reducing capacity of lichen extracts increases in direct 
proportion to the increasing concentration values. The 
reducing potential of lichen extracts was determined by 
measuring the absorbance of sample solutions at 
different concentrations (10, 20, 30 µg/mL) at 700 nm 
wavelength.  
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Figure 1. Fe3+ reducing activities of lichens (10-30 µg/mL) 

 
The graph showing the reducing capacity of ferric ions 

(Fe3+) to ferrous ions (Fe2+) of lichen extracts is given in 
Figure 1. The absorbance values corresponding to 30 
µg/mL for standard antioxidant compounds and lichen 
extracts were shown in Table 5. High absorbance values 
shown in Table 5 indicate high reducing capacity. For this 
antioxidant activity determination method, lichen 
extracts and standard antioxidants were compared with 
each other at a concentration of 30µg/mL. 

As a result, lichens and the standard antioxidant 
compounds showed Fe3+ reducing power activity 
respectively to be BHA > BHT > -Tokoferol > Troloks > P. 
canina> B. capillaris > P. candelaria > N. chlorophylla > C. 
calcarea.  

 
 

Cu2+ reducing power-CUPRAC assay 
This assay is based on the measurement of the 

absorbance of a complex that results from the reaction 
of antioxidant with Cu2+-neocuproine reagent. It was 
found that the reducing capacity of cupric ions (Cu2+) to 
cuprous ions (Cu+) of lichen extracts increased in direct 
proportion to the concentration. This reducing capacity 
of lichen extracts was determined by measuring the 
absorbance values of solutions of lichen extracts at 
different concentrations (10, 20, 30 µg/mL) at a 
wavelength of 450 nm. The graphs showing the cupric 
ions (Cu2+) reduction results of lichen extracts and 
standard antioxidant compounds were shown in Figure 2, 
and the absorbance values corresponding to 30µg/ml for 
standard antioxidant compounds and lichen extracts 
were shown in Table 5. 

 

 
Figure 2. Cu2+ reducing activities of lichens (10-30 µg/mL)  
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The order of antioxidant activity of lichen extracts 
and standard antioxidants at a concentration of 30µg/ml 
as a result of this method was as follows; BHT> BHA> α-
Tokoferol > Trolox > N. chlorophylla > B. capillaris > P. 
candelaria > P. canina> C. calcarea. 

 
FRAP Assay 
In the FRAP method, ferric ions (Fe3+) are reduced to 

ferrous ions (Fe2+). The ferrous (Fe2+) ions formed form a 
blue complex with Tripyridyl triazine (TPTZ). This blue 
complex gives the maximum absorbance value at 593 nm 
wavelength. It was determined that the reducing 
capacity of lichen extracts, according to the FRAP 

method, increased in direct proportion to the 
concentration. The graphs of lichen extracts and 
standard antioxidant compounds showing the results of 
the FRAP method were shown in Figure 3 and the 
absorbance values corresponding to 30µg/mL for 
standard antioxidant compounds and lichen extracts 
were shown in Table 5. For this antioxidant activity 
determination method, when lichen extracts were 
compared with standard antioxidant compounds at a 
concentration of 30µg/mL; It was determined that there 
was a sequence as BHA>α-Tokoferol>BHT> P. canina > B. 
capillaris > N. chlorophylla > P.candelaria > C.calcarea > 
Troloks 

 

 
Figure 3. Ferric reducing activities (FRAP) of lichens (10-30 µg/mL) 

 
Table 5. Absorbance values of lichens (30µg/mL) obtained 

from different antioxidant activity determination 
methods (Reducing capacity). Standard antioxidant 
compounds (BHA,BHT, α-Tocopherol, Trolox) 

Antioxidants Fe3+reducing 
power activity 

(700nm) 

Cu2+ 
reducing 

power 
 (450nm) 

FRAP 
Assay 

 (593nm) 

Control 0 0 0 
BHA 2,194 0,691 2,355 
BHT 2,001 0,828 1,212 
α-Tokoferol 1,237 0,656 2,094 
Troloks 0,384 0,510 0,428 
Nephromopsis 
chlorophylla 

0,210 0,256 0,440 

Peltigera canina 0,232 0,162 0,452 
Bryoria 
capillaris 

0,212 0,228 0,447 

Polycauliona 
candelaria 

0,211 0,179 0,435 

Circinaria 
calcarea 

0,191 0,079 0,433 

DPPH radical scavenging activity 
 Calculations related to the DPPH free radical 

scavenging activity were made according to the 
following equation  

 
 DPPH ⋅  scavenging effect (%)

= �
Acontrol − Asample

Acontrol
� × 100 

 
 A sample is the absorbance value found after the 

addition of DPPH· solution to lichen extracts or 
standart antioxidants. A control is the absorbance 
value of the control value containing only DPPH 
solution.  

The graphs showing the DPPH radical scavenging 
activity results of lichen extracts and standard 
antioxidant compounds were shown in Figure 4. 

DPPH radical scavenging activities of lichen 
extracts increase in direct proportion to the 
concentration, as can be seen in Figure 4. 
Absorbance values of lichen extracts and standard 
antioxidant compounds at 30 µg/mL concentrations 
were shown in Table 6. 
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Figure 4. DPPH radical scavenging activities of lichens (10-30 µg/mL). 

 
Lichen extracts and standard antioxidant compounds 

showed DPPH radical scavenging activity, respectively, as 
to be α-Tocopherol > BHA > BHT > Trolox > C. calcarea > 
P. candelaria > P. canina > N.chlorophylla > B. capillaris at 
30µg/mL concentration. 
 

DMPD Scavenging Activity 
Calculations related to the DMPD free radical 

scavenging activity were made according to the following 
equation  

 
 DPMD ⋅  scavenging effect (%)

= �
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴
� × 100 

A sample is the absorbance value found after the 
addition of DMPD solution to lichen extracts or standart 
antioxidant. A control is the absorbance value of the 
control value containing only DMPD solution.  

Some standard antioxidant compounds (BHA and 
Trolox) were used as a positive control. As a matter of 
fact, BHT and α-Tocopherol, which are among the 
standard antioxidant compounds, do not show activity in 
DMPD radical scavenging activity. The graphs showing 
the results of this antioxidant activity determination 
method of lichen extracts and standard antioxidant 
compounds were shown in Figure 5, and the absorbance 
values of lichen extracts and standard antioxidant 
compounds at 30 µg/mL concentrations were shown in 
Table 6. 

 

 
Figure 5. DMPD free radical scavenging activities of lichens (10-30 µg/mL). 

 
Lichen extracts and standard antioxidant compounds 

showed DMPD radical scavenging activity, respectively, 
as to be; BHA> P. canina > N. chlorophylla > C. calcarea > 
B. capillaris =P. candelaria > Troloks at 30µg/mL 
concentration. 

 

Bipyridyl Ferrous Ions (Fe2+) Chelating Activity 
Metal chelating activities of lichen extracts and 

standard antioxidant compounds were determined using 
bipyridyl. The graphs showing the results of this 
antioxidant activity determination method for lichen 
extracts and standard antioxidant compounds are given 
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in Figure 6, and the absorbance values of lichen extracts 
and standard antioxidant compounds at 30 µg/mL 
concentrations are given in Table 6. Lichen extracts and 
standard antioxidant compounds showed metal chelating 

activities,respectively, as to be Troloks> P. candelaria =P. 
canina > C. calcarea > B. capillaris > N. chlorophylla > 
BHT> BHA> α-Tokoferol at 30µg/mL concentration. 

 

 
Figure 6. Bipyridyl metal chelating activities of lichens (10-30 µg/mL). 

 
Table 6. Absorbance values of lichen extracts (30µg/mL) 

obtained from different antioxidant activity 
determination methods (radical removal). Standard 
antioxidant compounds (BHA, BHT, αTocopherol, Trolox). 

An
tio

xi
da

nt
s 

D
PP

H
•s

ca
ve

ng
in

g 
ac

tiv
ity

 (5
17

 n
m

) 

D
M

PD
• 

sc
av

en
gi

ng
 

ac
tiv

ity
 (5

05
 n

m
) 

 B
ip

yr
id

yl
 m

et
al

 
ch

el
at

in
g 

ac
tiv

ity
 

(5
22

nm
) 

Kontrol 1,43 0,571 1,954 
BHA 0,089 0,200 0,832 
BHT 0,888 - 0,504 
αTokoferol 0,061 - 0,849 
Troloks 0,936 0,501 0,100 
Nephromopsis 
chlorophylla 

1,257 0,339 0,329 

Peltigera canina 1,243 0,338 0,250 
Bryoria capillaris 1,295 0,366 0,319 
Polycauliona 
candelaria 

1,237 0,366 0,250 

Circinaria 
calcarea 

1,222 0,350 0,280 

 
Discussions 

 
Preparation of Lichen Extracts 
It is known that various solvents can be used for the 

preparation of lichen extracts, and each solvent enables 
the extraction of different lichen components. Therefore, 
the biological activities of the prepared lichen extracts 
can differ depending on the solvent used. In this case, it 
does not seem possible to determine exactly which 
solvent is more suitable for the preparation of a lichen 

extract with high biological activity. However, we 
preferred to use methanol as a solvent for the extraction 
processes of lichens evaluating some literature studies 
investigating the antimicrobial and antioxidant activities 
of lichens [10,12,13,30]. 

We suggest that extracts of lichens should be 
prepared using different solvents such as water, ethanol, 
acetone, as well as methanol, and the antimicrobial and 
antioxidant activities of these extracts should be 
determined. 

 
Antimicrobial Activities of Lichens 
Disc diffusion methods 
The antimicrobial activity results of methanol extracts 

of lichens were shown in Table 1.  
It was determined that a diameters of the inhibition 

zone forming against test microorganisms of methanol 
extracts of N. chlorophylla, C. calcarea, B. capillaris lichen 
species varied between 10-13mm;10-15mm;9-13mm, 
respectively. It was observed that methanol extract of C. 
calcarea among methanol extracts of lichens formed 
diameter of maximum inhibition zone (15 mm) against E. 
coli and B. cereus bacteria species. 

It was understood that the most sensitive species to 
lichen extracts among test microorganisms were B. 
cereus, B. subtilis, C. perfringens, E. coli. Escherichia coli 
are Gram negative bacteria, B. cereus, B. subtilis, C. 
perfringens are Gram positive bacteria. When these 
results were examined, it was understood that the lichen 
extracts in our study were more effective on Gram-
positive bacteria. 

It was determined that lichen extracts showed a 
stronger antimicrobial activity against Gram positive 
bacteria compared to Gram negative bacteria in some 
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studies on the antimicrobial activities of lichens in the 
same as line with our results [11, 13, 15, 21,31]. 

Such a result is due to the differences in the cell wall 
structure of Gram-positive and Gram-negative bacteria 
according to various sources. Both Gram-positive and 
Gram-negative bacteria have a peptidoglycan layer in 
their cell wall structure. However, unlike Gram-positive 
bacteria, Gram-negative bacteria have an outer 
membrane over the peptidoglycan layer. This outer 
membrane has a lipopolysaccharide (LPS) layer. This 
layer is thought to slow down or prevent the entry of 
some compounds into the cell. Therefore, Gram-negative 
bacteria are less affected by antimicrobial compounds 
than Gram-positive bacteria [11, 22, 32]. 

The lichen species used in our study showed 
antimicrobial activity against test microorganisms with 
diameter of the inhibition zone varying between 7-15 
mm. There have been many studies examining the 
antimicrobial activities of lichens 4,8,12,15,21,31]. When 
all these literature informations are evaluated, inhibition 
zone diameter sizes in our findings are comparable with 
other studies. 

None of the lichen species in our study were effective 
on Candida albicans, which is the only fungus species 
among the test microorganisms. Some studies examining 
the antimicrobial activity of various lichen species have 
similar results to ours [12, 15, 34,35,]. According to a 
literature report due to differences in cell wall 
composition and permeability, bacteria are more 
sensitive to antimicrobial activity than fungi. In the same 
study, it has been stated that the cell wall of the fungus 
contains polysaccharides such as chitin and glucan and its 
permeability is weak [10]. In another a literature, it has 
been reported that the antibacterial properties of plants 
are more than their antifungal properties, and this is 
related to the structural differences between prokaryotic 
bacteria and eukaryotic fungal cells. As a matter of fact, it 
has been emphasized that while antimicrobial agents 
must bind to sterols in eukaryotic membranes to be 
effective, such binding is not necessary for bacterial cells 
[32]. When the antimicrobial activities of lichens in our 
study have been compared with other studies on this 
subject as considering the size of diameters of the 
inhibition zone and spectrum of antimicrobial activity 
formed against the test microorganisms, it has seen that 
the antimicrobial activities of methanol extracts of our 
lichens have been at an average level. 

However, when all these research results are 
evaluated, it does not seem possible to determine 
exactly which lichen extract is stronger in terms of 
antimicrobial activity. As a matter of fact, there are many 
factors that affect the antimicrobial activities of lichens. 
Among these can be counted factors as differences in the 
methods of obtaining lichen extracts, the type of solvent 
used for lichen extraction, the contents of lichen species, 
the amount of lichen extracts absorbed into the discs, 
and which microorganism species are used 
[10,11,31,36,37]. 

 

MIC Values of Lichens 
It was determined that the extracts of the lichens in 

our study formed MIC values ranging between 31.25-250 
μg/mL against the test microorganisms. Among the 
lichens, the extract of Circinaria calcarea lichen species 
showed the best (lowest) MIC value (31.25 μg/mL) 
against E. coli bacteria. 

When the MIC values obtained in some studies 
examining the antimicrobial properties of various lichen 
species are compared, it is understood that our results 
are at an average level.(8,23,38).  

 
Antioxidant Activities of Lichens 
Different antioxidant activity determination methods 

including (Fe3+) reducing capacity, (Cu2+) reducing 
capacity, Ferric reducing capacity (FRAP), DPPH radical 
scavenging activity, DMPD radical scavenging activity, 
Bipyridyl metal chelating activities were used to 
determine the antioxidant activities of Polycauliona 
candelaria, Nephromopsis chlorophylla, Circinaria 
calcarea, Bryoria capillaris, Peltigera canina lichen 
species in our study. 

The absorbance values of methanol extracts of lichen 
species and standard antioxidant compounds (BHA, BHT, 
α-Tocopherol and Trolox) at 10, 20 and 30 µg/mL 
concentrations were measured for each antioxidant 
activity determination method applied to determine the 
antioxidant activities of lichens. Graphs showing the 
antioxidant activities of lichen extracts and standard 
antioxidant compounds were drawn considering these 
absorbance values. Graphs were shown in Figures 1-6. 
Absorbance values of lichen extracts and standard 
antioxidant compounds at concentrations of only 30 
µg/mL were shown in Tables 5,6. 

In order to determine the antioxidant properties of 
compounds or natural products, antioxidant activity 
determination methods such as reduction, radical 
scavenging and metal chelation must be applied. If 
positive results are obtained from at least three of these 
methods with separate principles, the studied compound 
can be evaluated as having potential antioxidant 
properties. 

Bipyridyl metal chelation antioxidant activity 
determination method was used for the metal chelation 
test. It is necessary heavy metals such as Zn, Fe and Cu 
for the functioning of enzymes in metabolism. However, 
if the same metals are above the required level, they 
accumulate and can become toxic and cause harmful 
effects on biomolecules. In this case, it causes 
peroxidation of biological molecules such as lipids in the 
plasma membrane by inducing the formation of ROS and 
nitrogen species (RNS). If the substances or sources, 
whose antioxidant properties have been investigated, 
show the ability to chelate heavy metals, the formation 
of the above-mentioned radicals is prevented. Once 
metals are chelated with appropriate chelating agents, 
their damage in metabolism can be prevented and 
effectively removed from the body. 



Us et al. / Cumhuriyet Sci. J., 44(3) (2023) 418-429 

428 

Antioxidant activity determination methods such as 
(Fe3+) reducing, (Cu2+) reducing Ferric reducing (FRAP) 
were used for the reduction test. Redox reactions in 
metabolism are the main reaction of biological oxidation. 
This is a chain of chemical reactions in which we use 
oxygen in the air to oxidize chemicals obtained from the 
breakdown of food to provide energy to the living 
system. If the metal ions present in metabolism are more 
than necessary, it negatively affects the metabolism as it 
increases the formation of free radicals. For example, Fe 
2+ is a reactive metal ion and its presence in free form is 
dangerous for metabolism. Therefore, its harmful 
potential is reduced by reducing it to Fe 3+. Otherwise, 
extremely dangerous free radicals and their precursors 
such as hydroxyl radicals are formed. 

DPPH radical scavenging and DMPD radical 
scavenging antioxidant activity determination methods 
were used for the radical scavenging test. Determining 
the radical scavenging activities and antioxidant 
potentials of antioxidant compounds is important for 
biological systems, but also for the pharmaceutical 
industry. Free radicals may occur during normal 
biological processes in metabolism, and antioxidant 
systems and substances are needed to eliminate them. 
Otherwise, damage will occur in the biological system. In 
this respect, determining radical scavenging capacities is 
important to talk about antioxidant capacity (39,40). 

As a result of the antioxidant activity determination 
methods that we applied, it was determined that the 
lichen species in our study showed an average 
antioxidant activity. Peligera canina lichen species among 
the lichens in our study showed the highest antioxidant 
activity in most of the antioxidant activity determination 
methods that we applied. It was determined that all 
lichens produced the best antioxidant activity in the 
bipyridyl metal chelating activity determination method. 

Based on our antioxidant activity results, it does not 
seem possible to say which lichen species has the highest 
antioxidant activity among lichen species. As a matter of 
fact, there are many factors that affect the antioxidant 
properties of lichens. These include the climatic 
conditions in which lichens live, the contents of lichen 
species, the differences in the methods of obtaining 
lichen extracts, the type of solvent used in extraction 
processes and the determination of antioxidant activity 
applied [10,39]. 

On the other hand, it is known that the determination 
of lichen compounds that cause antimicrobial and 
antioxidant activity in lichens is also important in such 
studies. As a matter of fact, there have been many 
sources stating that the antimicrobial and antioxidant 
activities of lichens may be related to the phenolic 
compounds in their structures [12,40].  

It is necessary also to purify the main components 
and then investigate their antagonistic or synergistic 
interactions with their each other and other components 
in order to fully understand the reason of biological 
activities of lichens [4,10,11]. 
 

Conclusions 
 
Among the lichen species in our study, Circinaria 

calcarea showed the highest antimicrobial activity and 
Peltigera canina lichen species showed the highest 
antioxidant activity. These lichens can be evaluated for 
use in fields such as pharmacology, by conducting much 
more comprehensive studies on the antimicrobial and 
antioxidant properties.  
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Introduction 
 

Antithrombotic medications are prescribed to stop 
thrombosis. Thrombosis, which is the development of 
blood clots in veins, can be lethal for individuals. These 
medications lessen the chance of blood clotting. Due to 
their preventive qualities against cardiovascular 
disorders, antithrombotic medicines are one of the 
pharmacological classes that have recently been 
investigated [1–7]. 

Drugs that contain "clopidogrel" as a medication 
ingredient are used therapeutically to lower myocardial 
infarction risk, atherothrombotic disorders, and 
cardiovascular diseases [8,9]. The molecular name of 
clopidogrel is 4,5,6,7-tetrahydrothieno[3,2-c] pyridine 
(Figure 1). After examining its effects in more than 30000 
patients worldwide, the clinical advantage of long-term 
clopidogrel treatment in reducing atherothrombotic 
disorders is demonstrated [10,11]. 

 

 
Figure 1. Structure of clopidogrel. 

 

Reviews of the literature indicate that UV 
spectrophotometry [12], high-performance liquid 
chromatography with ultraviolet detection [13], gas 
chromatography with mass spectrometry [14], and high-
performance liquid chromatography with mass 
spectrometry [15,16] are used to quantitatively analyze 
clopidogrel in pharmaceutical preparations or biological 
liquids.  

There are many chromatographic methods for 
determining the presence of clopidogrel in human 
plasma, according to a thorough literature review. 
Endogenous interference, possible drug loss during re-
extraction, arduous and time-consuming plasma sample 
preparation and extraction processes, and the necessity 
for sophisticated and expensive equipment all had an 
impact on the reported techniques. 

It is crucial to develope a new technique for figuring 
out how much medication is in pharmaceutical dosage 
forms. Numerous pharmaceutical substances have been 
identified utilizing electroanalytical techniques, which 
have the benefits of not typically requiring derivatization 
and being less susceptible to matrix effects than other 
analytical techniques. The identification of electrode 
mechanism is another electrochemistry application. 
Drugs' redox characteristics can provide information 
about their pharmacological efficacy, in vivo redox 
activities, or metabolic destiny. 

Although the electrochemical behavior and oxidation 
mechanism of clopidogrel have analytical significance, no 
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research on the voltammetric oxidation of clopidogrel in 
nonaqueous fluids has been published. It is widely known 
that the electrochemical process and voltammetric 
response of pharmaceuticals are directly influenced by 
the experimental and operational parameters. So, it 
would be interesting to look at how clopidogrel oxidizes 
in aprotic environments. However, the voltammetry 
method has not yet been used to quantitatively assess 
clopidogrel using a platinum electrode. The major goal of 
this work was the development of a novel SWV 
technique for the rapid and precise evaluation of 
clopidogrel in pharmaceutical preparations without the 
necessity for laborious extraction or evaporation 
procedures prior to drug testing. 

This study describes SWV methods using a platinum disc 
electrode to determine clopidogrel using simple, quick, and 
selective processes that have been completely verified. 
Also, the technique was effectively used to evaluate the 
consistency of the formulation content and to quantitate a 
commercially available clopidogrel medication for QC. 
 
Materials and Methods 
 

Chemicals   
Clopidogrel bisulfate standard (98≥ purity), lithium 

perchlorate (LiClO4) and acetonitrile were purchased from 
Sigma (Germany). Plavix and Karum tablets that included 75 
mg clopidogrel were purchased from a pharmacy (Erzurum, 
Turkey).  
 

Electrochemical Instrumentation 
Using the software PHE 200 and PV 220, electrochemical 

experiments were carried out on a Gamry Potentiostat 
Interface 1000. The single-compartment electrochemical 
cell used for all tests has a conventional three-electrode 
setup. Platinum wire served as the counter electrode and a 
platinum disk served as the working electrode. On 
microcloth pads, 1.0, 0.3, and 0.05 μm alumina slurries were 
used to incrementally polish the working electrode. The 
reference electrode for each potential was made of 
Ag/AgCl/KCl (3.0 M). The potential was cycled between 1.7 
and 2.1 V at a sweep rate of 0.1 V/s. The SWV was operated 
at pulse amplitudes of 25 mV, 10 Hz, 4 mV potential step 
and 0.1 V/s scan rate. 
 

Preparation of Standard Solutions 
In 0.1 M LiClO4/acetonitrile, the stock standard solution 

of clopidogrel (100 μg/mL) was prepared. This stock solution 
was used to prepare working standard solutions. The 
concentrations of the standard solutions were 5, 10, 15, 20, 
25, 30, 40, and 50 μg/mL. The QC solutions were created at 
concentrations of 7.5, 27.5, and 45 μg/mL. 
 
Results and Discussion 

Development and Optimization of the Method 
The electrochemical behavior of clopidogrel was 

investigated at the Pt disc electrode. An acetonitrile 
solution containing 0.1 M LiClO4 was used as the 

supporting electrolyte in cyclic voltammetry. Figure 2 
depicts a typical cyclic voltammogram for 100 μg/mL 
clopidogrel at 0.1 V/s scan rate. The oxidation peak was 
seen in the anodic sweep at 1.93 V. 

 

 
Figure 2. Cyclic voltammogram of clopidogrel (100 

μg/mL) 
 
The influence of scan rate on the anodic peak 

currents and peak potentials was investigated in the 
range of 0.01-1 V/s of the potential scan rates in 0.1 M 
LiClO4/acetonitrile solution containing clopidogrel in 
order to better comprehend the voltammetric waves 
(Figure 3). 

 

 
Figure 3. Linear sweep voltammograms for the oxidation 

of 30 μg/mL clopidogrel as a function of scan rate (10, 
25, 50, 100, 200, 400, 600, 800 and 1000 mV/s) 
 
Figure 4a,b shows the linear sweep voltammograms 

for clopidogrel as a function of scan rate. However, at 
clopidogrel concentrations of 30 µg/mL, the logarithm of 
peak currents against logarithm of scan rates graphs 
display straight lines with a slope of 0.36 (Figure 4c), 
which is close to the predicted value of 0.5 anticipated 
for an ideal diffusion-controlled electrode process [17].  

In order to accomplish this, the log I-log v curve is 
more suitable, therefore a diffusional process for the 
peak should be taken into account. These findings show 
that the redox species are readily diffusing from the 
solution as opposed to precipitating onto the electrode 
surface. This phenomenon can be brought on by either a 
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lack of product adhesion to the electrode surface or the 
solubility of the intermediate species in acetonitrile. 

 

 

 

 
Figure 4(a-c). Peak current dependence on scan rate (30 

µg/mL). 
 

Figure 3 shows the movement of the oxidation peak 
potential (Epa) for peaks toward higher positive values as 
the scan rate is increased. The equation below [18] 
describes the relationship between the peak potential 
and scan rate, 

 
( ) ( ) ( ) ( )0' 1/2 1/ 1 0.78 ln 0.5ln / 1 / 1 / 2lnpa a s a aE E RT n F D k RT n F RT n Fα α α ν− = + − + − − + −           

 
and from the variation of peak potential with scan 

rate αna can be determined, where α is the transfer 
coefficient and na is the number of electrons transferred 
in the rate determining step. The plots of the oxidation 
peak potentials against ln v demonstrate a linear 
connection in accordance with this equation (Figure 5). 

 

 
Figure 5. Dependence of the clopidogrel anodic peak 

potentials on the scan rate. 
 
The slope indicates that the highest value of αn is 

11.105. Additionally, this value shows that the processes 
of electron transfer are completely irreversible. This 
outcome demonstrates that the chemical step is a charge 
transfer and a quick following reaction. 
 

Validation of the Method 
ICH Q2B guidelines were followed while determining 

the validation parameters [19]. These criteria include 
specificity, linearity, precision, accuracy, recovery, limit 
of detection (LOD), limit of quantification (LOQ), 
robustness and stability.  
 

Specificity  
In this study, it was investigated the potential 

interferences of common excipients and additives. The 
control samples were prepared and examined. At the 
concentrations present in dosage forms, there is no 
evidence of any interference from these chemicals. The 
excipient employed in this formulation was one that the 
pharmaceutical industry employs most frequently. The 
method's specificity was examined by keeping an eye out 
for any interference from common tablet ingredients like 
talc, lactose, sodium chloride, titanium dioxide, and 
magnesium stearate. These exceptions had no negative 
effects on the suggested method. The procedure might 
be specific in accordance with the findings of the 
analysis. 

 
Linearity 
Standard solutions at concentration of 5, 10, 15, 20, 

25, 30, 40 and 50 μg/mL were prepared for SWV (Figures 
6). Plotting the clopidogrel concentration versus peak 
current responses allowed for the construction of the 
calibration curve for the clopidogrel (Fiure 7). 
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Figure 6. SWV voltammograms of clopidogrel 
 

 
Figure 7. Calibration curve of clopidogrel (5, 10, 15, 20, 

25, 30, 40 and 50 μg/mL). 
 

All of the calibration curves' correlation coefficients 
(r) were consistently higher than 0.99. Using the least 

squares method and the Microsoft Excel® application, 
the linear regression equations were derived and 
described in Table 1. 
 
Table 1. Linearity of clopidogrel  

Parameters Clopidogrel 

Linearity range (µg/mL) 5-50 

Slope 17.907 

Intercept 348.3 

Correlation coefficient 0.9987 

LOD (µg/mL) 1.50 

LOQ (µg/mL) 4.50 

 
Precision and accuracy  
Using the QC samples, the SWV method's precision 

and accuracy were assessed for intra-day and inter-day. 
The same-day analysis of the QC samples served to 
assess intra-day precision and accuracy. It was able to 
assess the precision and accuracy between days by 
contrasting the assays performed on two distinct days. 
The intra-day accuracy ranged from 1.11% to 2.54%, 
while the precision ranged from 0.95% to 3.06% (Table 
2). It is evident from the results that this process has 
good accuracy and precision. 

Table 2. Precision and accuracy of clopidogrel 
 Intra-day Inter-day 

Added 
(µg/mL) 

 

Found ± SDa Precision 
% RSDb 

Accuracyc Found ± SDa Precision 
% RSDb 

Accuracyc 

7.5 7.4 ± 0.142 1.92 -1.33 7.6 ± 0.205 2.70 1.33 
27.5 26.8 ± 0.821 3.06 -2.54 27.2 ± 0.914 3.36 -1.09 
45 44.5 ± 0.424 0.95 -1.11 45.9 ± 0.532 1.16 2.00 

 
Recovery 
At three different concentrations, the recovery was 

examined to investigate the impacts of formulation 
interference. The recoveries were carried out by mixing 
pre-analyzed samples of clopidogrel tablets with a known 
quantity of pure medicines. The recoveries were 
calculated by comparing the amounts extracted from the 
spiked samples with the actual added concentrations. 
The results are listed in Table 3. 

 

Table 3. Recovery of clopidogrel in tablets (n=6) 
Tablet Added (µg/mL) Found ± SD %Recovery %RSD 

Plavix 
(20 µg/mL) 

5 4.9 ± 0.131 98.0 2.67 
15 14.9 ± 0.312 99.3 2.09 
25 25.3 ± 0.684 101.2 2.70 

Karum 
(20 µg/mL) 

5 4.9 ± 0.107 98.0 2.18 
15 14.7 ± 0.362 98.0 2.46 
25 25.2 ± 0.439 100.8 1.74 

LOD and LOQ 
The suggested technique's LOD and LOQ values 

were calculated using calibration standards. LOD and 
LOQ values were calculated as 3.3 /S and 10 /S, 
respectively. In this equation, S is the calibration 
curve's slope and is the y-intercept's standard 
deviation (n=6). The results are summarized in Table 
1. 
 

Ruggedness  
The same instrument and standard standard 

solution were used in this study by a separate analyst 
to assess the concentration of clopidogrel (Table 4). 
No statistically significant discrepancies between the 
operators were found in the results, indicating the 
ruggedness of the developed approach. 
Table 4. Results of another analyst's studies of clopidogrel 
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Method Added 
(µg/mL) 

Found (µg/mL) 
 (Mean±SD) 

% Recovery % RSDa 

SWV 
5 5.1 ± 0.19 102.0 3.72 

15 14.9 ± 0.24 99.3 1.61 
35 35.1 ± 1.67 100.2 4.76 

aSix replicate measurements' mean values 
 

Stability 
The stability of clopidogrel stock solution was 

examined over a period of at least 72 hours. 
Furthermore, clopidogrel standard solutions were stable 
for 72 hours at 4 and -20 oC refrigeration temperatures 
as well as ambient temperature. The clopidogrel 
accuracy is within the acceptable range of 90 to 110% 
(Table 5). There are no major clopidogrel breakdown 
products under these circumstances. 
 
Table 5. Clopidogrel's stability at various temperatures (n=6)     
Added 
(µg/m

L) 
 

Room  
temperature  

24 h 
 (Mean ± SD) 

Room  
temperature  

72 h  
 (Mean ± SD) 

Refrigeratory 
+4 °C, 72 h 

 (Mean ± SD) 

Frozen  
 -20 °C, 72 h 
 (Mean ± SD) 

15 100.2 ± 1.76 98.3 ± 3.71 101.8 ± 1.37 98.9 ± 2.42 
30 98.7 ± 3.14 101.8 ± 3.42 98.7 ± 2.47 100.6 ± 1.49 
45 99.5 ± 2.11 101.3 ± 3.52 98.8 ± 1.67 98.4 ± 2.53 

 
Procedure for Pharmaceutical Preparations 
Each Plavix and Karum tablet, which contains 75 

milligrams of clopidogrel, was precisely weighed and 
finely powdered. A suitable amount of powder was 
dissolved in 50 mL of 0.1 M LiClO4/acetonitrile. Then, the 
final volume was made up to 100 mL in a balloon flask. 
Whatman filter (paper no 42) was used to filter the tablet 
solutions after they had been properly diluted in order to 
provide a final concentration that was within the linearity 
constraints of the SWV method (Figure 8). The calibration 
curve was used to determine the drug concentration for 
clopidogrel (Table 6).   
 

 
Figure 8. The voltammograms of Plavix tablet containing 

clopidogrel. 
Table 6. The comparison of the presence of clopidogrel in two 

commercial drugs 

Tablet N Mean Standard 
Deviation        

%RSD 

Plavix  10 75.1 1.147 1.53 

Karum 10 74.6 1.370 1.84 

N: The number of analysis (n=6) 
 

Additionally, the official method [20] and the new 
SWV voltammetric approach were statistically evaluated 
using the t-test. The computed t-values don't go over the 
theoretical values at a 95% confidence level (Table 7). 
 
Table 7. Comparison of the methods 

Parameters  Official Method 

Mean (75 mg per tablet mg)a 75.1 74.88 

% RSD (Calculated t-value) 0.21b  

T theoretical value (p=0.05)   
aEach value is the mean of six experiments, bNS: not significant 
 

The analytical findings in this investigation showed 
that the level of active ingredient in the medicine is 
within the pharmacopoeia's recommended range. The 
approach can be used as a substitute for the 
spectrophotometric approach. The developed method 
was demonstrated to be practical, accurate, and 
adaptable to drug dose forms. Therefore, developed 
SWV method can be advised for the routine QC analyses 
of clopidogrel in pharmaceutical preparations. 
 
       Conclusions 

 
In the current work, CV method has been used to 

examine the electrochemical behavior of clopidogrel in 
nonaqueous media. Additionally, a quick, accurate, 
specific, and precise SWV method was developed and 
validated in the study for the detection of clopidogrel in 
pharmaceutical formulations. Voltammetry runs for one 
minute. The method enables the speedy analysis of a 
large number of samples. As a result, the method can be 
used to regularly examine clopidogrel in both its 
formulations and pure form. 
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Melatonin is known as an important regulator of circadian rhythm in humans. In the literature, there are no 
studies evaluating the efficacy of melatonin in the management of allergic rhinitis (AR) or nasal polyps (Np). Np 
tissue was taken from nasal cavity and mucosal tissue (Mu) was taken from the nasal septal area. Melatonin 
(25-200nM) and Mite Allergen (2.5-12.5%) were prepared in complete media. Cell viability, apoptosis, 
intracellular reactive oxygen species production and gene expression levels were determined. Our results 
showed that there is no toxic effect of Melatonin, Mite and their combination which was given to Np-MSCs 
and Mu-MSCs. Melatonin significantly reduced reactive oxygen species levels in both mite-treated Np-MSCs 
and Mu-MSCs. Indoleamine 2,3-dioxygenase level was significantly decreased in melatonin-treated cells. 
Cyclooxygenase-1 level was significantly decreased in melatonin-treated healthy and allergic Np-MSCs while 
there was no significant difference in 100 and 150nM Melatonin-treated Mu-MSCs. Interestingly, 50nM 
Melatonin significantly increased Cyclooxygenase-1 level in Mu-MSCs. 50, 100 and 150nm Melatonin 
significantly decreased Interleukin-6 level in Mite-treated Np-MSCs. In addition, 100 and 150nM Melatonin 
significantly decreased Interleukin-6 level in Mite-treated Mu-MSCs. Melatonin has well-established anti-
oxidant and anti-neoplastic activity, could be a promising therapeutic agent in the treatment of AR and nasal 
polyposis.  
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Introduction 
 

Allergic rhinitis (AR), an inflammatory disease 
affecting nasal mucosa tissues, is seen in 10–30% of 
the population, with the highest prevalence in young 
adults and children [1]. Nasal obstruction is one of 
the most typical symptoms of AR, often has a 
circadian rhythm in terms of severity; the worst is at 
night and the early morning. Other typical symptoms 
of AR such as runny nose and sneezing, are more 
severe in the early morning; possibly in conjuncture 
with the high levels of inflammatory cells and 
mediators during this time period [2]. The reason for 
the circadian rhythm in AR is not yet fully 
understood. 

It is also known that atopic diseases, such as 
asthma, nasal polyposis (NP) and AR generally coexist 
in the same patient [3]. Also, the patients with NP 
are often affected by the same problems, and 
considering that nasal polyps develop due to the 
presence of chronic inflammation, it is quite possible 
that their pathophysiology is influenced by similar 

mechanisms. This has been suggested to be 
associated with factors such as oxidative stress, 
genetic predisposition and environmental stimuli 
that trigger the underlying inflammatory reactions 
[4]. In addition, the measurement of Cyclooxygenase 
1 (COX1), indoleamine 2,3-dioxygenase (IDO) and 
Interleukin-6 (IL-6) amounts, which are detected in 
high amounts in AR, can be used as an indicator in AR 
and asthma models [5,6]. One of the major problems 
described in clinical guidelines for AR is sleep 
disturbance and patients often have a dysfunctional 
circadian rhythm that affects cortisol and melatonin 
secretion [7].  

Melatonin (N-acetyl-5 methoxideriptamine) is an 
indolamine which is synthesized mainly in the pineal 
gland [8], but extrapineal melatonin synthesis has 
been described in many other sites of the body 
including the brain, retina, harderian gland, ciliary 
body, lens, thymus, airway epithelium, bone marrow, 
immune cells, gonads, placenta, gastrointestinal tract 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-0455-9894
https://orcid.org/0000-0001-8514-7172
https://orcid.org/0000-0002-0455-9894
https://orcid.org/0000-0003-0132-3234
https://orcid.org/0000-0003-3756-0645
https://orcid.org/0000-0002-7208-8967


Sezim Şafak et al. / Cumhuriyet Sci. J., 44(3) (2023) 436-443 

437 

and skin [9]. Melatonin is known to be an important 
regulator of circadian rhythm in humans, and is a 
direct radical scavenger in addition to its indirect 
antioxidant effects on the cell membrane. In both in 
vivo and in vitro studies, melatonin has been shown 
to be a potent endogenous free radical scavenger 
that acts as an anti-inflammatory agent [9]. 
Melatonin stimulates several antioxidative enzymes 
such as superoxide dismutase, glutathione 
peroxidase and glutathione reductase, and thereby 
protecting cell membranes from lipid peroxidation by 
neutralizing toxic radicals [10]. In addition, previous 
study has shown that melatonin has neuro-
immunological effects and may affects 
immunomodulatory activity in allergic diseases [11]. 
However, the potential use of melatonin in atopic 
diseases is rarely considered. On the other hand, 
melatonin has also been reported to play an 
important role in the pathogenesis of AR [12]. 
Melatonin and its precursor, 1-tryptophan, have 
been shown to decrease serum total IgE and IL-4 
levels [13]; therefore, chronic inflammatory activity 
seen in patients with AR and NP may be 
compensated by the effects of melatonin. This effect 
can be explained as, by increasing the amount of 
melatonin, the suppression of indoleamine 2,3-
dioxygenase (IDO), a tryptophan dehydrogenase 
enzyme, may increase the amount of melatonin 
precursor 1-tryptophan [6]. Melatonin causes partial 
inhibition of nuclear factor-kappa B (NF-κB) 
expression which is a trigger of pro-inflammatory 
activity and down-regulation of inducible nitric oxide 
synthase (iNOS) activity in lung tissue in an 
experimental model of asthma [14]. Plasma 
melatonin levels are reportedly reduced in patients 
with AR [15], atopic dermatitis (AD) [3] and in the 
exacerbation period of patients with bronchial 
asthma (BA). 

There are no studies evaluating the efficacy of 
melatonin in the management of AR or nasal polyps, 
which have no definitive treatment. In the present 
study, we aimed to investigate the effect of 
melatonin in the treatment of Nasal-polyp 
Mesenchymal Stem Cells (Np-MSCs) and Mucosal 
Mesenchymal Stem Cells (Mu-MSCs). 

 
Materials and Methods 

 
Tissue Collection and Ethical Consideration 
Nasal polyp tissue was taken from the nasal cavity 

in functional endoscopic sinus surgery of allergic 
rhinitis patient and mucosal tissue was taken from 
the nasal septal area of the non-allergic patient 
during septorinoplasty surgery while reconstructing 
the nasal cavity. Written consent was obtained from 
2 patients; nasal polyp with allergic rhinitis was 35 

years old, white man, had grade 3 nasal polyps in 
both nasal cavities originated from osteomeatal 
complex, had house dust mite allergy, non-allergic 
patient was 38 years old, white woman, had minimal 
septal deviation and had negative prick test. We did 
prick test (intradermal allergy test) for both patients. 
Institutional Ethical approval was obtained from 
Istanbul Yeniyüzyıl University Medical Faculty Ethical 
Committee (Ethic no :09.11.2018/032). All phases of 
the work were carried out in accordance with the 
Helsinki Declaration and Good Clinical Practice Guide. 

 
Isolation, Cell Culture Conditions and 

Characterization 
Cells were cultured in complete media that 

consists of Dulbecco’s modified essential medium 
(DMEM, Gibco, Carlsbad, CA) supplemented with 10 
% fetal bovine serum (FBS, Gibco, Carlsbad, CA) and 1 
% of penicillin, streptomycin, and amphotericin (PSA, 
Gibco, Paisley, UK) and incubated at 37°C and 5 % 
CO2 in a humidified incubator. When cells had 
enough confluency, they were trypsinized and 
incubated with primary antibodies diluted in 
phosphate-buffered saline (PBS, Gibco, Paisley, UK) 
for 1 h. Conjugated antibodies against CD14, CD29, 
CD31, CD34, CD44, CD45, CD73, CD90, CD105 and 
CD117 (Abcam, Bristol, UK) were used to determine 
their mesenchymal stem cell surface profile 
according to criteria of International Mesenchymal 
Stem Cell Committee. Cells were washed with PBS. 
The flow cytometry analysis of cells was performed 
using a Becton Dickinson FACSCalibur (Becton 
Dickinson, San Jose, CA) flow cytometry system. 

Cell Viability Assay 
Cell viability was measured by the 3-(4,5-

dimethyl-thiazol-2-yl)-5-(3-carboxymethoxy-phenyl)-
2-(4-sulfo-phenyl)-2H-tetrazolium (MTS) assay 
(CellTiter96 Aqueous One Solution; Promega, 
Southampton, UK) according to the manufacturer’s 
instructions. Five different concentrations of 
melatonin between 25 and 200 nM (25, 50 100, 150 
and 200nM) and Mite Allergen (Allutard, 10000U) 
between 2.5 and 12.5 % (2.5, 5, 7.5, 10 and 12.5 %) 
from 10.000U stock solutions were prepared in 
complete media. Np-MSCs and Mu-MSCs (passage 
number 2-4) were seeded onto 96-well plates 
(Corning Plasticware, Corning, NY) at a concentration 
of 5,000 cells/well and cells were treated with 
melatonin and mite allergen alone and in 
combination for 24, 48 and 72 hours. MTS solution 
was prepared according to the manufacturer’s 
instructions and the cells were incubated for 2 hours 
in the dark. Cell viability was measured by ELISA 
Plate Reader (Biotech, USA) at 490nm absorbance. 
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Annexin-V and Propidium Iodide Staining 
Determining the apoptotic effect of melatonin 

and mite allergen alone and in combination on Np-
MSCs and Mu-MSCs, cells were stained with 
fluorescent annexin V (annexin V- FITC) and 
propidium iodide (PI) using FITC Annexin V Apoptosis 
Detection Kit I (BD Biosciences Pharmingen, San 
Diego, CA, USA), according to the manufacturer’s 
instructions. The cells were seeded onto 6-well-
plates (2x105 cells/well) and incubated for 24 hours. 
After the incubation period, cells were treated with 
melatonin and mite allergen alone and in 
combination. After 24 hours, cells were harvested 
and resuspended in Annexin V binding buffer. Then, 
Annexin V-FITC and Propidium Iodide (PI) staining 
solution were added to each experimental group and 
incubated at RT for 20 minutes in the dark. Samples 
were analyzed using BD FACS Calibur Cell Sorting 
System (BD Biosciences Pharmingen; San Diego, CA, 
USA). 

Determination of Intracellular Reactive Oxygen 
Species (ROS) Production 

In order to measure the ROS levels on Np-MSCs 
and Mu-MSCs and investigate the effects of 
melatonin and mite allergen alone and in 
combination dichlorodihydrofluorescein diacetate 
(DCFH-DA) (Abcam, Cambridge, UK) was used as an 
intracellular ROS probe according to manufacturer’s 
instructions. Cells were seeded onto black 96 well 
plates with a clear bottom (Greiner F-bottom 
chimney 96-well plate) at 10,000 cells/well. Then, the 
cells were treated with melatonin and mite allergen 
alone and in combination at different concentrations 
for 16 hours. After washing with PBS, cells stained 
with DCF-DA and CellTracker™ Red CMTPX Dye in 
serum free media and incubated at 37ºC for 30 min 
in the dark. Fluorescence intensities (Ex/Em; 495/529 
nm, 577/602 nm) were measured with Varioskan LUX 
fluorescence microplate reader (Thermo Fisher 
Scientific, NY, USA). 

Reverse Transcription and Quantitative 
Polymerase Chain Reaction (qPCR) 

Total RNAs were isolated from melatonin and 
mite allergen alone and in combination treated 
groups by using High Pure RNA-isolation kit (Roche, 
Mannheim, Germany) according to the 
manufacturer’s instructions. cDNA was synthesized 
from isolated Total RNAs by using High Fidelity cDNA 

Synthesis Kit (Roche, Mannheim, Germany). RT-PCR 
using SYBR Green PCR Master Mix (Applied 
Biosystems, Thermo Fisher Scientific, NY, USA) 
staining method was used to determine mRNA levels 
of the COX1, IDO, IL-6 and 18S RNA genes. cDNAs 
were mixed with primers and SYBR Green Master 
Mix. The primer sequences for qPCR were: for COX1 
5’-GAGTTTGTCAATGCCACCT-3’(forward) and 5’-
CAACTGCTTCTTCCCTTTG-3’(reverse); IDO 5’-
CGCTGTTGGAAATAGCTTC-3’(forward) and 5’-
CAGGACGTCAAAGCACTGAA-3’(reverse); IL-6 5’-
GACAACTTTGGCATTGTGG-3’(forward) and 5’-
ATGCAGGGATGATGTTCTG-3’(reverse); 18SRNA 5’-
CGGCTACCACATCCAAGGAA-3’ (forward) and 5’-
GCTGGAATTACCGCGGCT-3’(reverse). The 18S RNA 
housekeeping gene was used for normalization of 
data. All RT-PCR experiments were performed using 
iCycler RT-PCR system (Bio-Rad, Hercules, CA). 
Additionally, PCR conditions were performed as 
initial denaturation at 95 for 3min, 39 cycle of 
following steps; denaturation at 95 for 30sec, 
annealing at 58 for 45 sec, extension at 72 for 30 sec 
and lastly final extension at 72 for 3 min. 

Statistical Analysis 
The data were statistically analyzed using one-

way analysis of variance (ANOVA) with Tukey post-
hoc test. The values of p<0.05 were considered 
statistically significant. 

Results 
 
Isolation and Characterization of Mesenchymal 

Stem Cell-Derived from Nasal Polyp and Mucosal 
Tissues 

Np-MSCs and Mu-MSCs, which were successfully 
isolated and expanded from nasal polyp and mucosal 
tissue samples (Figure 1a, d), showed fibroblast-like 
cell morphology (Figure 1b, e). Isolated and cultured 
cells at passage 3 to 6 were characterized for their 
MSC surface markers using flow cytometry. Nasal 
polyp and Mucosal tissue derivative cells were 
characterized for the surface markers including CD29, 
CD14, CD31, CD44, CD34, CD45, CD73, CD90, CD105, 
and CD117 by flow cytometry. Cells were positive for 
CD29, CD44, CD73, CD90, and CD105, MSC surface 
markers, whereas they were negative for CD14, 
CD34, CD45, and CD117 hematopoietic stem cell 
(HSC), surface markers, and for CD31, endothelial cell 
marker (Figure 1c, f). 
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Figure 1. Cell images from isolation and culture process of the Np-MSCs (a, b and c) and Mu- MSCs cells (d, e and f). 

Characterization of MSCs Nasal polyp and Mucosal tissues.  
 

Cytotoxicity of Melatonin and Mite Allergen 
W/O Combination 

The cytotoxic effect of different Melatonin (25, 50, 
100, 150 and 200 nM) and Mite Allergen (25, 50, 75, 100, 
125 μg/mL) concentrations on Np-MSCs and Mu-MSCs 
viability were tested for 2 days at 24 and 48-h time 
points using the MTS assay. The results showed that 

there is no toxic effect of Melatonin (Figure 2a and d), 
Mite Allergen (Figure 2b and e) and their combination 
(Figure 2c and f), which was given to Np-MSCs and Mu-
MSCs cells at different doses. On the contrary at some 
doses, they were increased the survival of cells 
significantly when compared to only growth media 
treated group. 
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Figure 2. Cell images from isolation and culture process of the Np-MSCs (a, b and c) and Mu- MSCs cells (d, e and f). 

Characterization of MSCs Nasal polyp and Mucosal tissues.  
 

Evaluation of Reactive Oxygen Species Levels in 
Melatonin-Treated Allergic Cells 

In order to determine the indirect inflammation 
response, the ROS levels of NP-MSCs and Mu-MSCs were 
measured by the treatment of melatonin and mite 
allergen alone and in combination. Intracellular ROS 

levels were detected by using DCFH-DA fluorescence dye. 
Three different dose of melatonin (50, 100 and 150 nM) 
treatment of the allergic cell models reduced the ROS 
levels significantly in both mite allergen treated Np-MSCs 
and Mu-MSCs for all doses (Figure 3) compared to mite 
allergen treatment alone. 
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Figure 3. Cell images from isolation and culture process of the Np-MSCs (a, b and c) and Mu- MSCs cells (d, e and f). 

Characterization of MSCs Nasal polyp and Mucosal tissues.  
 

Melatonin Treatment can Reduce Inflammation 
and Allergic Response to Allergic Cells in a Gene 
Level Manner 

To determine the suppressive effects of Melatonin 
treatment on the allergic cell models, inflammation and 
allergic response related IDO, COX1 and IL-6 mRNA levels 
were evaluated by relative RT-PCR. Levels of IDO mRNA 
was decreased significantly in all 3-melatonin treated 
allergic cells (Figure 4a, d) when compared to Mite 
allergen treated Np-MSCs and Mu-MSCs. IDO level was 
significantly decreased when Np-MSCs were treated with 
150nM Melatonin and Mu-MSCs were treated with 100 
and 150 nM compared to only growth media treated 

group (Figure 4a, d). COX1 gene expression were 
significantly decreased in melatonin treated healthy and 
allergic Np-MSCs groups (Figure 4b) while there was no 
significant difference in 100 and 150 nM Melatonin 
treated Mu-MSCs cells (Figure 4e). Interestingly, 50 nM 
Melatonin significantly increased COX1 level in Mu-MSCs 
(Figure 4e). 50, 100 and 150 nm Melatonin treatment 
significantly decreased IL-6 gene level in Mite-exposed 
Np-MSCs (Figure 4c). In addition, 100 and 150 nM 
Melatonin significantly decreased IL-6 gene level in Mite- 
exposed Mu-MSCs compared to 50 nM Melatonin (Figure 
4f). 

 

 
Figure 4. Cell images from isolation and culture process of the Np-MSCs (a, b and c) and Mu- MSCs cells (d, e and f). 

Characterization of MSCs Nasal polyp and Mucosal tissues.  
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Discussion 
 

Atopic rhinitis is one of the most common chronic 
inflammatory diseases in all age groups (16). The 
pathophysiology of AR is based on IgE-mediated 
hypersensitivity reactions and the release of Th2-
mediated cytokines, similar to other atopic diseases. 
However, since there is no permanent curative 
treatment, research has remained active on this topic, 
especially in terms of the elucidation of pathophysiology 
and treatment options. In the current literature, there 
are promising findings with new substances which 
directly affect development of disease or reduce AR 
severity (17,18). In our study, the effectiveness of 
melatonin in AR treatment was evaluated (as well as its 
possible cytotoxicity) by IL-6, COX-1, IDO and ROS levels. 
Our findings revealed that melatonin significantly 
reduced COX-1 gene expression in Np-MSCs groups and 
also ROS intensity, IDO and IL-6 gene levels in both Np-
MSCs and Mu-MSCs groups –without any toxic effects. 
Thus, our results show that melatonin has significant 
anti-inflammatory and anti-oxidant activity in the 
presence of chronic inflammatory conditions of the 
respiratory tract, including AR and nasal polyps.  

For nearly four decades, several studies have been 
conducted on the role of melatonin in the development 
and treatment of many diseases, including AD, BA and AR 
which are atopic diseases with similar pathophysiology. 
In previous studies with murine models, melatonin was 
reported to reduce IgE, IL-4 and IFN-γ levels and severity 
of AD symptoms through its reduction of activated CD4+ 
T cells (13). Furthermore, it was shown to contribute to 
the control of asthma symptoms by reducing MMP-9 
(19), TLR-9 (20) and MUC5AC (21). In addition, melatonin 
levels have been shown to decrease in AD (3), BA (22) 
and AR in clinical studies (23,24). Chang et al. 
demonstrated that 3 mg / day oral melatonin treatment 
was more effective than placebo in the control of AD 
symptoms in children (25). In a study evaluating the 
effectiveness of oral melatonin in lung inflammation and 
airway hyperactivity, it was determined that it shows 
anti-inflammatory activity by reducing eosinophil and 
neutrophil and TNFα level in Broncho-alveolar Lavage 
(BAL). Moreover, melatonin was reported to decrease 
NO and hydroxyl radical concentrations and iNOS, TNF-α, 
nitrotyrosine and myeloperoxidase (MPO) activity in lung 
tissue (26). Our findings indicated that melatonin 
treatment causes anti-oxidant and immunomodulatory 
activity by reducing COX-1, ROS, IDO mRNA levels and IL-
6 expression for the first time. These findings indicate 
that melatonin may be a new therapeutic approach for 
the treatment of AR. 

Nasal polyps are benign inflammatory masses that 
are considered as a subset of chronic rhinosinusitis, 
originating from the nasal mucosa and paranasal sinuses, 
and their frequency increases with age (27). In the 
pathophysiology of nasal polyps, similar to AR, there are 
type 2 inflammation patterns characterized by 
eosinophilia and high IL-4, IL-5 and IL-13 cytokine levels 

(28). Mainly intranasal glucocorticoids are used on the 
basis of nasal polyp treatment and prevention. In 
patients whose symptoms cannot be controlled by 
medical treatment, polypectomy is performed with 
endoscopic sinus surgery (29). However, relief of attacks 
of their symptoms after surgery may not be curative 
because the nasal polyps show high recurrence rates; 
therefore, indicating that the treatment of underlying 
mechanisms is crucial. In a prospective multicenter 
cohort study was evaluated that relapse rates of 363 
adult patients who underwent endoscopic sinus surgery 
for polyposis, within 18 months were found to be around 
40% (30). In our study, melatonin has been shown to 
have more prominent anti-inflammatory and anti-
oxidant activity in the nasal polyp tissue. According to 
our results, Np-MSC’s has higher response to melatonin 
treatment, thus we believe that the effects of melatonin 
on nasal polyp treatment should be assessed in future 
studies.  

Considering the results of the study, it is predicted 
that some limitations may be encountered. The effects of 
melatonin on the serum levels of various cells, mediators 
and cytokines (which could influence inflammatory 
response) could not be evaluated. Therefore, additional 
animal and clinical studies are required to reveal the 
effectiveness of melatonin in AR and nasal polyposis. 
In conclusion, for the first time, our study demonstrated 
that the effectiveness of melatonin treatment in AR and 
nasal polyposis. Our findings indicated that the anti-
oxidant and anti-inflammatory activity of melatonin in 
experimental AR and NP cell culture models could be an 
important source of data for future in vivo and clinical 
studies. On the basis of these data, melatonin could be a 
promising agent for the treatment of AR and nasal 
polyposis. 
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Using a geometric morphometrics approach, we examined shape and size variations of skull and mandible 
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Introduction 
 

The genus Mus (Clerck, 1757) includes numerous 
subgenera, species and subspecies, and is one of the most 
well-known and widely distributed murid genera in the 
mammalian world [1,2]. The genus is represented by two 
species in Turkey: Mus domesticus (Rutty, 1772), commonly 
known as the western European house mouse, and Mus 
macedonicus (Petrov & Ruzíc, 1983), which is commonly 
known as the eastern Mediterranean short-tailed mouse or 
Macedonian mouse [3]. These species are widespread in both 
the European part (Thrace) and Asian part of Turkey 
(Anatolia) [2,4]. The house mice usually occupy areas that are 
in close association with humans, such as houses, barns, 
granaries, fencerows and cultivated fields. The short-tailed 
mouse, on the other hand, prefers cultivated fields, grasses, 
bushes and mixed forests away from human settlements [5]. 
Traditional morphological studies have often used ZI 
(zygomatic index) and H+B/T (the index of head plus body 
length/tail length) as well as external body, tooth and 
baculum measurements to distinguish between two species 
of mice in Turkey [4,6,7]. However, despite the apparent 
success of this method in distinguishing between the two 
species, the usability of the index is limited due to the range 
of ZI values for each species being large and slightly 
overlapping when the species are compared. In addition, 
these studies do not provide detailed statistical data in terms 
of shape and size analyses related to the morphometry of the 
skull and the entire mandible of the species. 

The use of geometric morphometrics technique has 
increased rapidly in the field of zoological data analysis over 
the past two decades. The geometric morphometrics 
approach is useful for investigating shape variation and 
morphological transformation when species are difficult to 
differentiate using traditional methods [8]. Digitized 

geometric data are compared and differences are calculated 
by using various mathematical and statistical tests. The 
technique based on a landmark method is widely used and 
accepted in studies of animals, especially muroid rodents, 
that are hard to identify and differentiate with standard 
morphometric approaches [9,10]. Landmark coordinates 
describe specific, evolutionarily homologous points located 
on body parts of the specimens subjected to morphometric 
analysis, such as the skull and the teeth [11]. 

In the present study, the geometric morphometrics 
approach was used to evaluate the shape and size differences 
of the mandible and the dorsal side of the cranium between 
M. macedonicus and M. domesticus specimens from Thrace 
and Anatolia regions of Turkey, which were previously subject 
to molecular species identification using the control region of 
mitochondrial DNA [12-15]. In addition, shape and size 
variations between males and females of two species were 
compared to clarify ambiguous reports on sexual dimorphism 
proposed based on traditional morphometrics. 

 

Materials and Methods 

Study Specimens 
We assessed skull and mandible shape, and size variation 

in two species of mice, Mus domesticus (33 males, 30 
females) and Mus macedonicus (95 males, 52 females), using 
two-dimensional geometric morphometrics [11, 16] (Figure 1 
and Table 1).  Sample sizes for the skull and the mandible 
data set were: M. domesticus skull = 54, mandible = 51; M. 
macedonicus skull = 137, mandible = 102). All specimens used 
in this study were obtained from museum collections of İslam 
Gündüz and Sadık Demirtaş (subcollection IG/SD, Department 
of Biology, Faculty of Sciences, Ondokuz Mayıs University, 
Samsun, Turkey). 

http://xxx.cumhuriyet.edu.tr/
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https://orcid.org/0000-0001-5209-4019
https://orcid.org/0000-0001-7610-0102


Demirtaş et al. / Cumhuriyet Sci. J., 44(3) (2023) 444-449 

445 

Table 1. Number of samples per collection locality of Mus 
domesticus and Mus macedonicus specimens used in 
this study. Location numbers correspond to map 
locations shown in Figure 1.  

 
Species 

Table of Localities 
Locality 
Number 

Locality Number of 
Samples 

Mus domesticus 

1 Edirne 3 
4 Bursa 4 
7 Sinop 3 
8 Samsun 6 

11 Trabzon 1 
12 Rize 1 
13 Balıkesir 16 
16 Sivas 3 
18 Iğdır 1 
20 Manisa 1 
23 Kayseri 5 
24 Elazığ 2 
25 Van 2 
28 Muğla 1 
27 Denizli 8 
34 Adana 1 
37 Adıyaman 1 
38 Şanlıurfa 4 

  63 

Mus 
macedonicus 

2 Tekirdağ 1 
3 Çanakkale 8 
4 Bursa 13 
5 Bilecik 2 
6 Kastamonu 1 
8 Samsun 4 
9 Tokat 10 

10 Ordu 2 
13 Balıkesir 1 
14 Eskişehir 2 
15 Ankara 4 
16 Sivas 7 
17 Erzincan 2 
19 İzmir 5 
20 Manisa 23 
21 Afyonkarahisar 2 
22 Konya 12 
23 Kayseri 2 
25 Van 1 
26 Aydın 11 
28 Muğla 1 
29 Burdur 5 
30 Isparta 2 
31 Antalya 6 
32 Karaman 3 
33 Mersin 3 
34 Adana 1 
35 Kahramanmaraş 4 
36 Gaziantep 2 
38 Şanlıurfa 3 
39 Hatay 4 

  147 
  Total 210 

 
Figure 1. Capture locations of specimens used in this 

study. Location names (indicated by numbers) have 
been listed in Table 1. 
 
Imaging and Landmarks 
High resolution digital images of the dorsal cranium 

and the right mandible of each specimen were obtained 
using a Nikon D5000 (18-55 mm) camera with skull roof 
and mandible positioned in parallel with to the 
photographic plane. The images were scaled, edited, and 
digitized using TPS (Thin-Plate Spin) software series 
[17,18] for subsequent analyses. In order to emphasize 
the local impact of possible shape deformation on 
different parts of the skull and the mandible, we selected 
to describe 12 landmarks and 5 semilandmarks for the 
dorsal cranium and 10 landmarks and 22 semilandmarks 
for the mandible (Figure 2). The landmarks and 
semilandmarks were placed in accordance with previous 
studies [19-21]. 

 

 
Figure 2. Landmarks (black points) and semilandmarks (white points) 

used in this study. (specimen: Mus macedonicus, Manisa 
vicinity, W. Turkey). Landmark locations on dorsal cranium (a): 
(1) the most rostral point of the nasal bone, (2) intersection of 
interfrontal and fronto-nasal suture, (3) intersection of the 
coronal and sagittal sutures, (4) intersection of the sagittal and 
parietal-interparietal sutures, (5) caudal end of the occipital 
curve, (6) intersection of the rostral curvature of the nasal 
process of the incisive bone (Processus nasalis ossis incisivi) 
and the nasal bone in the dorsal projection, (7) anterior notch 
on frontal process lateral to infraorbital fissure (8) anterior part 
of the orbit, (9) the most rostral point of the parietal bone, (10) 
intersection point of the squamosal and parietal bone, (11) 
exterior tip of the occipital crest, (12) caudolateral end of the 
occipital bone in the dorsal projection. The semi landmarks 
(13-17) surround the frontal bone. Landmark locations on 
mandible (b): (1) tip of the incisor, (2) mental foramen, (3) 
distal tip of the first molar, (4) the proximal end point of the 
first molar, (5) the proximal end point of the second molar, (6) 
The curve of angular process, (7) superior-most point on 
inferior border of mandibular ramus, (8) inferior-most point on 
border of ramus inferior to incisor alveolar, (9) The most 
inferior point of mental protuberance, (10) inferior-most point 
on incisor alveolar rim. The semilandmarks (11-32) are placed 
between coronoid and angular processes of the mandible. 
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Geometric Morphometric Analysis 
After digitalization configuration of landmark and 

semilandmark coordinates, Generalized Procrustes 
Analysis (GPA) was applied to superimpose the shape 
information from each specimen to eliminate the effects 
of location, orientation, and scaling from the raw data 
coordinates [22,23]. The resulting projections were 
displayed on a series of axes and the patterns of inter- 
and intra-specific shape variation were analysed by using 
Principal Component Analysis (PCA) and Procrustes 
ANOVA. Wireframe graphs were used to illustrate the 
differentiation in shape between two species based on 
the utilized landmark and semilandmark points.  

To account for the effect of size on shape, a centroid 
size (CS) analysis was implemented, which was calculated 
as the square root of the summed squared distances of 
each landmark from the center of the landmark 
configuration. The centroid size values generated for the 
dorsal cranium and the mandible bone were analysed 
using a Mann-Whitney U test to determine whether 
there is a significant difference between two species. The 
CS variation for each species has been visualized with a 
box-plot graphic.  

GPA, PCA, Procrustes ANOVA and wireframe analyses 
were performed using MorphoJ version 1.07 [24]; Mann-
Whitney U test analyses were performed using SPSS 
version 22.0 [25]; centroid size and box-plot analyses 
were obtained using PAST version 4.01 [26]. Program 
outputs were edited and visualized using Inkscape 
version 0.92 [27]. 
 

Results and Discussion 

Shape Variation 
PCA and comparative wireframe graphs were 

visualized for the skull and mandible shapes based on 
PC1 and PC2 values (Figure 3 and Figure 4). The variance 
was calculated based on the scatter plot along PC1 
(explains 23.58% of the variance) and PC2 (explains 
16.15% of the variance) for the skull. M. domesticus 
skulls predominantly included positive values in PC1 and 
negative values in PC2, whereas M. macedonicus skulls 
predominantly contained negative values in PC1 and 
positive values in PC2, however, the two species were 
not distinctly separated from each other. According to 
the wireframe graphs obtained from Mus domesticus 
PC1 and PC2, the variation in shape is mostly explained 
by the landmarks 3, and 7-10. This indicates that the skull 
is flattened from the top and narrowed from the orbital 
area. Similarly, the wireframe analysis for Mus 
macedonicus based on PC1 and PC2 revealed that the 
points with the most influence on skull shape were 
landmark numbers 3 and 7-10, resulting in an arched 
skull shape with a narrow eye socket. Procrustes ANOVA 
shows significant shape differences between species (F = 
16.90, P<0.05), while differences between sexes were 
insignificant (F=1.21 and P=0.2009 for M. domesticus; 
F=1.0 and P=0.4618 for M. macedonicus).  

Wireframe graphs revealed morphological differences 
in the orbital socket and the central part of the skull 

between the species, which were not clearly supported 
by the PCA graphs. This discrepancy is probably due to 
the large variation in breadth of the zygomatic arch 
within both species [4,6,7]. A wide variety of zygomatic 
index values have also been previously reported from 
various European Mus populations [28-30]. Recent 
studies with Quantitative Trait Loci (QTL) mapping 
methods have shown that many QTLs provide the basis 
for the genetic architecture of shape variation in Mus 
skulls [31-33]. For these reasons, the use of zygomatic 
index to distinguish between these species, as well as 
other Mus species, should be approached carefully 
[34,35]. 

 

 
Figure 3. Inter-species principal component and 

wireframe analyses of skull shapes of M. domesticus 
and M. macedonicus. Wireframe diagrams compare 
the variation in shape with light blue showing the 
mean shape and dark blue showing the most extreme 
shape variation explained by each principal 
component. 
 
Similarly, the variance was calculated along with PC1 

(explains 34.68% of the variance) and PC2 (explains 18.57% of 
the variance) based on the scatter plot graphic for the 
mandible. M. domesticus showed intensity on the negative 
side of the graph for both PC1 and PC2 (Figure 4). In contrast, 
M. macedonicus showed an intensely positive distribution for 
PC1 and showed both positive and negative distribution for 
PC2. Both species showed the greatest amount of shape 
variation in the ramus region between the coronoid process 
and the angular process illustrated by the wireframe analyses, 
however, this difference was not reflected in the PCA graphs. 
Therefore, our results failed to provide support for the use of 
jaw morphometry for the differentiation of these two species 
of Mus. The main reasons for this discrepancy can be 
explained by the attachment styles of the temporalis and 
masseter muscle groups, as well as the mandible being a 
malleable bone. While masseter muscles help molar 
mastication activity, temporal muscles serve a role in gnawing 
[36]. Therefore, the development of these muscles is related 
to both nutrient content and ecological environment of the 
species [37]. Another factor that may have a role in the 
observed lack of differentiation can be due to the pleiotropic 
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effects of QTLs, which also function in the modular 
organization of both the skull and the mandible [38]. 
Procrustes ANOVA shows significant shape differences 
between species (F = 31.32, P<0.05), while differences 
between sexes were insignificant (F=1.15 and P=0.1974 for 
M. domesticus; F=0.63 and P=0.9879 for M. macedonicus).  

Our results demonstrate that skull and jaw morphometry 
fail to provide a clear distinction between two species, and 
support that dental morphometry has the potential to 
provide more superior data for distinguishing between these 
species, as previously proposed by Macholán (2006) for 
various species of Mus. 

 

 
Figure 4. Inter-species principal component and 

wireframe analyses of mandible of M. domesticus and 
M. macedonicus. Wireframe diagrams compare the 
variation in shape with light blue showing the mean 
shape and dark blue showing the most extreme the 
shape variation explained by each principal 
component.  
 
Finally, there was no difference between sexes in the 

amount of variation explained by PC1 or PC2 for skull or 
mandible shape in either of the species (Figure 5 and 
Figure 6). Principal component values were distributed 
uniformly among sexes in terms of both species and 
characters. 

 

 
Figure 5. Intra-specific sex-linked principal component 

analysis of the skull shape (a) and mandible shape (b) 
of M. domesticus. 

 
Figure 6. Intra-specific sex-linked principal component 

analysis of the skull shape (a) and mandible shape (b) 
of M. macedonicus.  
 
Size Variation 
The results of the Mann-Whitney U test indicate that 

the two species significantly differed in dorsal cranium 
centroid size (U=2181, P=0.05) but there was no 
significant difference for the mandible (U=2546, 
P=0.696). Also, we failed to reject the null hypothesis and 
therefore we inferred that there was no significant 
difference between sexes of both species for the two 
characters (P>0.05). 

In parallel with the Mann-Whitney U test, the boxplot 
analysis indicates that M. macedonicus is larger in size 
than M. domesticus by log-centroid size values of the 
dorsal cranium, but, there is no obvious difference for 
the mandible (Figure 7). Previous morphometric studies 
revealed that there could be slight variations in size 
among local populations within both species [20, 39]. 
Moreover, Macholán (1996) showed that size variation 
can fluctuate within populations due to different age 
structure of populations and due to ecological variables. 
In this study, we did not consider local populations, age 
structures and ecological variables; we focused solely on 
the variation of shape and size between two species 
found in Turkey. Therefore, the number of specimens 
and localities in our study may not be satisfactory for 
centroid size analysis. For this reason, future studies 
should consider repeating the centroid size analysis on a 
large number of specimens from different local 
populations, also takes ecological variables into 
consideration. In other words, further studies are needed 
to clarify this observed difference in size between two 
species. 
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Figure 7. Boxplot graphics showing maximum, minimum 

and median values of log-centroid size for dorsal 
cranium (a) and mandible (b) between Turkish mice.  

 
Conclusions 

The current study enabled us to obtain morphometric 
data regarding the analysis of shape and size between 
two evolutionarily distantly related species, namely Mus 
macedonicus and M. domesticus. The results revealed 
that there was no significant difference in shape of the 
dorsal side of the skull and the mandible between the 
two species despite a statistically significant difference in 
centroid size values for the dorsal cranium. The centroid 
size values indicate that the dorsal side of the cranium is 
larger in M. macedonicus compared to M. domesticus in 
Turkey. Moreover, there were no morphometric 
differences between males and females for either of the 
studied features. Future studies using dental characters, 
which are frequently used in Mus species-subspecies 
studies, and gene expression analyses such as QTL 
mapping can identify morphological variations at inter- 
and intra-specific level in mice of Turkey. 
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A new complex with composition [Ni(L)(PPh3)] (PPh3 = triphenylphosphine) was obtained from the reaction of 
1,5-bis(salicylidene)thiocarbohydrazone (L) with an equimolar amount of [NiCl2(PPh3)2]. The complex was 
identified by FT-IR, 1H NMR and UV-Vis spectroscopic methods and elemental analysis. The solid state 
structure of [Ni(L)(PPh3)] was established by X-ray diffraction analysis. It was determined that the complex, 
whose nickel center has a distorted square planar configuration, crystallizes in the monoclinic space group 
I2/c. Bisthiocarbohydrazone (L) binds to the nickel center through its phenolate O, azomethine N and 
thioenolate S atoms in a dianionic tridentate mode. The antioxidant capacity of L and Ni(II) complex was 
examined using the CUPRAC (cupric reducing antioxidant capacity) method. Also, the DPPH (1,1-Diphenyl-2-
picrylhydrazyl) method was used to test free radical scavenging activity of the compounds. Antioxidant activity 
results showed that L exhibited better activity than Ni(II) complex. 
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Introduction 
 

Compounds with C=S and C-SH groups are substantial 
organic compounds as they are potential donor ligands 
for transition metal ions [1, 2]. Thiocarbohydrazide is a 
compound with two hydrazine and one thione group. 
Thiocarbohydrazide is a precursor compound in the 
formation of macrocyclic ligands for the binding of a 
wide variety of metals [3, 4]. The hydrazine groups of 
thiocarbohydrazide can react with aldehydes or ketones 
to form bis- or monothiocarbohydrazones [5, 6]. 
Thiocarbohydrazones have the ability to form chelates 
with various metal ions through donor groups originating 
from both thiocarbohydrazide and aldehyde or ketone 
molecules [7]. Thiocarbohydrazones and their metal 
complexes have some activities or features such as 
antitumor, antioxidant, antimicrobial, antiviral, 
antitubercular, physicochemical, carbonic anhydrase and 
acetylcholinesterase inhibitors, electrochemical and 
corrosion inhibitors [8, 9]. Thiocarbohydrazones can also 
be used for the extraction and sensing of heavy metal 
ions [10, 11]. 

Nickel(II) complexes containing S and N donor ligands 
are of great interest because some enzymes such as 
hydrogenases and carbon monoxide dehydrogenases 
have nickel complexes in their active sites [12]. 

Phosphine-based ligands are among the important 
compounds as they exhibit significant efficiency in 
transition metal-catalyzed reactions. The development of 
suitable new phosphine ligands to make a reaction more 
efficient is an important aspect in catalyst development 
[13, 14]. These compounds also have important 

bioactivities such as antitumor, antiviral, antifungal, 
antibacterial and antioxidant [15, 16]. 

Reactive oxygen species (ROS) produced in high 
concentrations cause adverse changes in lipids, proteins 
and DNA components. The disruption of the balance 
between the detoxification of ROS and the production 
and accumulation of these reagents is called "oxidative 
stress". Oxidative stress causes some diseases such as 
cancer, hypertension, neurological disorders and 
diabetes. Antioxidants, which are effective in eliminating 
the detrimental effects of ROS, can protect cells from the 
formation of diseases caused by oxidative stress [17, 18]. 
So, in this study, a new Ni(II) complex was synthesized 
from 1,5-bis(salicylidene)thiocarbohydrazone (L) and 
[NiCl2(PPh3)2] in order to test its potential antioxidant 
activity. L and Ni(II) complex were characterized using FT-
IR, 1H NMR, UV-Vis spectroscopies and elemental 
analysis. The antioxidant activities of the compounds 
were also examined using DPPH and CUPRAC methods. 

 
Materials and Methods 

 
Thiocarbohydrazide was gained as described in 

the previously published procedure [19]. All other 
chemicals and solvents were purchased and used as 
received. IR and 1H NMR spectra, UV-Vis data (in 4 x 
10-5 M DMSO), elemental analysis and magnetic 
moment measurements were obtained using an 
Agilent Cary 630 FTIR, a Varian UNITY INOVA 500 
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MHz NMR device, a Shimadzu 2600 UV-Vis 
spectrophotometer, a Thermo Finnigan Flash EA 1112 
elemental analyzer and a Sherwood Scientific MK I 
model device, respectively. 

Single crystals of [Ni(L)(PPh3)] were obtained by 
slow evaporation of a 
methanol+dichloromethane+DMSO solution of the 
solid complex.  A Bruker APEX II CCD diffractometer 
was used for data collection at room temperature. 
Structure solution and refinement were performed 
with the SHELXT [20] and SHELXL [21] programs. 
Indexing, data reduction and integration were 
performed using APEX2 [22] and SAINT [23]. The 
crystallographic data of [Ni(L)(PPh3)] are given in 
Table 1. The selected bond angles and distances are 
listed in Table 2. 

 
Synthesis of 1,5-bis(salicylidene)thiocarbohydrazone 

(L) 
1,5-bis(salicylidene)thiocarbohydrazone (L) was 

obtained according to our published procedure 
(Figure 1) [24].  

Color: Light yellow. Yield: 85%. M.p.: 190-191 oC. 
Calc. for C15H14N4O2S (314.36 g mol-1): C: 57.31, H: 
4.49, N: 17.82, S: 10.20%; found: C: 57.50, H: 4.46, N: 
17.84, S: 10.28%. IR (cm-1): ν(OH) 3195, ν(NH) 3133, 
ν(C=N) 1613, ν(C=S) 1240. 1H NMR (500 Mhz, DMSO-
d6, ppm): 11.70 (s, 2H, -OH), 11.62 (s, 1H, -NH), 10.62 

(s, 1H, -NH), 8.67 (s, 2H, -CH=N-), 7.35-6.89 (m, 8H, 
aromatic H). UV-Vis [λmax (log ε), nm (dm3 cm-1 mol-

1)]: 251 (3.90) π→π*, 302 (4.19) π→π*, 351 (4.53) 
n→π*, 367 (4.43) n→π*. 

 
Synthesis of 1,5-bis(salicylidene)thiocarbohydrazone-

triphenylphosphine-nickel(II) [Ni(L)(PPh3)] 
A solution of [NiCl2(PPh3)2] (0.654 g, 1 mmol) in 

ethanol (10 mL) was added to a stirring solution of L 
(0.314 g, 1 mmol) in ethanol (10 mL) and 
dichloromethane (5 mL). 2 drops of triethylamine 
were added to the mixture and the mixture was 
stirred under reflux for 5 h to give a red solution. Red 
colored product was obtained by slow evaporation. 
The product was filtered and washed with ethanol 
and dried under vacuum (Figure 1). 

Color: Dark red. Yield: 54%. M.p.: 242-244 oC. 
Calc. for C33H27N4NiO2PS (633.32 g mol-1): C: 62.58, H: 
4.30, N: 8.85, S: 5.06%; found: C: 62.33, H: 4.12, N: 
8.64, S: 4.91%. IR (cm-1): ν(OH) 3185, ν(NH) 3116, 
ν(C=N) 1617 and 1598, ν(PPh3) 1433, 1096, 737, 690. 
1H NMR (500 Mhz, DMSO-d6, ppm): 11.53 (s, 1H, -
OH), 10.71 (s, 1H, -NH), 8.50 (s, 1H, -CH=N-), 8.09 (s, 
1H, -CH=N-), 7.76-5.75 (m, 23H, aromatic H). UV-Vis 
[λmax (log ε), nm (dm3 cm-1 mol-1)]: 257 (4.47) π→π*, 
287 (4.34) π→π*, 339 (4.29) n→π*, 387 (4.36) n→π* 
and 435 (4.22) LMCT. 

 

 
Figure 1. The general synthesis of L and Ni(II) complex.   

 
Determination of Antioxidant Activity by DPPH 

and CUPRAC Assays 
The DPPH radical scavenging activities of L and Ni(II) 

complex were determined by the method of Brand-
Williams et al. with minor changes [25]. 2 mL of 10-4 M 
DPPH in ethanol, 1 mL of 10-4 M of the sample in ethanol 
(containing 1% DMSO) and (1-x) mL of ethanol were 
added to a glass test tube. The mixture was incubated for 
30 min at 25 oC. Then, the absorbance values of the 
solutions in test tubes were measured against ethanol at 
515 nm. The control solution consisted of a mixture of 
DPPH solution (2 mL) and ethanol (2 mL). Trolox was 
used as the reference compound. The radical scavenging 

activity was computed from this equation: % DPPH 
radical scavenging activity = [Acontrol – Asample / Acontrol] x 
100, where Acontrol is the absorbance of the control 
solution and Asample is the absorbance of the sample-
radical mixture solution. 

Antioxidant capacities of L and Ni(II) complex were 
determined by CUPRAC method [26]. 1 mL of 10-2 M 
CuCl2.2H2O in water, 1 mL of 7.5 x 10-3 M neocuproine in 
ethanol, 1 mL of 1 M NH4Ac in water, x mL of 10-4 M 
sample in ethanol (containing 1% DMSO) and (1.1 - x) mL 
of water were added to a glass test tube. The mixture 
was incubated for 30 min at 25 oC. Then, the absorbance 
values of the solutions in test tubes were recorded at 450 
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nm. The results were given as TEAC (trolox equivalent 
antioxidant capacity) coefficient. TEAC values were 
calculated by dividing the molar absorptivity (Ɛ) of the 
compounds by that of Trolox (Ɛtrolox = 1.67 x 104 L mol-1 
cm-1). 

 
Results and Discussion 

 

Synthesis and Spectral Features 
1,5-bis(salicylidene)thiocarbohydrazone (L) was 

obtained by the reaction of thiocarbohydrazide with 
salicylaldehyde in a mole ratio of 1:2. The reaction of L (1 
mmol) with [NiCl2(PPh3)2] (1 mmol) resulted in the 
formation of the Ni(II) complex {[Ni(L)(PPh3)]}. 
[Ni(L)(PPh3)] is soluble in DMF, DCM and DMSO solvents. 
The μeff measurement showed that the complex is 
diamagnetic. The elemental analysis and spectroscopic 
data agree with the proposed molecular formula of L and 
Ni(II) complex. 

The characteristic bands of OH and NH groups were 
seen at 3195 and 3133 cm-1 in the IR spectrum of L. 
These bands, whose intensity decreased after complex 
formation, were observed at 3185 and 3116 cm-1 in the 
spectrum of [Ni(L)(PPh3)]. The appearance of these bands 
in the spectrum of the complex supports that one of the 
OH and NH groups of L did not participate in the 
formation of the complex. The fact that the band seen in 
the spectrum of L and attributed to ν(C=S) did not appear 
in the spectrum of [Ni(L)(PPh3)] can be explained as one 
NH group and the C=S group form C-SH by tautomerism. 
The shift of one of the bands of the azomethine groups in 
the spectrum of L to a lower wave number (1598 cm-1) in 
the spectrum of [Ni(L)(PPh3)] indicates the coordination 
of one of the azomethine nitrogen atoms with the metal 
atom. In the spectrum of [Ni(L)(PPh3)], characteristic 
peaks of triphenylphosphine were also observed at 1433, 
1096, 737, 690 cm-1, respectively [24, 27, 28]. IR 
spectrum of [Ni(L)(PPh3)] is given in Figure S1. 

In the 1H NMR spectrum of L, one of the peaks 
corresponding to two OHphenolic protons at 11.70 ppm was 
observed at 11.53 ppm, corresponding to a single OH 
phenolic proton in the NMR spectrum of [Ni(L)(PPh3)]. 
This indicates that one of the OH groups of L is bonded to 
the nickel(II) ion by deprotonation. The spectrum of L 
exhibited two NH signals at 11.62 and 10.62 ppm. In the 
spectrum of [Ni(L)(PPh3)], only one NH signal was found 
at 10.71 ppm. The disappearance of one of the H atoms 
of the two NH groups indicates the deprotonation of the 
H atom in the NH group through the sulfur atom by 
tautomerism. One of the signals belonging to the two 
azomethine protons at 8.67 ppm in the spectrum of L 
shifted to 8.09 ppm after the formation of the complex. 
This indicates the coordination of one of the azomethine 
groups of L to the nickel(II) ion [24, 29, 30]. 1H NMR 
spectrum of [Ni(L)(PPh3)] is given in Figure S2. 

The UV-Vis spectrum of L exhibited two absorptions 
at 251 and 302 nm corresponding to π→π* transitions of 
aromatic rings. These bands were seen at 257 and 287 
nm in the spectrum of [Ni(L)(PPh3)]. Other bands at 351 
and 367 nm in the spectrum of L are assigned to n→π* 
transitions of the C=N and C=S groups. These bands 
appear at 339 and 387 nm in the spectrum of 
[Ni(L)(PPh3)]. This can be interpreted that the metal atom 
is coordinated to the ligand via the azomethine nitrogen 
and sulfur atoms. In addition, the band attributed to the 

charge transfer transition (LMCT) was observed at 435 
nm in the spectrum of [Ni(L)(PPh3)] [27, 31, 32]. UV-Vis 
spectrum of [Ni(L)(PPh3)] is given in Figure S3. 

 

Crystal Structure Interpretation 
Crystallographic analysis results showed that 

[Ni(L)(PPh3)] crystallizes in the I2/c space group and as a 
monoclinic crystal system. The molecular structure of 
[Ni(L)(PPh3)] is shown in Figure 2. The asymmetric unit of 
the complex contains two crystallographically 
independent [Ni(L)(PPh3)] molecules with almost similar 
parameters. In the complex, bisthiocarbohydrazone (L) is 
coordinated to nickel(II) ion by using its phenolic O, 
azomethine N and thiolate S atoms and acted as a dibasic 
tridentate donor by forming six and five-membered rings 
with O2-Ni1-N4, O4-Ni2-N8 and N4-Ni1-S1, N8-Ni2-S2 
angles of 95.3(2)°, 94.8(2)° and 87.59(17)°, 87.81(17)°. 
These angles are similar to those observed in related 
Ni(II) complexes [30, 33, 34]. Fourth coordination site is 
completed by the phosphorus atom of PPh3 molecule 
and the variation in the bonding parameters indicates 
that there is a distorted square planar geometry around 
the nickel(II) ion. Ni1-S1 [2.139(3) Å], Ni2-S2 [2.135(3) Å], 
Ni1-O2 [1.843(4) Å], Ni2-O4 [1.844(4) Å], Ni1-N4 
[1.892(5) Å], Ni2-N8 [1.888(5) Å], Ni1-P1 [2.210(2) Å] and 
Ni2-P2 [2.228(2) Å] bond distances are within normal 
ranges and are in good agreement with those found in 
four-coordinate Ni(II) complexes containing 
triphenylphosphine [15, 35, 36]. C-S bond distances are 
1.737(6) Å and 1.748(6) Å, indicating that free 
bisthiocarbohydrazone (L) is bound to metal in the 
thiolate form [37]. Finally, the crystal structure of 
[Ni(L)(PPh3)] is stabilized by weak and moderately bound 
intramolecular and intermolecular hydrogen bonds 
(Table 3).  

 

 
Figure 2. The molecular structure of [Ni(L)(PPh3)] with 

hetero atom numbering scheme.   
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Table 1. Crystal data and structure refinement 
parameters for [Ni(L)(PPh3)].   

CCDC 2196021 
Empirical formula C33H27N4NiO2PS 
Formula weight 633.31 
Temperature (K) 298 
Crystal system Monoclinic 
Space group I2/c 

a (Å) 27.95(3) 
b (Å) 7.852(10) 
c (Å) 57.84(7) 
α (°) 90 
β (°) 102.08(5) 
γ (°) 90 

Volume (Å3) 12413(26) 
Z 16 

Crystal size (mm3) 0.707 × 0.14 × 0.062 
Wavelength (Å) 0.71073 

Dcalc (g.cm-3) 1.356 
µ (mm−1) 0.780 

F(000) 5248.0 
θ range for data collection (°) 2.88 to 49.998 

Index ranges -32≤h≤32, -9≤k≤9, -68≤l≤68 
Reflections collected 36995 

Independent reflections 10908 
Data/restraints/parameters 10908/0/759 

Goodness-of-fit on F2 (S) 0.909 
Final R indexes [I ≥ 2σ(I)] R1 = 0.0693, wR2 = 0.1255 
Final R indexes [all data] R1 = 0.1862, wR2 = 0.1539 

Largest diff. peak/hole (e.Å-3) 0.51/-0.53 
 

Table 2. The selected bond lengths (Å) and angles (°) of 
[Ni(L)(PPh3)].   
   Bond lengths (Å) Bond angles (°) 
Ni1—S1 2.139(3) S1—Ni1—O2 175.14(14) 
Ni2—S2 2.135(3) S2—Ni2—O4 173.26(13) 
Ni1—O2 1.843(4) N4—Ni1—P1 177.48(16) 
Ni2—O4 1.844(4) N8—Ni2—P2 176.25(15) 
Ni1—N4 1.892(5) O2—Ni1—P1 86.50(15) 
Ni2—N8 1.888(5) O4—Ni2—P2 86.72(14) 
Ni1—P1 2.210(2) O2—Ni1—N4 95.3(2) 
Ni2—P2 2.228(2) O4—Ni2—N8 94.8(2) 
N4—N3 1.415(6) S1—Ni1—P1 90.69(9) 
N8—N7 1.410(6) S2—Ni2—P2 91.03(10) 
N2—N1 1.351(6) S1—Ni1—N4 87.59(17) 
N6—N5 1.380(6) S2—Ni2—N8 87.81(17) 
C8—S1 1.737(6)   
C41-S2 1.748(6)   

 
Table 3. Geometric values for hydrogen bonds for 

[Ni(L)(PPh3)].   
D-H···A     D-H [Å] H···A [Å] D···A [Å] D-H···A [°] 

O1-H1···N1 0.820(4) 1.918(5) 2.634(7) 145.3(4) 

O3-H3A···N5 0.820(4) 1.924(5) 2.636(7) 144.6(3) 

N2-H2···S2 0.860(6) 2.700(3) 3.335(6) 131.8(4) 

N6-H6A···S1i 0.860(6) 2.784(3) 3.446(7) 135.0(4) 

O3-H3A···S2 0.820(4) 2.911(3) 3.616(5) 145.5(3) 

C35-H35···O3ii 0.931(7) 2.608(5) 3.507(9) 162.4(4) 

C53-H53···S2iii 0.930(8) 3.002(3) 3.820(9) 147.7(5) 

O1-H1···S1 0.820(4) 3.015(3) 3.723(6) 146.0(4) 

Symmetry codes: (i) +x, -1+y, +z; (ii) 1-x, +y, ½-z; (iii) +x, 1+y, +z.   

Antioxidant Properties 
The total antioxidant capacity of L and Ni(II) complex 

was determined using the CUPRAC method. When the 
TEAC values (Table 4) are examined, it is seen that the 
total antioxidant capacity of both L and Ni(II) complex is 
better than Trolox (TEACtrolox = 1). Also, L (TEAC =  3.54 ± 
0.719) exhibits higher activity than [Ni(L)(PPh3)] (TEAC = 
2.58 ± 0.107). The free radical scavenging activity (Table 
5) of [Ni(L)(PPh3)] is also lower than that of L, which is 
parallel with the antioxidant capacity results. The 
position and number of OH groups and the contribution 
of NH groups are factors that affect the antioxidant 
activity of thiocarbohydrazone [38, 39]. Therefore, we 
can say that the decrease in the number of OH and NH 
groups in L by complexation is the reason why the 
antioxidant activity of [Ni(L)(PPh3)] is lower than that of 
L. 

 
Table 4. The TEAC values of the compounds.   

Compounds  TEAC Correlation      coeff. 
(r) 

L 3.54 ± 0.719 0.9939 
[Ni(L)(PPh3)] 2.58 ± 0.107 0.9997 

TEACTrolox = 1.00. 

 
Table 5. % free radical scavenging activities of the 

compounds.   
Compounds Free Radical Scavenging Activity (%) 

L 77.84 ± 0.19 

[Ni(L)(PPh3)] 63.65 ± 3.28 

Trolox 82.33 ± 2.95 

 
Conclusion 

 
A new Ni(II) complex was synthesized from 1,5-

bis(salicylidene)thiocarbohydrazone (L) and [NiCl2(PPh3)2] 
and its structure was characterized by various 
spectroscopic methods and elemental analysis. The 
distorted square planar geometry around the nickel 
center with surrounding ONSP atoms was confirmed by 
single crystal crystallographic results. The X-ray 
diffraction analysis showed that L binds with nickel(II) ion 
in a tridentate mode through N atom of the azomethine, 
O atom of the hydroxyl group and S atom in [Ni(L)(PPh3)]. 
The fourth coordination was completed with a 
phosphorus atom of triphenylphosphine co-ligand. The 
examination of the antioxidant activities of L and its Ni(II) 
complex by various antioxidant assays (CUPRAC and 
DPPH methods) disclosed that L exhibited higher 
antioxidant capacity and free radical scavenging abilities 
compared to the Ni(II) complex. The antioxidant 
potential of phenolic compounds depends on the 
number and arrangement of the hydroxyl groups in the 
molecules of interest. Also, the presence of NH and SH 
groups contributes to antioxidant properties. So, we can 
say that the excess of OH and NH groups in L is the 
reason why L has higher antioxidant activity compared to 
Ni(II) complex. In conclusion, L and Ni(II) complex with 
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good antioxidant activity can be used for therapeutic 
purposes to eliminate radical oxygen species formed as a 
result of some metabolic diseases. 
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The determination of progesterone in pure and capsule form was accomplished in this work using new, simple 
and quick procedures by UV spectrophotometry, first-order derivative spectrophotometry and gas 
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Therefore, the methods are applicable to the measurement of progesterone in pharmaceutical formulations. 
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Introduction 
 

Steroid hormones, which are produced naturally in 
the gonads, placenta, and adrenal glands from 
cholesterol, are crucial for the regulation of many bodily 
processes. Low levels of them are found in the body, and 
alterations in them have been linked to conditions like 
diabetes, cancer, and even diabetes [1]. According to 
World Anti-Doping Agency standards [2-4], steroids are a 
crucial component of an athlete's biological passport. 
Therefore, it is thought that determining steroids 
accurately is a crucial task in order to avoid inaccurate 
results and investigate the mechanisms of diseases 
linked to steroid hormones. 

Progesterone (Fig. 1) is a steroid hormone that is 
produced from cholesterol [5]. Progestagens or 
gestagens are the collective names for progesterone and 
other progestational substances. Progestagens are 
medically prescribed for use as male and female 
contraceptives, indicating a risk to fertility when 
exposure is unintended or used for other purposes. 
Progesterone is produced during the synthesis of steroid 
hormones in both males and females, as well as serving 
as an early intermediate. Exogenous progesterone 
exposure results from medicinal usage (contraception, 
prevention of premature labor, menstrual problems), use 
of cosmetics and supplements, and exposure through 
environmental media. Progesterone is most frequently 
used therapeutically for dysfunctional uterine bleeding 
or amenorrhea, for contraception (either alone or in 
combination with other hormones, such as estradiol or 

mestranol in oral contraceptives), and for hormone 
replacement therapy in post-menopausal women [6,7]. 
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H
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O
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Figure 1. Structure of progesterone 

 
Progesterone is widely used in hormone therapy, 

hence a quick and accurate way to identify and measure 
it in pharmaceutical formulations is needed. GC-MS [8-
12] and HPLC [13-17] methods have all been described 
for progesterone in the literature. The analysis of 
progesterone in pharmaceutical formulations using UV 
spectrophotometry [18, 19] and derivative 
spectrophotometry [20] methods has been covered in a 
number of studies in the literature.  

The first-order derivative spectrophotometry (1D) 
method has not yet been covered in any articles in the 
literature. Spectrophotometric techniques are known for 
being quick, easy to use, and accessible, making them 
excellent for use in regular preparation analysis.  
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https://orcid.org/0000-0003-4969-8502
https://orcid.org/0000-0002-8574-7570
https://orcid.org/0000-0001-8673-6577
https://orcid.org/0000-0001-6590-7306


Yılmaz et al. / Cumhuriyet Sci. J., 44(3) (2023) 456-464 

457 

The use of flame ionization detection (FID) for 
progesterone determination together with simple, 
affordable, and reasonable analysis time were attempted 
to be demonstrated using the GC method.  

Therefore, the goal of this study was to ascertain 
whether sample pre-treatment was required for the UV, 
1D spectrophotometry and GC-FID methods to detect 
progesterone in pharmaceutical preparations. According 
to the International Conference on Harmonization's 
criteria, the developed methods were validated [21]. 
Statistics were used to compare the outcomes of 
developed and validated methods with two reference 
methods [18,19]. 
 
Materials and Methods 

 
Chemicals   
A progesterone reference standard with a purity of 

99.9% was generously given by Riedel De Haen. 
Methanol of the analytical grade was bought from Merck 
(Germany). Local Turkish suppliers provided the 
Progestan® soft capsule (Kocak Pharm. Ind., Turkey). It 
was said that each Progestan® soft capsule contained 
100 mg of progesterone and titanium dioxide as an 
excipient. 

 
Equipments 
It was carried out using a Thermospectronic double-

beam UV-Visible spectrophotometer (HEλIOSβ). 
Standard and sample solutions' UV and 1D spectra (N=6. 
∆λ=4.0 nm) between wavelength ranges of 200-300 nm.  

An Agilent 6890 N Network GC with a flame ionization 
detector, an Agilent 7683 series autosampler, an Agilent 
chemstation, and an HP-5 column with a 0.25 µm film 
thickness (30 m x 0.320 mm I.D.) was used to execute the 
GC-FID system. Temperatures for the injection and 
detector are 250 and 300 oC, respectively. A split 
injection of 2 µL was performed. Throughout the 
experiment, the flow rate of the carrier gas (N2) was held 
constant at 2 mL/min.  
 

Preparation of Standard Solutions 
For UV and 1D methods, a stock solution (100 µg/mL) 

of progesterone was made by dissolving 10 mg of it in 
100 mL of methanol. Daily working solutions (WS) 
containing 2, 4, 6, 8, 10 and 12 µg/mL of progesterone 
were prepared by methanol dilution of the stock 
solution. The WS was prepared each day through 
analysis. To conduct the study, solutions were moved to 
quartz cells. Before use, the stock solution was warmed 
to room temperature from its -20 oC storage location in a 
glass flask. Aliquots of progesterone standard solution 
were added to QC samples to develope final 
concentrations of 3, 7 and 11 µg/mL. 

For GC-FID method, progesterone stock standard 
solution was made in methanol at a concentration of 100 
µg/mL and kept at -20 °C for storage. Working standard 
solutions were developed from the stock solutions. For 

progesterone (n=6), a calibration graph was drawn in the 
range of 0.25, 0.5, 0.75, 1.25, 2.5, 5, 7.5, 10, 15, 20 and 
30 µg/mL. The stock solution was diluted with methanol 
for QC samples containing progesterone at 
concentrations of 1, 12.5 and 25 µg/mL. 
 

Data Analysis 
The Statistical Product and Service Solutions (SPSS) 

for Windows, version 15.0, was used for all statistical 
computations. Calculated P values of 0.05 or less were 
used to determine whether a correlation was statistically 
significant. 

 
Results and Discussion 

 

Development and Optimization of the Method 
Optimization of spectrophotometric conditions 
The experimental parameters, such as the solvent, 

the level of derivation, the wavelength range, and 
smoothing, were improved in order to construct sensitive 
UV and 1D spectrophotometric methods. UV and 1D 
spectrophotometry were used to evaluate the 200-300 
nm wavelength region, and this produced the best 
findings. Different solvent systems, including methanol, 
ethanol, water and acetonitrile were tested in this assay 
either singly or in varied ratios. 

The final choice was made because of methanol's 
sensitivity, interference, simplicity of fabrication, 
suitability for pharmaceuticals, content estimate, and 
cost, in that order. Due of its lack of toxicity, methanol 
was used in this study. In methanol at a concentration of 
2-12 μg/mL, progesterone's UV and 1D spectra are shown 
in Figs. 2 and 3, respectively. Any spectrum may be used 
to identify this substance. The greatest peak of 
progesterone's UV spectra was found to be at 240 nm. 
The 1D spectra of progesterone showed a high peak at 
231 nm and a low peak at 252 nm (Fig. 3). 

 

 
Figure 2. Spectra obtained from UV method 
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Figure 3. Spectra obtained from 1D method 

 
Optimization of chromatographic conditions 
Based on the chemical characteristics of 

progesterone, a method for measuring it was developed. 
Methanol was utilized as the diluent since progesterone 
is a polar molecule and methanol is a polar solvent. For 
the separation of this analyte, HP-5 capillary column used 
in the study.  

The boiling point served as the foundation for the GC-
FID parameters employed in the method development. 
The temperature of the detector and injection port were 
set at 250 and 300 oC, respectively. For the GC oven, 
various temperature regimens were examined. The 
optimal temperature program was chosen for a decent 
resolution at the conclusion of this experiment. The GC 
oven's temperature programs, which had a 12-minute 
run length, were as follows: beginning temperature 150 
°C, hold for 1.5 min; medium temperature 260 °C, hold 
for 5 min; ramp rate 50 °C/min; final temperature 270 °C, 
hold for 3.3 min; ramp rate 10 °C/min.  

A 44 mL per minute hydrogen flow was ensured by 
setting the head pressure. Split mode (20:1) was 
selected. Progesterone had a retention duration of 
almost 9.7 min and a well-defined peak. No additional 
method optimization was necessary. Fig. 4 displays a 
typical chromatogram produced using standard 
progesterone. 

 
Figure 4. GC-FID chromatograms of progesterone 

Validation of the Method 
ICH Q2B guidelines were followed while determining 

the validation parameters [21]. These criteria include 
specificity, linearity, precision, accuracy, recovery, limit 
of detection (LOD), limit of quantification (LOQ), 
ruggedness and stability.  
 

Specificity  
In this study, it was investigated the potential 

interferences of common excipients and additives. The 
control samples were prepared and examined. At the 
concentrations present in dosage forms, there is no 
evidence of any interference from these chemicals. The 
excipient employed in this formulation was one that the 
pharmaceutical industry employs most frequently. 
Arachite oil, lecithin, gelatin, glycerin, and titanium oxide 
are common tablet additives that may interfere with the 
method's specificity. These exceptions had no negative 
effects on the suggested methods. The procedure might 
be specific in accordance with the findings of the 
analysis.  
 

Linearity 
The working solutions were scanned at 200-300 nm 

against a similarly prepared blank in the UV and 1D 
spectrophotometry methods. Calibration curves were 
drawn using the 240 nm wavelength for UV and the 231 
and 252 nm wavelengths for the 1D method. Six analyses 
were performed at each concentration level in a six-level 
calibration series. The absorbance values were plotted vs 
progesterone concentrations for UV and 1D 
spectrophotometry method.  

For all calibration curves, UV and 1D methods 
demonstrated satisfactory linearity in the concentration 
range of 2-12 µg/mL. The least-square regression 
technique was used to obtain the regression equations 
(Table 1).   

Progesterone concentrations between 0.25 and 30 
µg/mL were tested for the GC-FID method to determine 
the linearity of peak area response vs concentration. The 
calibration curve's accuracy was evaluated using the 
correlation coefficient. The method's linearity was shown 
by the calibration equation which was derived from six 
repeat trials. All of the calibration curves' correlation 
coefficients were consistently higher than 0.99.  
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Table 1. Results of regression analysis of proposed methods 
Methods Range 

(µg/mL ) 
λ 

(nm) 
LRa R LOD 

(µg/mL) 
LOQ 

(µg/mL) 

UV 2-12 240 y=0.0536x+0.0002 0.9998 0.15 0.50 
1D 2-12 231 y=0.1362x+0.0014 0.9998 0.15 0.50 

2-12 252 y=0.1880x+0.0597 0.9996 0.15 0.50 
GC-FID 0.25-30 - y=1.8217x -1.239 0.9997 0.08 0.25 

λ: Wavelength, a Based on six calibration curves LR: Linear regressionequation, R: Coefficient of correlation  
 

Precision and accuracy  
Precision and accuracy both within and between days 

are used to describe repeatability. It was assessed using 
an examination of three different progesterone 
concentrations on three separate days. To assess the 
accuracy of these methods, six replicate determinations 
at three distinct concentrations (3, 7 and 11 µg/mL) were 
made using the UV method at 240 nm and the 1D 
spectrophotometry method at 231 and 252 nm. All 
samples were made from scratch. The acceptable RSD% 
values for the UV and 1D spectrophotometry methods 
were 2.98% and 3.76% (n=6), respectively, for the within-
day precision, and 3.13% and 4.27% (n=6), respectively, 
for the between-day precision (intermediate precision) 
(Table 2). According to Table 2, the accuracy of UV and 

1D spectrophotometry procedures yielded acceptable 
relative error (RE%) levels of 2.71 and 2.67 (n=6), 
respectively. 

The repeatability (within-day) and intermediate 
precision (between-day) of the GC-FID method were 
used to assess its level of precision.  Three separate 
concentrations which served as QC samples were 
examined six times. The concentrations were 1.0, 12.5 
and 25.0 µg/mL. Within-day precision's RSD value was 
1.56%, and between-day precision's value was 1.81%. 
Within-day and between-day accuracy biases (relative 
error-RE%) were 2.00% and 3.00%, respectively. Table 2 
provides a summary of these figures. The data gathered 
using the suggested methods showed that each method 
devised had a reasonable level of precision and accuracy. 

 
Table 2. Precision and accuracy of proposed methods (n=6) 

Method λ (nm) 
Added 

(µg/mL) 

Within-day Between-day 
Found±SD 

(µg/mL) 
Accuracy 

RE% 
Precision 

RSD% 
Found±SD 

(µg/mL) 
Accuracy 

RE% 
Precision 

RSD% 

UV 
Method 

A240 nm 
3.0 2.95±0.06 -1.67 1.93 3.04±0.07 1.33 2.14 
7.0 7.14±0.21 2.00 2.98 7.19±0.23 2.71 3.13 

11.0 10.88±0.17 -1.09 1.57 10.84±0.23 -1.45 2.10 

1D Method 

1D231 nm 
3.0 3.06±0.01 2.00 0.23 3.08±0.09 2.67 3.18 
7.0 7.10±0.14 1.43 1.93 7.13±0.21 1.86 2.93 

11.0 11.24±0.42 2.18 3.76 11.28±0.48 2.55 4.27 

1D252 nm 
3.0 3.06±0.05 2.00 1.57 3.07±0.09 2.33 2.77 
7.0 7.17±0.16 2.43 2.27 7.18±0.25 2.57 3.45 

11.0 11.20±0.22 1.82 1.97 11.23±0.34 2.09 3.04 

GC-FID  
1.0 1.02±0.01 2.00 1.28 1.03±0.02 3.00 1.65 

12.5 12.40±0.19 -0.80 1.56 12.30±0.22 -1.60 1.81 
25.0 24.90±0.22 -0.40 0.87 25.10±0.29 0.40 1.14 

 
Recovery 
The common addition methodology was used to 

verify the proposed spectrophotometry methods' 
accuracy. The 5.0 µg/mL concentration of capsule 
solution was mixed with the three different 
concentrations of pure sample solution (2.5, 7.5 and 12.5 
µg/mL) before being analyzed. The following equation 
was used to compute the analytical recovery of the assay 
samples with the added standard. 

Recovery % = [(Ct-Cu) / Ca] x 100 
Where Ct is the total amount of the analyte that was 

measured, Cu is the amount of the analyte in the 
formulation, and Ca is the amount of the pure analyte 
that was added to the formulation. Table 3 contains the 
findings of the commercial capsule analysis and the 
recovery investigation. The average percent recoveries 

were quantified as 100.3% for the UV method and 99.8% 
for the 1D method, confirming the methodologies' high 
degree of accuracy. There was no evidence of any 
interference from common excipients. 

Analytical recovery investigations were carried out by 
adding pre-analyzed samples of commercial dosage form 
to predetermined concentrations of pure medicines. The 
recovery was studied at three different concentration 
levels (4.0, 9.0 and 20.0 µg/mL). The accuracy of the GC-
FID method was evaluated, and the interference of 
formulation additives was investigated. By comparing the 
concentrations obtained from the spiked samples with 
the actual added concentrations, the percent analytical 
recovery values were computed. The results are listed in 
Table 3. 
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Table 3. Results of recovery studies by standard addition method (n=6) 
Method Amount taken 

(µg/mL) 
Amount added 

(µg/mL) 
Total amount found 

(µg/mL) 
(mean ±SD) 

Recovery±RSD (%) 
 

 
UV 

 
5.0 

2.5 7.55±0.10 100.60±1.33 
7.5 12.49±0.15 99.90±1.22 

12.5 17.25±0.28 98.60±1.64 
 

1D231 nm 
 

5.0 
2.5 7.49±0.11 99.90±1.51 
7.5 12.51±0.35 100.10±2.81 

12.5 17.48±0.13 99.90±0.75 
 

GC-FID 
 

1.0 
4.0 5.08±0.12 101.60±2.38  
9.0 9.92±0.19 99.20±1.94  

20.0 20.90±0.41 99.50±1.97   
 

LOD and LOQ 
The calibration standards were used to get the LOD 

and LOQ values for the indicated technique [22]. Table 1 
provides a summary of the findings. For both techniques 
of preparing standard progesterone solutions, the LOQ 
and LOD values were discovered to be 0.50 µg/mL and 
0.15 µg/mL, respectively. All RSD values were discovered 
to be less than 5%. 

Serial progesterone stock solution dilutions were 
used to analyze the LOD and LOQ values in the GC-FID 
method in order to achieve signal to noise ratios of 3:1 
for LOD and 10:1 for LOQ.  The LOD and LOQ values for 
the analyte were determined to be, respectively, 0.075 
and 0.25 µg/mL (Table 1). 

 

Ruggedness  
The same instruments and standard standard 

solutions were used in this study by a separate analyst to 
assess the concentration of progesterone (Table 4).  

 

Table 4. The results of analyses of progesterone by a 
different analyst (n=3) 

Method Added 
(µg/mL) 

Found (µg/mL) 
(Mean±SD) 

% 
Recovery 

% RSD 

 
UV 

4.0 
8.0 
12 

4.10±0.09 102.50 2.21 
7.92±0.17 99.20 2.17 

11.93±0.13 99.40 1.09 
 

1D231 nm 
4.0 
8.0 

12.0 

4.09±0.09 102.00 2.15 
8.01±0.12 100.10 1.53 

12.19±0.17 101.60 1.37 
 

GC-FID 
1.25 
5.0 

15.0 

1.26±0.02 100.80 1.83 
4.97±0.14 99.40 2.86 

14.93±0.13 99.50 0.89 

 
No statistically significant discrepancies between the 

operators were found in the results, indicating the 
ruggedness of the developed methods.  

       
Stability 
Progesterone solutions of 2.0, 4.0 and 10.0 µg/mL 

concentrations as well as stock solution were maintained 
in the refrigerator and at ambient temperature for four 
days to test the stability of progesterone standard 
solutions spectrophotometrically. The stability 
measurements were then performed. By comparing 
these measures to those of standards and expressing the 
results as a percentage deviation, the results were 
assessed. Progesterone solutions were stored for three 
days in the refrigerator and two days at room 
temperature to test their stability. Under either 
circumstance, a significant change in concentration was 
not discovered. Additionally, it was discovered that the 
stock solution remained stable for a week in the 
refrigerator.   

Stability experiments using the GC-FID method 
showed that the samples were stable at room 
temperature, 4 and -20 oC for 24 hours (short-term 
refrigeration) and for 72 hours (long-term refrigeration). 
These stability studies' findings fall within the 90-110% 
acceptable range (Table 5). 
 
 

 
Table 5. Stability of progesterone in solution (n=3) 

Stability (%) Room temperature stability Refrigeratory stability +4 °C Frozen stability - 20 °C 
(Recovery %±RSD) (Recovery %±RSD) (Recovery %±RSD) 

 
Method 

Added 
24 h 72 h 24 h 72 h 24 h 72 h (μg/mL) 

 
 2.0 99.5±3.1 101.3±4.0 99.4±3.1 101.2±4.0 97.4±4.2 101.2±3.9 

UV 4.0 101.4±3.0 99.2±3.5 98.2±4.2 98.2±3.2 101.2±2.9 98.6±4.1 
 10.0 98.4±3.0 98.6±2.1 101.3±2.6 99.6±3.8 102.3±1.7 101.4±2.1 
 2.0 99.8±2.9 101.2±3.0 99.6±3.4 100.4±3.0 98.2±3.5 100.3±3.3 

1D231 nm 4.0 100.1±2.8 99.6±3.1 99.2±3.9 98.9±2.3 99.4±3.4 99.4±1.6 
 10.0 101.3±1.8 102.3±2.1 101.4±2.7 99.8±2.6 99.5±2.4 99.6±2.4 
 5.0 99.9±1.4 101.3±1.2 99.8±2.2 100.3±2.1 99.4±2.2 99.3±2.2 

GC-FID 10.0 99.1±1.4 98.9±2.6 99.4±2.4 99.7±1.2 99.7±2.4 99.6±1.1 
 20.0 99.8±2.0 99.6±2.4 101.3±2.8 101.2±1.9 101.2±3.1 99.7±2.2 
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Procedure for Pharmaceutical Preparations 
Ten progesterone-containing capsules from 

Progestan were accurately weighed and finely ground. 
The precise weight of a powdered tablet containing 100 
mg of progesterone was combined with methanol, and 
the mixture was ultrasonically dissolved for 15 minutes 
at room temperature. The resulting solution was then 
diluted with methanol to attain the proper concentration 
before being filtered through a 0.45 µm nylon 25 mm 
filter (Figs. 5-7). 

 

 
  Figure 5. UV spectrum of Progestan® soft capsule 

solution (10 µg/mL) 
 

 
  Figure 6. 1D spectrum of Progestan® soft capsule 

solution (10 µg/mL). 
 

 
Figure 7. GC-FID chromatogram of progestan capsule 

solution (10 µg/mL). 

Comparison of the Methods 
Due to their speed and simplicity, UV and 1D 

spectrophotometry methods have been widely used in 
the QC analyses of pharmaceutical preparations. These 
methods don't call for the pricey equipment needed for 
chromatographic methods or the time-consuming 
sample preparation steps like filtration and degassing 
required for HPLC operations.  Derivative 
spectrophotometry methods can also be used to analyze 
a wide range of completed goods, with the benefit of 
resolving complex issues thanks to precise slope 
differentiation and producing a clean spectrum. 

The spectrophotometry method in the visible range 
used in pharmacopoeias for the quantitative 
determination of norgestrel and norethisterone tablets 
[22] and hydroxyprogesterone in injection solutions 
[13,22] is based on the creation of derivatives, typically 
through a reaction with isonicotinic acid hydrazide. As a 
result, the quantitative measurement of progestogen 
hormones in substances and pharmaceutical 
preparations is frequently carried out using 
spectrophotometric methods. One major flaw in this 
method is that it can only be used to establish the 
general composition of the main component and a few 
admixtures. With visible-range spectrophotometry, 
progesterone and hydroxyprogesterone capronate in oil 
solutions are especially simple to assess for progestogen 
hormones in various pharmaceutical preparations.  

This study uses UV and 1D spectrophotometry to 
quantify progesterone in capsules and in pure forms with 
minimal sample preparation. In this study, UV and 1D 
spectrophotometry methods were used to quickly, 
accurately and simply assess progesterone in 
pharmaceutical preparations. Progesterone's absorptivity 
in methanol was tested between 200 and 300 nm, and 
the UV method's "max value" (location of peak's 
maximum absorbance) was noted at 240 nm. A 
maximum peak and a low peak for the 1D technique were 
measured at 231 and 252 nm, respectively. Progesterone 
in capsules was determined using the developed 
spectrophotometric methods (Table 6). 
 
Table 6. Determination of progesterone in capsule (100 

mg progesterone/capsule) 

Commercial 
Preparations 
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Progestan® 
soft capsule 

 

UV 240 101.1±0.1 101.1 0.09 101.0-
101.2 

 
1D 

 
231 

 
99.7±0.5 

 
99.7 

 
0.53 

 
99.6-100.1 

 
GC-FID - 99.3±0.2 99.3 0.24 98.2-102.1 

 
In Figs. 5 and 6, respectively, the UV and 1D spectra 

obtained from Progestan® soft capsules are displayed. It 
was clear that the drug solution's maximum and 
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minimum wavelengths were identical to those of 
conventional solutions. Additionally, two reference 
methods from the literature [18,19] were statistically 
compared with the suggested UV and 1D 
spectrophotometry methods.  

Progesterone in capsules is analyzed using UV 
spectrophotometry and HPLC methods as one of the 
reference methods, and progesterone in commercial 
formulations is determined using HPLC and derivative 
spectrophotometry methods as the second reference 
method.  

Progesterone's absorptivity in methanol: water 
(80:20) was tested in the first reference method [18], and 
the max value (position of maximum absorbance of a 
peak) was noted at 254 nm. These groups also operated 
in the HPLC system C18 (250x/4.0 mm, I.D. 5 µm) column 
with methanol as the mobile phase. 

Progesterone had been measured using liquid 
chromatography and derivative spectrophotometry 
methods in both experimental micellar systems and 
commercial pharmaceutical formulations [19]. The 
spectrophotometric experiments had been carried out at 
240 nm employing direct UV spectra.  

The derivative values that were employed for 
quantitative calculations were determined as the 
difference between the heights of the first derivative 
spectra's maximum at 253.6 nm and minimum at 227.2 
nm. In addition, Pucci et al. [19] conducted liquid 
chromatography using the C8 (Res Elut, 150x/4.6 mm, I.D. 
5 µm) column, a mobile phase made up of 2-propanol 
and a pH 2.5, 30 mM phosphate buffer, flow rate of 1.5 
mL/min, and UV detection carried out at 254 nm.   

The proposed UV and 1D spectrophotometry methods 
were linear over the concentration range of 2-12 µg/mL.  
The LOD and LOQ for both methods were found to be 
0.15 and 0.50 µg/mL, respectively. For both of the 
suggested procedures, the RSD% values obtained from 
within-day and between-day testing of quality control 
samples ranged from 0.25% to 3.50%, suggesting high 
accuracy and precision. The average recovery value for 
progesterone in 100 mg capsule composites ranged from 
91.7 to 101.1%.  

The new UV and 1D spectrophotometry methods 
were used to analyze a pharmaceutical formulation that 
didn't need its samples to be separated or treated 
beforehand. Over the concentration ranges of 5-30 
µg/mL and 2-50 µg/mL, respectively, the first and second 
reference techniques had been confirmed to be linear. 
The average recovery values in the first and second 
reference methods were 98.6-100.8% (for capsules) and 
98.4-101.7% (for oily injection, capsules, and alcoholic 
intramuscular solution), respectively. The RSD% values 
ranged from 0.1-0.4% and from 0.3-1.1%, respectively. 
The second reference method's LOQ and LOD values 
were discovered to be 2.0 µg/mL and 1.5 µg/mL, 
respectively.  

With a 95% confidence level and five degrees of 
freedom, the findings were statistically compared using 
the Student's t-test (for accuracy) and variance F-test (for 
precision) with reference methodology [18,19]. The 
outcomes demonstrated that there was no appreciable 
difference between the suggested and reference 
methods for P-values greater than P=0.05 (Table 7).   

 
Table 7. Statistical comparison (Student t-test and F-test) of two reference methods with proposed methods 

 Method n X RSD (%) Std. Error 
Mean 

t-values P-Values 

 
First 

comparison 

Proposed UV 
method 

10 101.1 0.09 1.29  
2.15 

 
0.098 

First reference 
method 

10 97.9 1.66 0.96 

 
Second 

comparison 

Proposed UV 
method 

10 101.1 0.09 1.29  
0.02 

 
0.988 

Second reference 
method 

10 101.3 1.71 0.99 

 
First 

comparison 

Proposed 1D method 10 99.7 0.53 1.39  
2.17 

 
0.098 First reference 

method 
10 101.9 1.67 0.99 

 
Second 

comparison 

Proposed 1D method 10 99.7 0.53 1.39  
0.02 

 
0.998 Second reference 

method 
10 101.7 1.81 0.99 

 
 

Third  
comparison 

Proposed UV 
method 

10 101.1 0.09 1.29          
         
           Fc=1.43 

 Ft=3.29 
Proposed 1D method 10 99.7 0.53 1.39 

Proposed GC-FID 
method 

10 99.3 0.24 0.08 

             n:Number of determination,  X: Mean, RSD: Relative standard deviation,  tc: Calculated t values, Ho: Hypothesis: No statically 
significant difference exists between two methods tt> tc; Ho hypothesis in accepted (α=0.05), Fc: Calculated F values, Ft:   Tabulated F 
values, Ho: Hypothesis: no statitically significant difference exists between methods Ft> Fc;        Ho hypothesis in accepted (α=0.05)  
 

Additionally, the recently proposed methods for 
measuring progesterone in capsules were contrasted 
with existing spectrophotometric methods. Methods 

were discovered to have benefits like great performance 
(RSD <2% for pure samples and dose form) and quick 
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reaction. As a result, it can be used in place of the 
current procedures.  

Additionally, to our knowledge, there isn't a 
published GC-FID method for determining progesterone 
levels in pharmaceutical preparations. In order to 
determine progesterone in pharmaceutical preparations 
without the need for sample pre-treatment, we needed 
to design a new GC-FID method. The suggested 
techniques are also extremely efficient for measuring 
progesterone in pharmaceutical preparations. Recovery 
studies utilizing the conventional addition method were 
presented to demonstrate the viability of the suggested 
procedures. To do this, designed tablets were spiked 
with a known quantity of a reference medication, and 
the nominal value of the drug was calculated using the 
suggested approach.  
 
       Conclusions 

 
Using newly developed and validated UV, 1D 

spectrophotometry and GC-FID methods that were 
simple, rapid, dependable, specific, accurate, and 
precise, progesterone in pharmaceutical formulations 
was found in the current investigation. Progesterone in 
its pure form and in its formulation can be routinely 
analysed using the suggested procedures without 
separation or interference. They can be used for 
dissolution or related research as well. The use of UV and 
1D spectrophotometry techniques, on the other hand, 
can be advantageous for routine examination of 
formulations and raw materials as well as sample 
analysis during accelerated stability tests. 
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Heat-cured polymethyl methacrylate is (PMMA) is the most common denture base material and some 
mechanical properties such as flexural strength and impact resistance etc. may lead to fail, besides its excellent 
properties. Polypropylene (PP) hernia mesh is a commercially available medical textile used in surgical repair of 
different types of hernia. It was aimed to investigate the effect of two different knitting patterns of PP meshes 
on the flexural properties of the PMMA denture base resin when they are used as reinforcement and compare 
with glass fiber mesh reinforced and no mesh used resins. Knitting patterns of the PP mesh structures were 
hexagonal honeycomb pattern and square pattern and these were used as single or double layer as 
reinforcement. 6 groups were established in the study: control group with no mesh and 5 reinforced groups 
with meshes (glass fiber mesh, single layer honeycomb patterned PP mesh, double layer honeycomb 
patterned PP mesh, single layer square patterned PP mesh, double layer square patterned PP mesh). A total of 
60 samples with the dimensions of 65x10x3 mm, n=10 in each group were fabricated. The flexural strength, 
maximum deformation, and flexural modulus were determined by three-point bending test. Fracture surfaces 
were evaluated by scanning electron microscopy. The obtained data were statistically analyzed by two-way 
ANOVA test with Bonferroni corrections. The single layer square patterned PP mesh group exhibited the 
highest (76.67 ± 7.64 MPa), and the control group showed the lowest (63.49 ± 7.18 MPa) flexural strength 
values. The single layer glass fiber mesh group showed the highest (7.13 ± 0.55 mm) and the control group 
showed the lowest (4.72 ± 0.81 mm) maximum deformation values. The single layer glass fiber mesh group 
exhibited the highest (2131.87 ± 205.76 MPa), and the control group exhibited the lowest (1582.26 ± 98.63 
MPa) flexural modulus values. Significant increase in flexural strength was observed in all polypropylene mesh-
reinforced groups compared to the control group except double layer honeycomb patterned PP mesh group (p 
< 0.05). Using PP fiber mesh for reinforcement provide a very favorable aesthetic view and PP fiber mesh is 
concluded to be a promising material for reinforcement of heat-cured PMMA denture base resins. 

 
Keywords: PMMA denture base resin, Glass fiber mesh, Polypropylene hernia mesh, Reinforcement, Flexural 
strength 
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Introduction 
 

The most commonly used denture base material for 
production of removable dentures is heat cured 
polymethyl methacrylate (PMMA) acrylic resin [1]. Due 
to its favorable properties such as biocompatibility, 
superior aesthetic view, low water sorption, ease of 
modification, capability of being repaired, and ease and 
simplicity in processing achieved a great success in 
clinical dentistry [2]. Despite these favorable properties, 
the weakness of PMMA in mechanical properties like low 
flexural strength (FS), low impact strength (IS) and low 
surface hardness reduces the clinical longevity of the 
prosthesis which may end up with patient dissatisfaction 
[3]. Although the reasons of failure with fracture are well 
known, acrylic resin fracture is still an unavoidable 
problem in removable prosthodontics. Reinforcement 
with additives, copolymerization, improved cross-linking, 
and plasticization of acrylic resin are some of the 
strategies applied to overcome this challenge [4].  

However, resin substrates with low mechanical 
strength are susceptible to deformation and impact 
during the chewing process [5,6]. Therefore, reinforcing 
materials enhancing the mechanical properties of 
complete dentures are required. Currently, metal 
frameworks are primarily used in clinical practice as 
reinforcements to improve the fracture resistance, 
volume stability, and precision of complete dentures [5]. 
However, metal frameworks are comparably heavier 
because of their high densities and also they are less 
favorable due to more complicated fabrication processes 
than resins. Beyond these, metal frameworks are made 
of alloys which may cause hypersensitivity [7]. Using 
metal wires or plates as reinforcement within the 
denture base resin is the most common method for 
enhancing the mechanical strength. However, adhesion 
of the resin to the metal framework is low due weak 
bonding and also exhibit poor aesthetic properties. 
Nanoparticles or various fiber reinforcements, such as 

http://xxx.cumhuriyet.edu.tr/
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carbon and glass fibers, plyometric polyamide, and ultra-
high molecular- weight polyethylene were reported to be 
used in reinforcing PMMA based denture bases [8-11]. 

Glass fiber is one of the materials used as 
reinforcement in dentistry. Because of its ductility that 
allows the material to be bent without fracture, 
researchers have focused on using glass fiber instead of 
metal frame to enhance the fracture resistance of 
dentures [10,12-16]. A complete denture fabricated 
using glass fiber frame has a shorter fabrication time, 
lighter in weight and exhibit better aesthetic properties 
compared to using a metal frame. However, only a few 
experimental and clinical studies have focused on 
enhancing the mechanical properties of complete 
dentures reinforced with glass fiber mesh. In particular, 
the fatigue resistance and long-term prognosis of glass 
fiber mesh reinforced complete dentures have been 
rarely studied [5]. Orthopedic casting tape (OCT) which is 
basically formed by a mesh made from glass fibers and a 
self curing resin surrounding the mesh, has been used for 
fracture management of long bones and provides 
excellent outcomes of immobilization and rigid support 
in the field of orthopedics. However, their potential in 
denture reinforcement still needs to be investigated [1]. 
From the available indexed literature, it was observed 
that inadequate data is available about the mechanical 
properties of complete dentures reinforced using glass-
fiber mesh. Also, the using OCT as reinforcement of 
PMMA acrylic resin denture bases is a novel approach to 
enhance the mechanical strength of complete dentures. 
Therefore, it is hypothesized that PMMA acrylic resin 
denture bases reinforced with glass-fiber mesh and OCT 
can exhibit better fracture loads when compared with 
the PMMA dentures bases without reinforcement [1]. 

Poly propylene (PP) fiber is an important member of 
family of synthetic fibers. It possesses good mechanical 
and chemical properties such as high-level resilience, 
elasticity, and tensile strength, durable in acid and similar 
medium, low density (0.91 g/cm3) and low cost. Due to 
all of these advantageous features, polypropylene fiber is 
a suitable candidate for PMMA-based resin 
reinforcement [17-19]. Polypropylene fibers are available 
in various forms in the medical market. PP mesh is one of 
these products; it is a surgical mesh commonly used to 
repair different types of hernia [19,20]. 

The aim of this study is to evaluate the effect of 
addition of single- or double-layer polypropylene hernia 
meshes with two different patterns on the flexural 
properties of the heat-cured acrylic resin. Since the 
meshes used in this study were readily available medical 
textiles, they were not subjected to any surface 
treatment in order to compare the solely effect of the PP 
mesh on flexural properties. 

 
Materials and Methods 
 

Heat-cured PMMA denture base resin 
(Meliodent, Kulzer GmbH, Frankfurt, Germany) was used. 
Two different PP meshes; one of the mesh PP-4A (4A 

Medical, Ankara, Turkey) which was honeycomb 
patterned (Figure 1A), and the other one PP-Supro 
(Supro Mesh, Klas Medical, Istanbul, Turkey) which was 
square patterned (Figure 1B), were used. The PP meshes 
were obtained in sterile package that is produced for 
surgical operations. Delta Plus orthopedic cast (Delta Lite 
Plus, BSN Medical GmbH, Frankfurt, Germany) was 
obtained in sealed package and washed with ethanol to 
get rid of the curing resin initiated by air contact. 
Cleansing with alcohol procedure is as follows, material 
was cut in dimensions suitable to fit in the mold, 
immersed in excess amount of ethanol (96% v/v), swung 
with gentle movements periodically within first two 
hours and kept in for 24 hours, washed with fresh 
ethanol and dried prior to use. 
 

 

 
Figure 1. Two different patterned hernia meshes; (A) 

Honeycomb patterned PP-4A; (B) Square patterned 
PP-Supro 

 
A total of 6 groups were established in the study: control 

group and 5 reinforced groups with different meshes. Mesh 
reinforced groups were, single layer PP-4A group (4A1), two 
layers PP-4A group (4A2), single layer PP-Supro group (SP1), 
two layers PP-Supro group (SP2) and single layer Delta - Lite 
Plus glass fiber mesh washed with ethanol (DPA). 
      PMMA resin was fabricated as reported before [19]. 
Briefly, ideal powder-liquid mixing ratio was used as 25 g 
powder and 10 ml liquid and complete wetting was observed. 
Acrylic paste was cast using a mold made of chromium 
designed with the dimensions of 65x150x3 mm. Then, the 
mold was pressed in the hydraulic press device (GLS, Gulersan 
Lubrication Equipment Industry and Trade Co. Ltd., İstanbul, 
Turkey) for 5 minutes and the excess acrylic was removed. 
Then, the polymerization was completed by making 
temperature and time adjustments in accordance with the 
manufacturer's instructions. Three point bending test 
specimens were cut in 65x10x3 mm dimensions using a laser 
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cutting machine (LazerFix Laser Technology, Konya, Turkey) in 
order to match dimensions described in ISO 178 standard. All 
specimens were stored in distilled water for 24 hours. In this 
way, residual monomers were removed. 

Flexural properties of the control and mesh 
reinforced groups were determined by three point 
bending test in accordance with ISO 178 standard. A 
representative image of the test specimens before and 
after three-point bending test and tensile test was shown 
in Figure 2. Three point bending tests were performed on 
a total of 60 samples in 6 groups and n=10 samples for 
each group using a universal testing machine (Autograph 
AGS-X, Shimadzu, Japan) at a compression rate of 3 
mm/min cross head speed. Samples placed between the 
shoulders having a gap of 50 mm. All tests were carried 
out at room temperature. 

 
 

 
Figure 2. Representative image of the test specimens 

before and after three point bending test 
 

Results and Discussion 
 

The basis of using PP fiber mesh for reinforcement of the 
PMMA resin was the unique properties of PP such as low 
density, resistance to corrosion, high mechanical stability, 
moisture repellence, resilience and elasticity [21,22]. In this 
study, three different mesh reinforcements were set in five 
groups: woven glass fiber mesh group, two PP mesh groups 
based on mesh pattern and number of layers used, and two 
PP mesh groups based on another mesh pattern and number 
of layers used, within the heat polymerized PMMA resin. A 
control group, PMMA resin with no fiber mesh additive was 
used for the comparisons with each mesh-reinforced group. 
Flexural loading is an important parameter for dental 
prosthetic materials as it mimics the conditions they are 
exposed to in the oral environment [17,23]. Three-point 
bending test was used to measure the flexural properties of 
the prepared acrylic samples. For this purpose, specimens 

were cut into 65x10x3 mm dimensions and kept in distilled 
water from fabrication to testing period in order to avoid 
potential reduction in flexural strength that is previously 
reported [13,24]. 
 
Three Point Bending Test 

Test results for between subject effects obtained by one-
way ANOVA analysis of three point bending test results for 
three flexural properties as flexural strength (MPa), maximum 
deformation (mm) and flexural modulus (MPa) are 
summarized on Table 1. Mean with standard deviations and 
scoring on significance of the tested variables obtained by 
comparisons of three point bending test results are presented 
as Table 1 (in group comparison). Test results obtained by 
three-point testing were plotted and presented in Figure 3. 
According to the test results, any type of mesh use for 
reinforcement exhibited a significant change in all flexural 
properties of the (p<0.001). 
 
Table 1. Mean and standard deviations for three flexural 

properties and their significance obtained by three 
point bending test 

Groups Flexural strength 
(MPa) 

Mean ± SD 

Maximum 
deformation 

(mm) 
Mean ± SD 

Flexural  
Modulus 

 (MPa) 
Mean ± SD 

Control 63.49±7.18c 4.72±0.81y 1582.26±98.63β  

DPA 67.71±2.93bc 7.13±0.55x 2131.87±205.76α 

4A1 72.48±6.57ab 6.57±0.65x 2054.50±97.07α 

4A2 70.72±7.71abc 6.36±1.25x 2045.72±76.70α 

SP1 76.67±7.64a 7.04±1.12x 2051.59±91.29α 

SP2 74.64±4.57ab 6.62±0.68x 2105.56±62.21α 

a,b,c: Comparison of flexural strength values between 
groups; x,y: Comparison of maximum deformation values 
between groups; α,β: Comparison of flexural modulus 
values between groups. Values with different superscript 
letters indicate significant differences. 
 

   It is evident by the results presented on Table 1 that a 
significant increase in flexural strength was achieved for 
single-layer polypropylene-Supro group (SP1) which 
exhibited the highest (76.67 ± 7.64 MPa) flexural strength, 
while the control group exhibited the lowest (63.49 ± 7.18 
MPa). Compared to the control group, significantly higher 
flexural strength was observed in all polypropylene mesh 
reinforced groups except the 4A2 group (p < 0.05). 
Although, a slight decrease in average flexural strength 
values was observed for double layer PP mesh usage, it did 
not reveal significance (p > 0.05). DPA glass fiber mesh 
group did not show a significant difference in flexural 
strength compared to control. The reason for this behavior 
was concluded to be the poor adhesion of PMMA matrix on 
to glass fibers together with the void spaces between the 
fibers forming the bundle. 
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Figure 3. Flexural properties of samples obtained by 

three point bending test 
 

As a result, this void space may lead the PMMA 
matrix to form a weak point where fracture starts and 
propagate from. The knitting pattern of the PP mesh did 
not exhibit significant difference on flexural strength 
where the average values of the square patterned SP1 

and SP2 PP mesh groups were greater than 4A1 and 4A2 
PP mesh groups. 

All of the mesh reinforcements resulted with a 
significant increase in maximum deformation of the 
test specimens (p < 0.05). The single-layer DPA glass 
fiber mesh group showed the highest (7.13 ± 0.55 mm) 
maximum deformation, while the control group 
showed the lowest (4.72 ± 0.81 mm) maximum 
deformation. All of the mesh-reinforced groups did 
not exhibit a significant difference comparing their 
maximum deformation values in between (p > 0.05). 
PMMA resin showed a brittle fracture character, and a 
more ductile fracture was observed by using any type 
of mesh reinforcement. 

Using any type of fiber mesh for reinforcement 
resulted with a significant increase in flexural modulus 
values (p < 0.05), but these mesh reinforcements did 
not exhibit a significant difference comparing each 
other. The single-layer DPA glass fiber mesh group 
exhibited the highest (2131.87 ± 205.76 MPa) flexural 
modulus values, while the control group exhibited the 
lowest (1582.26 ± 98.63 MPa) flexural modulus values. 
Significantly higher flexural modulus values were 
obtained in all mesh reinforced groups than the 
control group. 

 
SEM Analysis 
SEM images of the fracture surfaces were obtained 

from test specimens that were used for thee point 
bending tests, and presented in Figure 4 with two 
different magnifications (100X and 1000X). A brittle 
fracture was observed for the control group and 
fracture patterns in the form of a river lines were 
formed in the direction almost parallel to the force 
applied (Figure 4A1 and 4A2). The length of these lines 
was in the range of 10 µm to 40 µm long and these 
river line patterns were mainly located close to the 
surface where the force applied and lying along the 
mid part of the specimen. Fisheye patterns which 
were formed as a result of the tensile forces occurred 
perpendicular to the direction of the force applied, 
were observed to be distributed around mid to 
bottom part of the specimens. Brittle fracture created 
a rough fracture surface. 

The SEM image of the DPA glass fiber mesh 
confirmed that alcohol washing was successful in 
removing the self-curing resin surmounting the glass 
fiber mesh, and clear and separate glass fiber bundles 
can easily be recognized (Figure 4B1). Although a 
brittle fracture was also exhibited by these samples, 
the fiber mesh structure provided a more ductile 
fracture to the PMMA resin. The void space between 
the glass fibers, which form the knitted mesh and 
could not be filled with PMMA during pack and press 
process, may be the reason for comparatively lower 
flexural strength exhibited by DPA mesh 
reinforcement compared to PP mesh reinforced 
groups. 
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Figure 4. SEM images of the samples from test groups: (A) Control, (B) DPA, (C) 4A1, (D) 4A2, (E) SP1, (F) SP2 - with 

different magnifications: (1) 100×, (2) 1000× 
 

The SEM images of the 4A1 group revealed that the 
PMMA matrix tightly fit with the PP fibers, and the 
minimal void spaces observed around the fibers were 
formed by the plastic deformation of the PP fibers 
during the mechanical test or during the separation of 
the fractured fragments for SEM sample preparation. 
Fisheye patterns were observed in the middle and 
lower parts of the fracture. Smooth and clean stripping 
of the fibers that belong to the mesh structure 
demonstrated the poor adhesion of the PMMA matrix 
on to the fibers (Figure C1). 

Although double layer PP mesh was used in both 
4A2 and SP2 groups, it was observed that the PMMA 
matrix filled the gaps between PP fibers tightly (Figure 
D1 and F1). These images also demonstrated that hills 
and plateaus formed along the borders of the fiber 
layers during fracture. This behavior was observed only 
with the double PP mesh layered PMMA resins, that can 
be associated with the weaker spots formed during 
filling of the voids by PMMA during pack and press 
process. Both of these double PP mesh layered samples 
were fractured from the borders of the knots of the 
fibers and these knots forms the weak spots for 
fracture. It was concluded that using multiple PP mesh 
layers are better be used with a suitable distance 
between them to avoid the formation of weak spots. 
 

 
Conclusions 
 

In this study, it was aimed to investigate the potential use 
of single or double layered PP hernia meshes with two 
different knitting patterns as reinforcement for heat-cured 
PMMA denture base resins by comparing them with glass 
fiber mesh reinforcement and no-mesh used control. Single 
layer square knitting patterned PP mesh reinforced resin 
exhibited the highest flexural strength, while DPA glass fiber 
mesh reinforced resin exhibited the highest maximum 
deformation and flexural modulus. Using any type of PP mesh 
except double layer honeycomb knitting patterned PP mesh 
reinforced group provided a significant increase in flexural 
strength of the PMMA resin. In this study, each kind of 
reinforcement was used without any surface treatment for 
enhancement of fiber-matrix adhesion, since surface 
treatment is an another parameter that is also dependent to 
multiple variables. Further enhancement in fiber-matrix 
adhesion can be achieved by using the methods for surface 
modification of the fibers. From the aesthetic point of view, it 
was evident that using PP fibers for reinforcement provide a 
very favorable view even for double layer usage, PP fiber 
mesh is a promising material for reinforcement of heat-cured 
PMMA denture base resins. 
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Vitamin C, an antioxidant, is abundant in oranges (Citrus sinensis (L.) Osbeck), which are consumed worldwide. 
It has treated constipation, diarrhea, upper respiratory illnesses, obesity, menstruation issues, hypertension, 
and stress. Traditional medicine worldwide uses myrtle (Myrtus communis L.). Clinical and experimental 
studies show that the plant has a wide range of pharmacological and therapeutic activities, including 
antioxidant, anticancer, antidiabetic, antibacterial, antifungal, antiviral, pulmonary and skin diseases, 
dysentery, vomiting, rheumatism, sinusitis, leucorrhoea, and hair loss control. These plants contain flavonoids, 
terpenes, steroids, fatty acids, carbohydrates, volatile chemicals, carotenoids, and nutritional components. 
Plant antioxidants have gained popularity due to their health benefits. Many studies focused on medicinal 
organic antioxidants. The main goal of this research was to investigate the volatile components and 
antioxidant capacities of the essential oils of myrtle and orange, both of which are commonly utilized for 
medicinal purposes in the Adana region. Myrtle and orange extracts demonstrated substantial antioxidant 
properties when tested with the 2,2-diphenyl-1-picrylhydrazyl (DPPH) assay, a test based on the scavenging of 
the DPPH radical. It has been revealed that myrtle essential oil has a higher capacity in terms of antioxidant 
activity than orange essential oil. 
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Introduction 
 

Plants have traditionally been a valuable source of 
sustenance and medicinal value in treating a wide range 
of human diseases. Recent investigations on the 
phytochemistry of medicinal plants have shown the 
efficacy of traditional remedies. Plants have long been 
used to treat a variety of illnesses and infections [1]. 
Natural products are a great source of molecules for 
medication development since they contain a wider 
range of size structures than synthetic ones. The 
discovery of new medicines will continue to rely heavily 
on natural products, which have historically been 
important sources of bioactive chemicals [2]. 

Only 10% of the plant kingdom has essential oils, 
which are pungent volatile chemicals. Because of their 
general safety, widespread consumer acceptability, and 
potential for several uses, essential oils, and their 
constituent parts can be very promising biological agents. 
Brittle secretory structures in plants, such as glands, 
secretory hairs, secretory ducts, secretory cavities, or 
resin ducts, are stored. Essential oils are intricate 
concoctions made up of numerous different 
components. They come from terpenes and their 
oxygenated compounds chemically. Essential oils are 
found in many families such as Lamiaceae, Rutaceae, and 
Myrtaceae [3, 4]. 

The family Rutaceae includes the genus Citrus, with 
an output of over 123 million tons per year in 2010, this 
genus is the most significant fruit tree crop in the entire 
planet. Asia is the original home of C. sinensis, which is 
now found across the Pacific and warm regions of the 
globe. C. sinensis is a flowering evergreen tree. Orange 
trees often reach a height of 9 to 10 m, and their 
branches have thick spines. Citrus limon (lemon), C. 
medica L. (citron), C. x aurantium L. (sour orange), C. 
paradisi Macfad. (grapefruit), C. reticulata Blanco 
(mandarin, tangerine), C. clementina (clementine), and C. 
sinensis (sweet orange) are useful plants in the genus. C. 
sinensis is widely consumed across the world as a top 
source of vitamin C, a potent natural antioxidant that 
strengthens the immune system. Traditional treatments 
for ailments such as colic, constipation, cramps, diarrhea, 
tuberculosis, bronchitis, cough, cold, menstrual 
disorders, obesity, angina, hypertension, anxiety, 
depression, and stress all involve the use of Citrus 
species. The secondary metabolites found in abundance 
in C. sinensis contribute to the pharmacological effects 
attributed to this plant. Flavonoids, steroids, alkanes, 
hydroxy amides and fatty acids, peptides, coumarins, 
carbohydrates, carbamates and alkylamines, volatile 
compounds, carotenoids, and nutritional components 
like potassium, calcium, magnesium, and sodium have all 
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been found in fruits, peel, leaves, juice, and roots of C. 
sinensis [2, 5, 6]. 

The evergreen plant known as myrtle (Myrtus communis) 
is a member of the Myrtaceae family. This family of naturally 
occurring, up to 5 m tall, evergreen shrubs or small trees 
includes the genus, Myrtus. It naturally grows throughout the 
Mediterranean region and has been used for centuries as a 
spice, food, and medicine. Although clinical and experimental 
studies suggest it has a wider range of pharmacological and 
therapeutic effects, including antioxidative, anticancer, anti-
diabetic, antiviral, antibacterial, antifungal, hepatoprotective, 
and neuroprotective activity, the herb is traditionally used to 
treat disorders like peptic ulcer, diarrhea, inflammation, 
hemorrhoid, pulmonary and skin diseases, vomiting, 
dysentery, rheumatism, sinusitis, leucorrhoea and cosmetic 
purposes like hair loss control. Among the substances 
thought to be the primary biologically active components are 
myrtucommulone, semimyrtucommulone, polyphenols, α-
pinene, 1,8-cineole, myrtenyl acetate, linalool, limonene, and 
α-terpinolene [4, 7-9]. 

In this study, it was aimed to evaluate the volatile 
components and antioxidant capacities of essential oils of 
myrtle and orange that are frequently used therapeutically in 
Adana region. Terpene and essential oil content of C. sinensis 
and M. communis essential oils were analyzed qualitatively by 
their phytochemical reactions, and their antioxidant activity 
capacities were analyzed and compared with the 2,2-
diphenyl-1-picrylhydrazine (DPPH) method. 
 
Materials and Methods 
 

Chemicals 
2,2-diphenyl-1-picrylhydrazine (DPPH), ascorbic 

acid (AA, as a positive control), and ferric chloride 
were purchased from Sigma-Aldrich (USA). We used 
methanol (MeOH, as a solvent and negative control), 
chloroform, ferric chloride, and sulfuric acid from Merck 
(Germany). Every chemical was analytic reagent grade. 
 

Essential Oil Samples 
Orange essential oil (C. sinensis) and myrtle 

essential oil (M. communis) were acquired from 
Adana, Türkiye, a local market for use in this study. All 
samples of essential oils were verified and stored in 
the Analytical Chemistry Laboratory of the Faculty of 
Pharmacy, Cukurova University in Türkiye. 
 

Extract Screening for Bioactive Agent 
Following are some key constituents of the plants’ 

essential oil samples that were subjected to 
phytochemical screening utilizing their respective 
qualitative methods descriptions [10, 11]. 
 

Test for Terpenoids 
To dissolve the 2 mL of the plants' essential oil 

samples, 2 mL of chloroform was employed, and the 
mixture was then allowed to dry. After heating for 
approximately 2 minutes, another 2 mL of 

concentrated sulfuric acid was added. After adding, 
the sulfuric acid was heated for about 2 minutes. 
Terpenoids were evident because of the 
development of a greenish color [10]. 
 

Test for Essential Oils 
A little amount of the extracts was dissolved in 

90% alcohol, and two drops of FeCl3 were added. 
There was a greenish color that also suggested the 
presence of essential oils [11]. 
 

DPPH Assay 
An assay for free radical scavenging activity uses 

1,1-diphenyl-2-picrylhydrazine (DPPH radical). The 
decrease in the stable free radical DPPH's absorbance 
at 517 nm can be used to assess the scavenging 
capacity of natural compounds. Scavenger combines 
with the purple free radical to produce the colorless 
product DPPH. A 0.1 M stock solution of DPPH in 
methanol was prepared. To prevent deterioration, 
this solution is stored in the refrigerator wrapped in 
foil. By adapting the methods of Brand-Williams et al. 
(1995) [12], and Blois (1958) [13], the DPPH test of 
the essential oil samples was investigated (2019). The 
essential oil samples were diluted with MeOH in 
twelve stages. A 96-well plate was loaded with 120 
μL of the diluted essential oil samples and AA. To 
start the reaction, 40 μL of 0.1 M DPPH in MeOH was 
added. A UV spectrophotometer was used to test the 
reaction mixture's absorbance at 517 nm after it had 
stood at room temperature for 45 minutes (Thermo 
Scientific, Multiskan Sky Microplate 
Spectrophotometer, Waltham, MA, USA). The mean 
expression was calculated using three observations 
of the data. From the drop in absorbance, the % 
DPPH radical scavenging activity of samples and 
standards was determined. It was determined what 
percentage of DPPH was removed ((AControl 
ASample)/AControl) x 100). The value of the half-maximal 
inhibitory concentration (IC50) is then determined. 
The values of effective concentration (EC50), 
antiradical power (ARP), and ascorbic acid equivalent 
antioxidant capacity (AEAC) were determined using 
the IC50, respectively [14-18]. 
 

Statistical Analysis 
The mean and standard deviation (mean ± SD) of 

the IC50 was used to express all data. The data were 
compared using a one-way ANOVA analysis, and all 
tests were deemed statistically significant at p < 0.05. 
 
Results 
 

Test for Phytochemical Screening 
This test was carried out to determine the volatile 

compounds found in essential oils of myrtle and orange 
and whether they contain terpenes. Results of 
phytochemical screening tests on Citrus sinensis and 
Myrtus communis samples showed in Table 1. The results 
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show that the essential oils tested contain terpene and 
volatile substances. 

 
Table 1. Phytochemical study of samples.  

Terpenoids Essential oil 

Citrus sinensis + + 

Myrtus communis + + 

 
Essential Oils Antioxidant Activities 
The antioxidant capacity of the samples of essential 

oils rose as the IC50 value declined. The IC50 value displays 
the antioxidant activity when it is lower. If an antioxidant 
has low IC50-EC50 and high ARP-AEAC values, it is known 
to be more potent. The essential oils (EO) were ranked in 
terms of antioxidant potency based on antioxidant 
criteria: AA (IC50: 0.0111 ± 0.001 mg/mL)> Myrtus 
communis EO (IC50: 2.810 ± 0.558 mg/mL)> Citrus sinensis 
EO (IC50: 5.787 ± 0.994 mg/mL). AA has a stronger 
antioxidant potential when compared to the antioxidant 
characteristics of essential oils. These outcomes are 
those of nature. The antioxidant ascorbic acid is 
particularly effective. AA has the highest action as a 
result. However, it was discovered that myrtle and 
orange also showed antioxidant activity after statistical 
analysis. Results are given in Table 2. 

 
Table 2. Antioxidant properties of the samples of 

essential oils.  
IC50 

(mg/mL) 
EC50  

(mg/mL) 
ARP 

(mL/mg) 
AEAC 

Ascorbic acid 0.0111 ± 0.001 0.289 345.260 - 
Citrus sinensis 

EO 
5.787 ± 0.994a 140.089 0.7138 192.329 

Myrtus 
communis EO 

2.810 ± 0.558b 70.831 1.411 396.080 

EC50: Effective concentration, ARP: Antiradical power, AEAC: 
Ascorbic acid equivalent antioxidant capacity. IC50 values 
expressed are means ± standard deviation of three 
measurements. The values of the superscript-containing 
essential oil samples differed considerably (p ≤ 0.05). 

 
Overview 

Turkey has a remarkable variety of plants, which 
differ by area. There are over 10,000 vascular plants in its 
flora, and nearly one-third (34.4%) of them are native to 
the nation. The utilization of ethnobotanical data 
gathered from studies on therapeutic plants has recently 
attracted interest on a global scale. For this reason, a 
great deal has been written about medicinal plants in our 
nation and recently, numerous ethnobotanical studies 
have been published. The public has utilized these 
medicinal plants for folk medicine for a long time, thus 
knowledge on how to use them to heal illnesses has been 
passed down the centuries [1]. 

Turkish people have used herbal medicine to cure 
various common illnesses for generations. A core of the 
Mediterranean region with a wide variety of plants is the 
Taurus Mountains in Adana. As a result, traditional 

herbal remedies are essential for maintaining human life 
[19].  

Antioxidants are substances that interact with free 
radicals to neutralize them and avert or lessen the 
harmful effects they have on the body. Antioxidants, 
whether synthetic or natural, are frequently added to 
lipids, fatty foods, and cosmetics in order to stop 
oxidation. Due to their carcinogenicity, synthetic 
antioxidants are no longer allowed to be utilized in 
products for human consumption, which has greatly 
increased interest in antioxidants of natural origin [4]. 

The cause of many diseases is reactive stress. A lot of 
work has been done to find natural antioxidants that 
could be used as medicines. Antioxidative activity has 
been measured in many different ways [20]. Because 
secondary metabolites like phenylpropanoids and 
essential oils are active, aromatic, and medicinal plants 
like myrtle and orange are a good source of natural 
antioxidants. Since ancient times, these plant essential 
oils and extracts have been employed in medications, 
alternative remedies, and food preservation [4, 6]. In this 
study, different results were found compared to the 
literature data. Numerous studies have shown a 
substantial correlation between phenolic content and 
the ability of plant extracts to serve as antioxidants. 
Anthocyanins, flavonoids, and phenolic acids appear to 
be particularly important for the antioxidant capacity. 
However, since essential oils contain terpenes (Table 1) 
as the main compounds, the results in our study are very 
natural as in Table 2. Myrtle essential oil is found to have 
more antioxidant activity than orange essential oil, 
according to this research. This shows that the 
substances in myrtle essential oil are more active than 
the substances in orange essential oil. However, both 
essential oils do not have as strong antioxidant 
properties as the standard ascorbic acid. Future research 
will focus on what drug or substance family this 
characteristic comes from. 

 
Conclusion 

Even though essential oils are known to have 
antioxidant properties, their use may be constrained due to 
changes in their chemical composition. The fluctuations in 
their chemical makeup can be attributed to a variety of 
factors, including the aromatic plant's harvest time, climatic 
and agronomic circumstances, the plant's vegetative 
development, the portion of the plant employed, and the 
method of extraction. Due to its potential as a preservative, 
cosmetic, or nutraceutical, essential oils have been the 
subject of research in the food and cosmetic industries. 
Studies have also demonstrated that the essential oil's 
constituent parts work in concert because, when used as a 
benchmark, the active compounds had lower levels than 
the essential oil. Studies on synergism and antagonism 
should be created as a result. 
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Immunization is one of the most successful practices for the maintenance of public health. With the 
emergence pandemic, distant health services, in other words the e-Health concept, has gained importance. It 
was aimed to develop the COVID-19 vaccine attitude scale and to determine the effect of e-Health literacy on 
the impact of people's COVID-19 vaccine literacy levels on their vaccine attitudes, in this study. The COVID-19 
vaccine attitude scale was developed by the researchers. The scale development process of the research 
started with the literature review. This process continued with creating an item pool, receiving expert 
opinions, piloting, and finalizing the scale. As a result of the research, the Cα value of the COVID-19 vaccine 
attitude scale was found to be 0.745. The total variance explanatory power of the scale was determined as 
56,972. Confirmatory factor analysis was determined as χ2/sd = 4.902. In this context, the construct validity of 
the scale was confirmed. As a result of the research, it was determined that 90,4% of the participants had been 
vaccinated. It was concluded that the e-Health literacy of the participants was at a medium level (37.38±7.90), 
while their COVID-19 vaccine literacy was at a low level (30.88±7.34). It was concluded that the participants' 
attitudes towards vaccination were positive. It has been determined that the increase in the e-Health and 
COVID-19 vaccine literacy levels of the participants caused a positive increase in their attitudes toward the 
vaccine.  
 
Keywords: COVID-19, Vaccine, Vaccine Literacy, e-Health, e-Health Literacy. 
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Introduction 
 

The discovery of the vaccine has been one of the 
turning points in the history of medicine. The first studies 
on vaccination were developed against smallpox in the 
16th century. For this purpose, scabs were ground and 
snuffed into the nose in smallpox. This method has 
started to be used for vaccination purposes. This practice 
was discovered to generate protective immunization in 
humans. Modern vaccine studies were developed by 
Edward Jenner in 1976 against smallpox [1]. 

Immunization is one of the most successful practices 
for the maintenance of public health. The preventive 
immunization process is carried out with the vaccine. 
Vaccines are biological preparations that provide 
humoral or cellular immunity, which, when given to the 
organism in the right way, form specific antibodies 
against the disease-causing antigen by stimulating the 
immune system cells [2]. Due to the vaccine and 
vaccination, the mortality and morbidity rates of many 
infectious diseases have been reduced, and the 
continuation of public health throughout the world has 
been ensured. In this context, many diseases such as 
Smallpox, Measles, Rubella, Tetanus, Diphtheria, 
Poliomyelitis, Malaria, and Tuberculosis have been 
controlled by immunization. According to the World 

Health Organization (WHO), it is stated that an average 
of the 3 million people survive each year using 
vaccination. In addition to protection from infectious 
diseases, vaccination also contributes to public health 
and the country's economy, such as preventing antibiotic 
resistance, reducing the incidence of some cancer 
diseases, protecting against bioterrorism, and reducing 
health care costs [3]. 

Literacy is people's understanding of the meanings of 
certain symbols and their interpretation in life [4]. Health 
literacy is defined by WHO as the ability of people to 
access accurate and reliable health information sources 
and services to understand basic health information, 
protect and improve their well-being, and make correct 
health decisions by understanding this information [5]. 
Vaccine literacy is the period of accessing and processing 
basic health information and services, which are 
necessary for people to get the correct information 
about vaccines and make the right decisions about 
vaccination. It is the understanding and transfer of 
accurate information about vaccines to other people [6]. 
e-Health is the use of information and communication 
technologies with all its functions to improve the medical 
condition of people and increase openness to medical 
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services to provide efficient health services to all people 
in the health sector [7]. 

People advocated that the internet is the easiest and 
fastest way to access information, and it has a significant 
influence on understanding health-related topics. There 
are many studies in the literature that express the people 
researching and understanding the internet of health-
related topics [8,9]. Insufficient levels of health literacy 
and vaccine literacy; cause the limitation of accessing 
and using the health services, irrational drug use, 
increase in incidence, morbidity, and mortality rates of 
diseases, spreading of infectious diseases, and disruption 
of public health order [10]. 

According to WHO data, 1.5 million people die every 
year from diseases that can be prevented by vaccination 
[11]. Negative attitudes towards vaccines occur in people 
due to many reasons, such as concerns about the 
content of vaccines, possible side effects of vaccines, 
religious beliefs, and information pollution on social 
media and the internet [11]. For the protection of public 
health, it is very important for people to have a sufficient 
vaccination literacy level. It is difficult for people who do 
not have sufficient health literacy and e-Health literacy 
levels to reach accurate and reliable information about 
vaccines due to reasons such as confusion of information 
about vaccines, unlimited sources of vaccine information 
on the internet and websites, and information pollution 
about vaccines in social media. The attitudes of these 
people towards vaccination are changing. 

Although the vaccine provides the continuation of 
public health in terms of individual and social aspects, 
serious public health problems occur with the decrease 
in the rate of vaccination in the community as a result of 
vaccine hesitancy which is commonly encountered 
during the Coronavirus disease-19 (COVID-19) pandemic 
too. Today, the importance of e-Health literacy is a 
stubborn fact to easily access, understand, process, and 
evaluate correct and reliable information from today's 
electronic/digital sources for both COVID-19 vaccines and 
all vaccines.  

When the literature in this context was examined, 
"vaccine, attitude towards vaccines, anti-vaccination, 
vaccine acceptance, and health literacy" studies had 
been conducted in the world and Türkiye, and no study 
had been found on attitudes toward e-Health literacy, 
and COVID-19-vaccines. 

The COVID-19 pandemic, which started to be seen in 
2019 and is thought to decrease in the middle of 2022, 
has affected the whole world and continues to affect it. 
On the other hand, not only this contagious disease but 
also the vaccines developed for the disease have become 
very important all over the world, and these issues have 
not been clarified. With the emergence of this pandemic, 
distant health services, in other words, the e-Health 
concept, has gained importance. In this context, it is 
important for people to be conscious. 

The aim of this study is developing the COVID-19 
vaccine attitude scale. Also, measuring people's e-Health 
and vaccine literacy levels and evaluate the impact of 

these concepts on people's attitudes toward vaccines 
and determine the effect of e-Health literacy on the 
impact of people's COVID-19 vaccine literacy levels on 
their vaccine attitudes. The research model and 
hypotheses developed in this direction are as follows: 

H1: The level of e-Health literacy has a positive effect 
on vaccination attitude. 

H2: The level of e-Health literacy has a positive effect 
on the COVID-19 vaccine literacy level. 

H3: The COVID-19 vaccine literacy level has a positive 
effect on the vaccine attitude. 

H4: The COVID-19 vaccine literacy level has an effect 
on the effect of e-Health literacy level on vaccination 
attitude. 

Parallel to the purpose of the research, the research 
model that was developed is given in Figure 1. 

 

 
Figure 1. Research Model 
 
Material and Methods 
  

In this study, which was conducted with a 
quantitative research method, a valid and reliable scale 
was developed to determine the attitudes of patients 
towards medical practice errors. The scale development 
process started with a theoretical literature search. 
Studies on this subject have been examined in the 
literature. Finally, it has been determined that there is a 
gap in the literature on this subject. A research pattern 
was created in line with the studies and theoretical 
frameworks. In the second stage of scale development, 
İn order to create an item pool, all studies in the related 
literature were tried to be examined. After a 
comprehensive review of the entire literature, a 20-item 
pool was created to develop a scale measuring COVID-19 
vaccine attitude. While creating the item pool, the items 
were prepared in such a way as to provide variety in the 
answers of the participants. While creating the item pool, 
it was decided to use a 5-point Likert scale (strongly 
agree, agree, undecided, disagree, strongly disagree) for 
the answers of the participants. Expert opinions were 
taken according to Davis technique for the content 
validity of the scale. Four-point ratings were requested as 
"appropriate", "item should be slightly revised", "item 
should be seriously reviewed" and "item not 
appropriate".  In addition, whether there was any item 
they deemed necessary to be added to experts. In this 
context, the opinions of 15 people from different fields 
of expertise, including biostatisticians, health care 
workers, academics, and doctors, were taken. In the 
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fourth step of the scale development process, the items 
shaped in line with expert opinions were converted into 
a draft survey. After the formal structure of the scale in 
the draft survey was completed, the items were revised. 
A pilot study was conducted with a draft questionnaire 
on 50 people. At the end of the pilot study, the 
Cronbach's alpha value for the total reliability of the 
scale was checked, and it was decided to exclude two 
items from the form as they lowered the reliability 
coefficient value. Finally, the Cronbach's alpha value of 
18 items was measured as 0.75, and this value gave a 
preliminary idea that the scale was reliable. After the 
pilot study, there was no problem with the form 
detected. Only two items were eliminated. Using this 
form, it was decided to start the actual data collection 
process. 

In this study, face-to-face and online survey methods 
were preferred as data collection method. In this 
context, 1000 people were reached from many different 
parts of the world by using the convenience sampling 
method. In the study, three different scales were used. 
Inspired by Norman and Skinner (2006) [8], the "e-Health 
Literacy Scale" consists of 10 items and one sub-
dimension. The Turkish validity and reliability of the scale 
were conducted by Coşkun and Bebiş in 2015 [12] and by 
Tamer-Gencer in 2017 [13]. The “COVID-19 Vaccine 
Literacy scale”, developed by Ishikawa et al. [14] and 
adapted into Turkish by Durmuş et al. [15], consists of 12 
items and two sub-dimensions. The scale was adapted as 
COVID-19 vaccine literacy by Biasio et.al. (2021) [16]. The 
first factor is called “functional skills” (FS) and consists of 
4 items. The second factor is called "critical skills" (CS). 
The vaccine attitude scale, which was compiled from the 

studies of Kwok et al. 2020 [17]; Betsch et al. 2018 [18]; 
Nath et al. 2021 [19] and finalized by the researchers 
after taking specialist opinions, consists of 18 items and 
three sub-dimensions. The first dimension of the scale, 
which is 'belief in the usefulness of the vaccine', consists 
of seven judgment statements. The second dimension of 
the scale, which is 'vaccination rejection' and includes 
negative attitude, consists of seven judgment 
statements. The third dimension of the scale, which is 
the 'vaccine preference criteria', consists of four 
judgment statements. Ethical committee approval for 
this study; received from Sivas Cumhuriyet University 
Scientific Research and Publication Ethics Social and 
Human Sciences ethics committee on 29.04.2022 with 
the number 159562. 

 
Results 

In this part of the study, the findings obtained for the 
purpose of the study are presented. Approximately 2/3 
of the people participating in the research are women, 
and more than half are single. The age range of the 
participants is between 16-37. It has been determined 
that the participants mostly work in the health and 
education sector, and the other participants are mostly 
students. Half of the people who responded to the 
survey stated that they had a low-income level. 45.7% of 
the participants are from different countries such as 
Netherlands, Germany, France, Qatar, Syria, and 
Afghanistan. Internet usage time of the participants 
mostly exceeds 2 hours a day, but the rate of participants 
doing health-related research on the internet is low. The 
demographic data of participants are given in Table 1. 
 

Table 1. Demographic Data 
Gender f % Age f % 
Women 654 65.4 16-26 525 52.5 
Men 346 34.6 27-37 255 25.5 
Marriage status   38-48 165 16.5 
Single 582 58.2 49-59 55 5.5 
Married 418 41.8 Occupation   
Country   Health Sector 153 15.3 
Türkiye 543 54.3 Education Sector 240 24.0 
Other 457 45.7 Student 354 35.4 
Level of income   Housewife 51 5.1 
Low 511 51.1 Retired 16 1.6 
Middle 165 16.5 Self-employment 96 9.6 
High 324 32.4 Unemployed 53 5.3 
Internet usage time   Other 37 3.7 
More than 2 hours a day 716 71.6 Testing the health status in the last week 
Average 1-2 hours a day 195 19.5 Yes 349 34.9 
Every 2-3 days 68 6.8 No 651 65.1 
Average 1-2 hours per week 21 2.1 Total 1000 100.0 

 
According to the data obtained from the research, it 

was determined that 90.4% of the participants had been 
vaccinated. It was determined that the reasons for 
getting vaccinated by the participants were mostly 
because they thought it necessary to be vaccinated. The 
fact that vaccination is a state policy is the second reason 

why the participants are vaccinated. Table 2 shows 
vaccination status and reasons of the participants.  

It was determined that the reliability levels of the 
scales used in the study were high and they came from a 
normal distribution. When the scale averages were 
examined; the mean score of the COVID-19 Vaccine 
Literacy Scale was determined to be low level, with a 
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score of 30.00; e-Health Literacy scale was determined to 
be moderate level with a score of 37.38; and the mean 
score of the Vaccine Attitude Scale was determined to be 
positive with a score of 58. 
 

Table 2. Vaccination Status and Reasons 
Reason for vaccination f % 

Obligation (Government policy) 288 28.8 
Social pressure 76 7.6 
Because I thought it necessary 540 54.0 
Total 904 90.4 

Reason for not getting vaccinated f % 
I'm afraid of the side effects of the vaccine 26 2.6 
I don't trust the vaccine 50 5.0 
I am against vaccination 6 0.6 
I don't believe in vaccine protection 14 1.4 
Total 96 9.6 

Since the vaccine attitude scale was rearranged by the 
researchers, the EFA (Exploratory Factor Analysis) and 
CFA (Confirmatory Factor Analysis) analyzes were 
separately performed and reported. In addition, 
confirmatory factor analyzes of all the scales used in the 
study were performed again. It was seen that all scales 
were also confirmed for the valid sample. Table 3 shows 
the results related to the scales used in the study. 

After this step firstly, a path analysis was conducted 
that measures the relationship between e-Health literacy 
and vaccination attitude. Subsequently, the COVID-19 
vaccine literacy scale was added to the model as a 
mediator variable. The analysis results related to the 
models are presented in order. 

 
 

 

 

Table 3. Results Related to the Scales Used in the Study 
 n Min Max Mean Std. D. Ca Skewness Kurtosis 
EHL Total 1000 10.00 50.00 37.38 7.90 .90 -.340 .077 -.351 .155 
VL Total 1000 12.00 60.00 30.88 7.34 .86 -.314 .077 .518 .155 
FC 1000 4.00 16.00 9.38 2.95 .78 .090 .077 -.405 .155 
CS 1000 8.00 32.00 21.49 5.54 .86 -.331 .077 -.013 .155 
VA Total 1000 18.00 90.00 58.47 9.63 .75 .012 .077 .743 .155 
VBB 1000 7.00 35.00 23.62 6.95 .89 -.402 .077 -.308 .155 
VR 1000 6.00 30.00 17.38 5.27 .80 -.184 .077 -.331 .155 
VPC 1000 4.00 20.00 14.54 3.34 .70 -.244 .077 -.307 .155 

 
Vaccination Attitude EFA 

The factor loads of the expression's result of the 
factor analysis of 18 variables in the scale are between 
0.54 and 0.83. It was determined that the scale consists 
of three dimensions with the TVA 56.972% ratio.  

 

Table 4. EFA Results of the COVID-19 Vaccine Attitude 
Scale 

Q
ue

st
io

n 
Ex

pr
es

si
on

 

 Factors 

Fa
ct

or
 

Ex
pl

an
at

or
y 

Re
lia

bi
lit

y The 
codes 

Be
lie

f i
n 

Va
cc

in
e 

Be
ne

fit
 

Va
cc

in
e 

Re
je

ct
io

n 

Va
cc

in
e 

Pr
ef

er
en

ce
 

Cr
ite

ria
 

1 
2 
3 
4 
15 
16 
17 

VA-1 
VA-2 
VA-3 
VA-4 
VA-15 
VA-16 
VA-17 

.743 

.769 

.820 

.830 

.538 

.614 

.808 

  30.350 
 

.893 

5 
6 
7 
8 
9 
14 
18 

VA-5 
VA-6 
VA-7 
VA-8 
VA-9 
VA-14 
VA-18 

 .748 
.818 
.764 
.658 
.699 
.475 
.590 

 18.698 .801 

10 
11 
12 
13 

VA-10 
VA-11 
VA-12 
VA-13 

  .667 
.745 
.629 
.702 

7.914 .703 

* TVA: 56.972; KMO Test: 0.849; Bartlett Test (χ2: 7234.970; sd: 136; p: 
0.000). (Cα: 0.745) 
* * TVA (Total Variance Explanation), KMO (Kaiser-Meyer-Olkin), df 
(degree of freedom) 

Therefore, the overall reliability of the scale was 
determined as 0.745. These results probably indicate 
that the data were analyzed correctly (Table 4). 

Vaccination Attitude CFA 
After testing the structural validity with exploratory 

factor analysis, the first-level multi-factor CFA model was 
used to test the suitability of the scale used for the 
sample. The Vaccine Attitude Scale's model fit values are 
given in Table 5, the regression coefficients are given in 
Table 6, and the model fit diagram is given in Figure 2. 

 
Figure 2. DFA Diagram of the Vaccine Attitude Scale 
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Table 5. Measuring Model Fit Indexes of Vaccine Attitude Scale 
Measuring Model p χ2/sd GFI AGFI NFI IFI TLI RMSE

A 
Reference Values  ≤ 5 ≥ 0.850 ≥ 0.850 ≥ 0.900 ≥ 0.900 ≥ 0.900 ≥0.080 

Vaccine Attitude  
Scale Values 
(With modification) 

0.000 4.902 0.906 0.863 0.901 0.920 0.912 0.084 

 
When the vaccine attitude scale values goodness-of-

fit indexes are examined, it can be said that after the 
modified DFA, the model is an acceptably fit since all 
values are at reference values. Table 5 shows measuring 
model fit indexes of vaccine attitude scale. 

Table 6 shows parameter values of the measurement 
model of vaccination attitude. When Table 6 containing 

the parameter values of the measurement model is 
examined, it is seen that the SRA values vary between 
0.332 and 0.883, and therefore, there is no SRA value 
below 0.30. In this context, no variables were removed 
from the model. In addition, it was determined that the 
paths representing the relationships among all latent 
variables were significant (p<0.05).  

 
Table 6. Parameter Values of the Measurement Model of Vaccination Attitude 

   Prediction SRA SH T p 
VA17 <--- VBB 1.000 .728      0.000 
VA16 <--- VBB .999 .752 .056 17.811 0.000 
VA15 <--- VBB .904 .686 .053 16.924 0.000 
VA4 <--- VBB 1.063 .811 .057 18.783 0.000 
VA3 <--- VBB 1.374 .883 .066 20.958 0.000 
VA2 <--- VBB 1.114 .714 .067 16.698 0.000 
VA1 <--- VBB 1.312 .856 .070 18.615 0.000 
VA18 <--- VR 1.000 .512   0.000 
VA14 <--- VR .946 .365 .102 11.870 0.000 
VA9 <--- VR 1.395 .678 .123 11.345 0.000 
VA8 <--- VR 1.447 .708 .128 11.266 0.000 
VA7 <--- VR 1.251 .724 .107 11.665 0.000 
VA6 <--- VR 1.522 .813 .128 11.918 0.000 
VA5 <--- VR .865 .503 .094 9.160 0.000 
VA13 <--- VPC 1.000 .670   0.000 
VA12 <--- VPC 1.187 .754 .134 8.860      0.000 
VA11 <--- VPC .932 .473 .177 5.259    0.000 
VA10 <--- VPC .771 .332 .173 4.456 0.000 

 
In the 18-item vaccine attitude precursors within the 

scope of the research model, the latent variables "Belief 
in Vaccine Benefit" (VBB) with 7 items, "Vaccine 
Rejection" (VR) with 7 items, and "Vaccine Preference 
Criteria" (VPC) with 4 items were handled and examined 
as the first level multifactor model in the CFA process. 
When the factor loads of the variables in the vaccination 
attitude scale were examined, it was determined that the 
factor loads of all items varied between 0.33 and 0.88. It 
was determined that there were no problematic items in 
any of the sub-dimensions of the scale. When the results 
obtained from the study were evaluated together, it was 
found that the scale was reliable and valid (Table 5,6; 
Figure 2). 

 
 

Testing the Structural Equation Models 
In our research for model building, two types of 

statistical models were designed: measurement model 
(CFA) and structural model that tests the relationship 
between variables (SEM). The CFA models were 
statistically validated for the sake of compatibility with 
the data. Statistical Validation Tests of the developed 
SEM model are given in this section. 

 
SEM Model of the Relationship between e-

Health Literacy and Vaccination Attitude 
The SEM results that were developed to test the H1 

hypothesis are presented below. Model fit values are 
given in Table 7. Regression coefficients are given in 
Table 8. The model fit diagram is shown in Figure 3. 
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Table 7. Fit Indexes of the Effect of e-Health Literacy on Vaccination Attitude 
Measuring Model p  χ2/sd GFI AGFI NFI IFI TLI CFI RMSEA 
Reference Values  ≤ 5 ≥ .850 ≥ 0.850 ≥ 0.900 ≥ 0.900 ≥ 0.900 ≥ 0.950 ≥ 0.080 
Model 1 Values 
(With modification) 

0.000 4.441 0.853 0.851 0.917 0.936 0.912 0.952 0.079 

 

 
Figure 3. The Effect of e-Health Literacy on Vaccination Attitude Diagram 

 
It was determined that the variables in the model 

were in acceptable threshold values after the 
modification. Therefore, the Model adjusts well to the 
data. Model parameter values are given in Table 8.  

When the data in Table 8 are analyzed, it is seen that 
the relationships between factor loadings and latent 
variables are significant since the p values are less than 
0.01 in all relationships. 

In order to test the H1 (The level of e-Health literacy 
has a positive effect on vaccination attitudes) hypothesis, 

the implicit variable structural model in which e-Health 
literacy is an exogenous variable and vaccine attitude is 
an endogenous variable was tested. When the data in 
Figure 3 and Table 8 are analyzed, it was determined that 
e-Health literacy predicted vaccination attitude (ß=.16; 
p<.01) as a result of the path coefficient (ß) showing the 
total effect without the mediating variables. Therefore, 
the H1 hypothesis was accepted. 
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Table 8. Model 1 Parameter Values    
Prediction SRA SH T p 

VA <--- EHL .296 .164 .069 4.317 0.000 
VBB <--- VA 1.000 1.183   0.000 
VR <--- VA .283 .702 .053 5.362 0.000 
VPC <--- VA .139 .256 .037 3.764 0.000 
EHL3 <--- EHL 1.000 .816   0.000 
EHL4 <--- EHL 1.118 .871 .047 23.780 0.000 
EHL5 <--- EHL .974 .808 .045 21.468 0.000 
EHL6 <--- EHL .959 .753 .049 19.422 0.000 
EHL7 <--- EHL .858 .751 .044 19.351 0.000 
EHL8 <--- EHL .816 .684 .047 17.197 0.000 
EHL9 <--- EHL .838 .678 .049 17.006 0.000 
EHL10 <--- EHL .619 .472 .056 11.140 0.000 
VA1 <--- VBB 1.000 .889   0.000 
VA2 <--- VBB .839 .719 .041 20.494 0.000 
VA3 <--- VBB 1.061 .918 .033 32.481 0.000 
VA4 <--- VBB .797 .802 .032 24.675 0.000 
VA15 <--- VBB .661 .663 .036 18.131 0.000 
VA16 <--- VBB .721 .726 .035 20.842 0.000 
VA17 <--- VBB 0.725 0.714 0.036 20.298 0.000 
VA5 <--- VR 1.000 0.505   0.000 
VA6 <--- VR 1.751 0.819 0.149 11.741 0.000 
VA7 <--- VR 1.345 0.722 0.121 11.108 0.000 
VA8 <--- VR 1.643 0.704 0.150 10.973 0.000 
VA9 <--- VR 1.514 0.681 0.140 10.794 0.000 
VA14 <--- VR 0.259 0.123 0.097 2.673 0.000 
VA18 <--- VR 1.102 0.503 0.122 9.022 0.000 
VA10 <--- VPC 1.000 0.632   0.000 
VA11 <--- VPC 1.100 0.814 0.124 8.847 0.000 
VA12 <--- VPC 0.637 0.448 0.077 8.247 0.000 
VA13 <--- VPC 0.502 0.366 0.073 6.909 0.000 
 

Mediated Structural Model 
The SEM results developed to test the H2-3-4 

hypotheses are presented below. 
Model fit values are given in Table 9. Regression 

coefficients are given in Table 10. The model fit diagram 
is shown in Figure 4. It was determined that the variables 
in the model were in acceptable threshold values after 
the modification. Therefore, the Model adjusts well to 
the data. Mediated structural model parameter values 
are given in Table 10. 

When the data in Table 10 are analyzed, it is seen 
that the relationships between factor loadings and latent 

variables are significant since the p values are less than 
0.01 in all relationships. The path analysis test based on 
the bootstrap method was conducted to test whether 
COVID-19 vaccine literacy has a mediating role in the 
effect of e-Health literacy on vaccine attitude through 
mediated structural model analysis. According to the 
bootstrap results, it can be said that the indirect effect of 
e-Health literacy on vaccine attitude is significant (ß=.16) 
even after adding the COVID-19 vaccine literacy mediator 
variable. Therefore, it can be stated that the H4 
hypothesis is accepted (ß=.16, 95% CI [.016, 1.05]). 

 
 

Table 9. Mediated Structural Model Fit Index 
Measuring Model p  χ2/sd GFI AGFI NFI IFI TLI CFI RMSEA 

Reference Values  ≤ 5 ≥ 0.850 ≥ 0.850 ≥ 0.900 ≥ 0.900 ≥ 0.900 ≥ 0.950 ≥ 0.080 

Model 2 Values 
(With modification) 

0.000 4.389 0.874 0.862 0.917 0.912 0.916 0.952 0.079 
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Table 10. Parameter Values of the Mediated Structural Model    
Prediction SRA SH T p 

Vaccination Literacy <--- e-Health Literacy .124 .326 .032 3.864 0.000 
Vaccine Attitude <--- e-Health Literacy .381 .394 .043 8.927 0.000 
Vaccine Attitude <--- Vaccination Literacy .413 .162 .081 5.108 0.000 
VBB <--- Vaccine Attitude .810 .663 .078 10.382    0.000 
VR <--- Vaccine Attitude -.372 -.383 .048 -7.797    0.000 
VPC <--- Vaccine Attitude 1.000 1.023   0.000 
FB <--- Vaccination Literacy 1.000 .403   0.000 
EB <--- Vaccination Literacy 2.740 1.302 .648 4.226 0.000 
EHL3 <--- e-Health Literacy 1.000 .713   0.000 
EHL4 <--- e-Health Literacy 1.124 .793 .047 23.723 0.000 
EHL5 <--- e-Health Literacy 1.057 .777 .045 23.276 0.000 
EHL6 <--- e-Health Literacy 1.112 .805 .046 24.073 0.000 
EHL7 <--- e-Health Literacy 1.065 .793 .045 23.723 0.000 
EHL8 <--- e-Health Literacy .925 .700 .044 20.962 0.000 
EHL9 <--- e-Health Literacy .862 .637 .045 19.077 0.000 
EHL10 <--- e-Health Literacy .789 .542 .048 16.300 0.000 
VA1 <--- VBB 1.000 .687   0.000 
VA2 <--- VBB 1.002 .682 .045 22.391 0.000 
VA3 <--- VBB 1.133 .771 .041 27.312    0.000 
VA4 <--- VBB 1.026 .759 .049 21.010    0.000 
VA15 <--- VBB .877 .691 .046 19.199 0.000 
VA16 <--- VBB .947 .747 .046 20.615 0.000 
VA17 <--- VBB .973 .744 .047 20.670 0.000 
VA5 <--- VR 1.000 .591   0.000 
VA6 <--- VR 1.259 .726 .075 16.683 0.000 
VA7 <--- VR 1.175 .714 .071 16.522 0.000 
VA8 <--- VR 1.078 .620 .072 15.067 0.000 
VA9 <--- VR 1.120 .660 .071 15.715 0.000 
VA14 <--- VR .850 .487 .068 12.554 0.000 
VA18 <--- VR .788 .497 .062 12.769 0.000 
VA10 <--- VPC 1.000 .607   0.000 
VA11 <--- VPC .899 .596 .063 14.225 0.000 
VA12 <--- VPC 1.081 .695 .069 15.667 0.000 
VA13 <--- VPC .800 .542 .060 13.280 0.000 
VL4 <--- FB 1.000 .734   0.000 
VL3 <--- FB .779 .614 .046 16.907 0.000 
VL2 <--- FB 1.006 .778 .050 20.064 0.000 
VL1 <--- FB .773 .621 .045 17.083 0.000 
VL12 <--- EB 1.000 .663   0.000 
VL11 <--- EB 1.043 .658 .058 17.929 0.000 
VL10 <--- EB 1.058 .663 .059 18.042 0.000 
VL9 <--- EB 1.145 .735 .058 19.639 0.000 
VL8 <--- EB 1.124 .663 .062 18.034 0.000 
VL7 <--- EB 1.049 .690 .056 18.611 0.000 
VL6 <--- EB .832 .552 .055 15.264 0.000 
VL5 <--- EB .913 .579 .057 16.055 0.000 

 
Likewise, the direct effect of COVID-19 vaccine 

literacy on vaccine attitude appears to be significant in 
this model. (ß=.198; p<.05). In addition, according to the 
results of mediated structural model analysis, to which 
all variables were added, it was determined that the 
overall effect of e-Health literacy level on vaccination 

attitude was significant and 0.39 (ß=.394; p<.01). Also, 
the overall effect on the mediating variable COVID-19 
vaccine literacy was found to be significant and 0.33 
(ß=.326; p<.01). Hence, the H2-3 hypotheses were 
accepted.
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Figure 4. Mediated Structural Model Diagram 
 
Discussion 

 
In this study, which was conducted to develop the 

COVID-19 vaccine attitude scale, a scale consisting of 18 
items and 3 factors was developed. As a result of the 
statistical analyzes, it was determined that the scale was 
valid and safe. As a result of this research, which was 
conducted to determine the COVID-19 vaccine literacy 
has a role in the effect of e-Health literacy on vaccine 
attitude, it was defined that almost all of the participants 
were vaccinated. It was determined that the e-Health 
literacy of the participants was at a moderate level, and 
their COVID-19 vaccine literacy was at a low level. It was 
concluded that the participants' attitudes towards the 
vaccine were positive. It was determined that the 
increase in e-Health and COVID-19 vaccine literacy levels 
of the participants caused their attitudes towards 
vaccines to increase positively. Also, it was determined 
the role of COVID-19 vaccine literacy level in the effect of 
e-Health literacy level against vaccine attitude. 

When the literature is examined, it has been noticed 
that in societies with low health literacy levels, the 

reason for this situation is related to the lack of 
knowledge and inadequacy in hygiene. As a result, it has 
been determined that there is an increase in the rate of 
people being affected by infectious diseases and a 
decrease in the response to the treatment applied. In 
addition, due to chronic diseases, it has been determined 
that the high economic burden on health institutions, 
due to the increase in hospitalization rates and morbidity 
and mortality rates [20]. 

Vaccine rejection has become one of the notable 
issues today. Many parameters were effective among the 
reasons for the hesitations about the vaccine 
experienced in the COVID-19 pandemic, such as 
inadequacy of individual health literacy, the inadequacy 
of prophylaxis, doubts about the vaccines developed due 
to time constraints, and the inadequate information of 
vaccines' side effects. The importance of these factors 
should not be overlooked in the decisions affecting the 
vaccination attitude. It is very momentous to examine 
the relationship between these factors and health 
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literacy. The increase in health literacy should not be 
accepted as an increase in the positive attitude toward 
vaccines. This should be understood as people knowing 
to protect their health interests. However, the correct 
determination of the reasons for vaccine hesitancy will 
pave the way for the formation of the right strategies 
while making new vaccination plans [21]. In the study 
conducted by Nath, Imtiaz, Nath, and Hasan (2021) [19], 
they examined the impact of young adults' vaccine 
hesitancy, e-health literacy, and vaccine literacy levels on 
getting a COVID-19 vaccine. It was determined that the 
most effective predictor of the participants being 
vaccinated is vaccination hesitancy, in the results. In 
addition, a positive association between e-Health literacy 
and vaccine acceptance was determined. It has been 
stated that the announcing the current developments 
regarding vaccine safety through official and secure 
channels is effective in eliminating the hesitations of 
young adults about vaccination. 

People's attitudes toward the COVID-19 vaccine 
affect their decisions about whether or not to get 
vaccinated [22]. Wilson and Wiysonge (2020) [23] 
detected that social media posts highly affect vaccination 
attitudes. Since COVID-19 vaccines are still being 
developed, the lack of a clear balance of benefit and 
harm can be a determining factor, especially for 
autoimmune patients. 

Gendler and Ofri (2021) [24] investigated the thinking 
of parents' to vaccinate their children" in their study in 
Israel. It was determined in the study that the 
vaccination literacy of the parents was at a moderate 
level. Also, it was found that as the vaccination literacy 
level of the parents increased, they experienced less 
hesitance about vaccination. Vaccine hesitancy for the 
COVID-19 vaccine can be overcome by scientific 
evidence, consistent and clearly presented information, 
healthy communication, and raising the health literacy of 
those who provide and demand information. Despite the 
efforts of scientists and medical experts regarding the 
COVID-19 pandemic, the low level of health literacy and 
negative vaccination attitudes in the general population 
present a serious obstacle to the campaigns carried out 
all over the world on this regard. In the study conducted 
by Gusar et al. (2021) [25], it was determined that the 
vaccine literacy of the participants was at a moderate 
level. 

Another study conducted to understand vaccine 
hesitancy and determine the level of health literacy was 
carried on in the United States by Willis et al. (2021). It 
was determined that approximately one-fifth of the 
participants had hesitations about vaccination. There is 
no trust in vaccines in general, university graduates have 
more hesitations about vaccination, fear of infection, and 
the belief that vaccination will increase existing health 
inequalities were among the other findings.  

In the study conducted by Costantini (2021) [26], the 
vaccination status and vaccination literacy levels of 
elderly people in Japan were examined. It has been 
determined that the people who care for their elderly-

parents have a lower level of vaccination literacy than 
their health literacy. 

While vaccination is an effective way to combat 
COVID-19, vaccine hesitation is also seen to be a 
hindering factor in the fight against the disease. The 
findings obtained in the studies conducted indicate that 
behavior that reveals vaccine rejection is not a simple 
decision that can be expressed as acceptance or 
rejection; there are many different factors, such as lack 
of information, negative perception about vaccines, 
conspiracy theories, and religious reservations. In the 
study conducted by Harada and Watanabe (2022) [27], it 
was concluded that the psychological and emotional 
states of people, such as anxiety and risk perception 
affect the vaccination attitude.  

In the study conducted by Turhan et al. (2021) [28], it 
was determined that not relying on vaccination affects 
vaccination hesitancy. It was concluded that people with 
a low level of health literacy and low trust in the health 
system experience a higher level of vaccination 
hesitancy. In a study conducted by students by Çetin et 
al. (2021) [29], it was determined that students' 
hesitations about vaccination are high. It is noteworthy 
that hesitancy about vaccination is high, especially 
among students studying in the branches of health. 
Because it is the health workers who need to raise 
awareness of the public about vaccination. In this 
context, it is substantial to revise the course contents of 
health education departments in universities and to raise 
awareness among students about vaccines. 

 
Conclusion 

 
WHO defined vaccine hesitancy as a major threat to 

global health due to the resurgence of vaccine-
preventable diseases, although there have been great 
advances in vaccines in the last century. Vaccine 
hesitancy should not be perceived only as a concept 
related to the COVID-19 vaccine; it should not be 
overlooked that it has become widespread concerning 
many vaccines. Social media posts about anti-vaccination 
increase vaccine hesitancy. Globally, access to 
technology and social media platforms is increasing. 
Social media users not only have easy access to 
information but also create content themselves. Public 
confidence in the future development of vaccines for 
new pathogens such as SARS-CoV-2 is being shaken, due 
to significant public health concerns, which are fueled by 
anti-vaccine messages on social media [30]. The 
emergence of vaccine rejection in the COVID-19 
pandemic has led to an increase in deaths related to this 
disease. It is necessary to develop different and 
innovative strategies to overcome vaccine hesitation. In 
the prevention of anti-vaccine movements, the 
development of vaccines with proven safety, strict 
implementation of vaccine control, and inclusion of 
compensations for the victims who suffered as a result of 
vaccination are important. Many different solutions need 
to be developed for those who fully accept the vaccine, 
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the responses for those who hesitate, and those who 
reject all vaccines completely [2]. 
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A liquid chromatography-tandem mass spectrometry (LC-MS/MS) method was developed and validated to 
determine caffeine (CAF) in human plasma. The plasma samples were extracted by protein precipitation using 
CAF-D3 as an internal standard (IS). The chromatographic separation was performed on GL Sciences 
InertSustain C18 Column (4.6 x 50 mm, 5 µm) maintained at 40 °C with a mobile phase consisting of formic 
acid, water, and methanol at a 1 mL/min of flow rate using two separate lines. CAF was detected and identified 
by mass spectrometry with electrospray ionization (ESI) in positive ions and multiple-reaction monitoring 
(MRM) mode. The MRM transitions of m/z 195.10 > 138.00 for CAF and 198.10 > 141.10 for IS were used for 
quantification. The standard curve was linear in the range of 10 - 10000 ng/mL for CAF. The within-batch 
precision and accuracy were evaluated by analyzing QC samples at five different concentration levels with six 
replicates in a batch. The between-batch precision and accuracy were determined by analyzing three different 
batches. The within-batch accuracy and precision was -8.76% - 9.61% and 0.95% - 7.22%, respectively. The 
between-batch accuracy and precision was -7.47% -1.42% and 1.83% - 8.66%, respectively. The results of the 
intra- and inter-day precision and accuracy studies were within the limits. The validated method applied to a 
pharmacokinetic study and the test product containing 60 mg CAF administered to total of 12 subjects. The 
mean ± SD of maximum plasma concentration (Cmax) was found to be 147.94 ± 139.39 ng/mL and the mean ± 
SD of area under the plasma concentration-time curve from zero to last measurable concentration (AUC0-
tlast) was found to be 1119.59 ± 1468.30 h.ng/mL for the fasting conditions. The median time to reach peak 
plasma concentration (Tmax) was found to be 12.00 (6.50 - 12.00). The developed and validated method can 
be used for bioavailability and bioequivalence studies in human plasma samples..  
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Introduction 
 

CAF is a naturally occurring stimulant found in coffee, 
tea, and various other plants. It is a central nervous 
system stimulant that can increase alertness and reduce 
fatigue. CAF works by blocking the action of adenosine, a 
neurotransmitter that normally slows down brain activity 
and causes drowsiness. By blocking adenosine, CAF 
allows other neurotransmitters like dopamine and 
norepinephrine to become more active, leading to 
increased alertness and a feeling of wakefulness. It is also 
found in some medications, such as pain relievers and 
cold and allergy medications. The amount of CAF in 
different products can vary widely, with coffee and tea 
generally containing higher amounts than soft drinks and 
energy drinks. While CAF can have some benefits, such as 
increasing alertness and improving cognitive 
performance, it can also have negative effects, such as 
interfering with sleep, causing anxiety or jitters, and 
leading to addiction or dependence. It is important to 
consume CAF in moderation and to be aware of its 
potential risks and benefits [1-2]. 

The chemical formula of CAF is 1,3,7-Trimethylpurine-
2,6-dione. The empirical formula is C8H10N4O2 and its 
molecular weight is 194.19 [3]. Due to its high selectivity 
and sensitivity, a bioanalytical method based on liquid 
chromatography and tandem mass spectrometry (LC-
MS/MS) was used to determine the amount of CAF in 
human plasma. In several published reports, CAF has 
been successfully separated using diode array detection 
HPLC combined with electrospray tandem mass 
spectrometry (HPLC-DAD/ESI-MS/MS) as well as HPLC 
and UFLC-Q-TOF-MS/MS [4-8]. However, HPLC 
techniques have certain limitations such as lower 
specificity, selectivity, and longer analysis times. Alvi et 
al. (2011) described a method for determining CAF levels 
in human plasma, but the chromatographic analysis time 
was quite long (10 min), making it unsuitable for high-
throughput analysis. Thus, our aim was to develop a 
sensitive and specific LC-MS/MS method that employed 
simple protein precipitation and a short 3-min run time 
for the quantitative determination of CAF in human 
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plasma. The validated method was successfully applied 
to CAF pharmacokinetic studies. 
 
Experimental 

 
Chemicals and Materials 
CAF (purity 99.8%) was supplied by Siegfried Pharma 

Chemikalien (Minden, Germany). CAF -D3, the internal 
standard (IS), was obtained from Clearsynth (Mumbai, 
India). Formic acid, methanol, and ethanol were 
purchased from Merck (Darmstadt, Germany). The 
ethylene diamine tetra acetic acid (K2EDTA) blank human 
plasma was obtained from Bioivt Laboratories 
International Ltd. (UK). The ultrapure water was 
produced in-house using Millipore's (USA) Milli-Q water 
purification system. 

 
Stock Solutions, Calibration Standards and QCs 
Stock solutions of CAF (1 mg/mL) in methanol were 

diluted to make working solutions (0.2 - 200 µg/mL).The 
internal standard working solution was prepared at a 
concentration of 1 µg/mL. Stock solutions of CAF and IS 
were stored at -20 °C. Calibration standards (10 – 10000 
ng/mL) and QC samples (10, 30, 300, 4000, and 8000 
ng/mL) were prepared in human blank plasma. All 

calibration standards and QC samples were stored at -70 
°C until analysis. 

 
Instrument 
The system of LC-MS/MS (Shimadzu, Japan) consists 

of LC-20AD XR solvent pumps, SIL-20AC XR autosampler, 
CTO-10AS VP column oven, and Shimadzu 8040 Tandem 
Mass Spectrometer. Lab Solutions Version 5.93 was used 
to acquire and evaluate chromatographic data. 
Separations were carried out on GL Sciences InertSustain 
C18 Column (50 x 4.6 mm, 5 µm) at 40 °C. The mobile 
phase consisted of methanol, water and formic acid 
(30:70:0.1 v/v/v) with a flow rate of 1 mL/min. The run 
time was 3.0 minutes. A 20 µL sample was injected into 
the LC-MS/MS system for analysis.  

The multiple reaction monitoring (MRM) transitions 
were carried out at m/z 195.10 > 138.0 for CAF and m/z 
198.10 → 141.10 for IS. Mass spectrometric detection 
was performed using an ESI ion source operating in the 
positive ionization mode. The nebulizing gas flow rate, 
drying gas flow rate, and ESI voltage were set to 2.5 
L/min, 15 L/min, and 4500 V, respectively. The nebulizing 
and drying gases used were high-purity nitrogen 
generated by the Peak Scientific NL-60 system. MS data 
acquisition was conducted in the MRM mode in order to 
quantify and identify the target analytes. MS parameters 
are presented in Table 1. 

Table 1. MS parameters for CAF and CAF-D3. 
Compound Precursor Product Dwell Time Q1 pre-bias (V) Collision energy (V) Q3 pre-bias (V) 

CAF  195.1 138.0 100.0 -13.0 -20.0 -22.0 

IS 198.1 141.1 100.0 -13.0 -28.0 -21.0 

 
Sample Preparation 
Prior to analysis, the plasma sample was allowed to 

thaw to room temperature. Next, aliquots of 100 µL 
plasma samples and 50 µL of IS (1 µg/mL) was added into 
a 10 mL centrifuge tube and vortexed for 5 s. 300 μL of 
methanol was added to the tube to precipitate proteins 
and then vortex for 30 s. The samples were centrifuged 
at 5500 rpm for 10 min. After centrifugation, 20 μL of the 
supernatant was injected into the LC-MS/MS system.  
 
Result and Discussion 

 
Method Validation 
The method was validated according to US-FDA 

Guidance for Industry: Bioanalytical Method Validation 
[9] with respect to selectivity, linearity, accuracy and 
precision, matrix effect, recovery, carry over, dilution 
integrity, batch size, and stabilities. Method validation 
was conducted using K2EDTA human plasma as the 
sample matrix. 

 
Selectivity 
Eight different sources of human  blank plasma 

(including haemolysed and hyperlipidaemic plasma) were 
subjected to a selectivity test. The selectivity assessment 

revealed that the presence of an interfering peak 
accounted for less than 20% of the response at the same 
retention time as the analyte's lower limit of 
quantification (LLOQ). Figure 1 shows chromatograms of 
(a) blank plasma spiked with IS and analytes at LLOQ, and 
(b) drug-free human plasma. 

 

 
Figure 1. MRM chromatogram of 10 ng/mL (LLOQ) of CAF 

spiked with internal standard (a), blank human 
plasma (b).  
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Linearity 
In the concentration range of 10 to 10000 ng / mL, 

including the LLOQ, the method's linearity was 
demonstrated for CAF. Eight freshly prepared calibration 
standards for CAF (10, 20, 100, 500, 2500, 5000, 9000, 
and 10000 ng/mL) were assayed in each of the three 
validation batches. The best fit based on accuracy was 
found using a linear equation with 1/C2 weighting. The 
analyte's average determination coefficients (r2) were 
0.9987 or higher (x = 0.00398556a + 0.000103298). The 
standard curves covered the quantitation range and 
were made up of eight non-zero samples, a blank 
sample, and an IS sample that had been spiked with zero. 
RE of calculated concentrations from the nominal values 
should be within ± 15% (LLOQ:  ± 20%). At least 75% of 
the calculated concentrations of the calibration curve 
should fulfil the acceptance criteria (at least 6 non-zero 
samples, including the LLOQ and the ULOQ) [9, 10].  

Accuracy and precision 
The within-batch and between-batch precision and 

accuracy were assessed by analysing QC samples at five 
different concentration levels: 10 ng/mL (LLOQ), 30 

ng/mL (QC Low), 300 ng/mL (QC Medium), 4000 ng/mL 
(QC High), 8000 ng/mL (ULLOQ), with six replicates in 
three consecutive validation runs. The acceptance 
criteria were defined for within batch and between batch 
precision as CV ≤ 15 % (20% for LLOQ), for within-batch 
accuracy as RE of calculated concentrations from the 
nominal values must be within ±15% (±20% for LLOQ), 
and two third of the QC samples at each concentration 
must fulfil the acceptance criteria. Additionally, RE of the 
mean concentration from the nominal value must be 
within the ±15% range (±20% for LLOQ). The within-batch 
and between-batch values did not exceed 15% for QC 
samples, as expected for LLOQ which did not exceed 
20%. Table 2 and Table 3 provide a summary of the 
method's within- and between-batch precision and 
accuracy data. Based on the analyte to IS peak-area 
ratios, the regression algorithm was 1/C2 weighting linear 
regression. Shimadzu LabSolutions version 5.93 Software 
program was used for data acquisition and evaluation of 
chromatographic data. Results in detail are given in Table 
2 - 3 and the results demonstrate that the acceptance 
criteria were met. 

 
Table 2. Within-batch precision and accuracy of the method for determining CAF in plasma samples. 
Nominal Concentration 

(ng/mL) 
Batch No. 1 (n = 6) Batch No. 2 (n=6) Batch No. 3 (n=6) 

Actual Concentration 
(mean ± SD; ng/mL) 

RD 
(%) 

CV 
(%) 

Actual Concentration 
(mean ± SD; ng/mL) 

RD 
(%) 

CV 
(%) 

Actual Concentration 
(mean ± SD; ng/mL) 

RD 
(%) 

CV 
(%) 

10 9.65 ± 0.70 -3.45 7.22 9.81 ± 0.67 -1.89 6.84 10.96 ± 0.67 9.61 6.19 
30 28.24 ± 0.37 -5.87 1.30 28.11 ± 0.70 -6.31 2.49 29.05 ± 0.28 -3.17 0.95 

300 277.24 ± 6.05 -7.59 2.18 281.84 ± 6.17 -6.05 2.19 273.72 ± 4.69 -8.76 1.71 
4000 3770.95 ± 59.66 -5.73 1.58 3932.88 ± 76.32 -1.68 1.94 3791.00 ± 77.59 -5.23 2.05 
8000 7832.89 ± 186.67 -2.09 2.38 7960.40 ± 87.25 -0.50 1.10 7783.05 ± 86.20 -2.71 1.11 

 
Table 3. Between-batch precision and accuracy of the method for determining CAF in plasma samples. 

Nominal Concentration (ng/mL) Batch No. 1-3 (n = 18) 

Actual Concentration (mean ± SD; ng/mL) RD (%) CV (%) 

10 10.14 ± 0.88 1.42 8.66 
30 28.47 ± 0.62 -5.12 2.20 
300 277.60 ± 6.34 -7.47 2.28 
4000 3831.61 ± 100.16 -4.21 2.61 
8000 7858.78 ± 143.45 -1.77 1.82 

For between-batch accuracy, calculated mean concentration from three different runs must be in the ±15% range (±20% for LLOQ) 
of the nominal value. 

 
Matrix Effect 
For the matrix effect, blank plasma samples were 

taken from six different human plasma sources, including 
one lipemic and one haemolytic plasma. For both the 
analyte and the internal standard, the matrix factor (MF) 
in each matrix was calculated by determining the ratio of 
the peak area in the presence of the matrix (measured by 
analysis of the matrix blank spiked with the analyte at 
the concentration of QC low and QC high after 
extraction) to the peak area in absence of matrix (pure 
solution of the analyte). The normalized IS MF was 

calculated by dividing the analytes MF IS by the IS MF. 
The precision (CV%) of QC Low and QC High were 1.02% 
and 4.09% observed for CAF. The matrix effect result was 
summarized in Table 4. The accuracy should be within 
±15% of the nominal concentration and the precision 
should not be greater than 15% in all individual matrix 
sources/lots [10]. Our findings show that, at both low 
and high concentrations of the analyte in all six lots of 
human plasma, there was no matrix effect. The matrix 
effect result was summarized in Table 4. 
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Table 4. Results of matrix effects for CAF (n = 6). 

Sample 

Plasma QC Low Plasma QC High 
Mean Peak 

Area 
(n = 6) 

Matrix 
Factor 

Mean Peak 
Area IS 
(n = 6) 

IS 
Matrix 
Factor 

IS 
Normalised 

MF 

Mean Peak 
Area 

(n = 6) 

Matrix 
Factor 

Mean Peak 
Area IS 
(n = 6) 

IS 
Matrix 
Factor 

IS 
Normalised 

MF 
Solution 99220.00 - 1081952.67 - - 24168940.00 - 1081952.67 - - 
Matrix 1 108246.50 1.09 1180754.33 1.09 1.00 25915277.50 1.07 1180754.33 1.09 0.98 
Matrix 2 105866.50 1.07 1188919.17 1.10 0.97 27440756.33 1.14 1188919.17 1.10 1.03 
Matrix 3 106676.50 1.08 1179014.83 1.09 0.99 27974463.83 1.16 1179014.83 1.09 1.06 
Matrix 4 103945.67 1.05 1152197.00 1.07 0.98 27981808.33 1.16 1152197.00 1.07 1.09 
Matrix 5 103981.33 1.05 1149130.67 1.06 0.99 25555420.83 1.06 1149130.67 1.06 1.00 
Matrix 6 100725.33 1.02 1102840.67 1.02 1.00 24540301.50 1.02 1102840.67 1.02 1.00 

 
Recovery 
The recovery of CAF was assessed by comparing the 

analyte responses of six extracted samples of low, 
medium, and high QC concentrations (30, 4,000, 8,000 
ng/mL) with those of six appropriately diluted standard 
solutions. The mean total recovery of CAF was 
determined to be 93.99 %. 

For IS, the mean responses of six internal diluted 
standard solutions and six extracted samples with 

medium QC concentrations (4000 ng/ mL) were 
compared. Internal standard recovery was found to be 
99.44% on average.  

Results are given in Table 5 and the results 
demonstrate that the acceptance criteria were met. 

Acceptance criteria: The CV of the recovery results of 
the QC levels should be lower than ±15%. 

 
Table 5. Recovery rates and calculated CV (3 concentrations: QC2, QC32, QC4) for precision (n = 6). 

Concentration (ng/mL) Mean (Ext/Unext) % Recovery Rate (%) SD CV (%) 
30.000 82.030332 

93.990340 10.365531 11.028294 4000.000 100.373935 
8000.000 99.566754 

Internal Standard 99.440756    

 
Carryover 
A high-quality control concentration sample (QC) and 

a blank sample after calibration at the upper limit of 
quantification (ULOQ) were used to evaluate carry-over 

in validation batches. Figure 2 shows that no carry-over 
was observed. 

 

 
Figure 2. Visual presentation for the absence of carry-over effect for CAF.  

 
Dilution integrity 
The integrity of the dilution was confirmed by 

producing 1.7 times the ULOQ. This dilution sample was 
then diluted 1/2 and 1/20 with blank human plasma and 
tested with freshly spiked calibration standards. After 
accounting for dilution, the results were compared to the 
concentration. The mean values of diluted samples for 

the analyte CAF were within 15.0% of nominal value 
(0.758% for 1/2 dilution and -0.083% for 1/20 sample), 
and CV at each level was within ± 15.0% (1.464% for 1/2 
and 1.320 % for 1/20 sample). Accordingly, the samples 
can be diluted 1/2 or 1/20 times to fit within the 
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calibration curve when their calculated concentration 
exceeds ULOQ.  

 
Batch size 
To determine the maximum batch size, the accuracy 

and precision of QC samples were tested over a run in a 
size equivalent to the expected analytical run. To mimic 
the actual size of a study run, blank samples were 
injected into the system between two validation batches. 
The QC samples were evaluated against the calibration 
curve obtained from the first validation batch. Based on 
this analysis, it was concluded that the maximum 
injection capacity of the instrument, which is 103, could 
be used as the batch size. 

Stability 
Stability evaluation in the matrix were made using 

freshly spiked calibration standards. The stability of QC 
samples at both low and high levels (n = 6, each) was 
evaluated by subjecting them to a freeze-thaw cycle. The 
samples were initially stored and frozen at -70 °C for 24 
h, followed by unassisted thawing at room temperature.  
Once thawed, the samples were refrozen at -70 °C for a 
minimum of 12 h. This freeze-thaw cycle was repeated 4 
times. After the 4th freeze-thaw cycle, the stability 
samples were processed with freshly prepared 

calibration standards and freshly prepared low and high 
QC samples. All samples were analysed in a single run. 
The results of the analysis indicated that CAF remains 
stable in human plasma for up to 4 freeze-thaw cycles 
when stored at -70 °C and thawed to room temperature. 

The benchtop stability was assessed by maintaining 
CAF QC plasma samples at room temperature for 5 h at 
low and high QC values (n = 6 each). The QC samples 
were left on the bench at room temperature before 
extraction for 5 h. After 5 h, the stability samples were 
processed with freshly prepared calibration standards. 
All samples were analysed in a single run. Benchtop 
stability test results indicated that CAF in plasma remains 
stable for 5 hours at room temperature. 

The processed sample stability was assessed by 
leaving sets of low and high QC samples in the 
autosampler for a longer period of time than required for 
processing a run of study samples. The samples were 
stored at autosampler conditions (10 °C) for 27 h and 
then injected with freshly prepared calibration standards 
and QC samples. CAF was stable in extracts.  

During method validation, long-term plasma 
stabilities at both -20 °C and -70 °C was assessed for 7 
days. The summarized stability results were presented in 
Table 6. 

 
Table 6. Results of stability of CAF in human plasma under different storage conditions (n = 6). 

Storage Condition Nominal Concentration 
(ng/mL) 

Actual Concentration 
(mean ± SD; ng/mL) CV (%) RD (%) 

Autosampler stability a 
30 29.40 ± 0.72 2.45 -1.98 

8000 7771.33 ± 94.20 1.21 -2.86 

Short-term plasma stability b 
30 29.04 ± 0.44 1.52 -3.19 

8000 7867.11 ± 130.81 1.66 -1.66 
Validation long-term plasma 

stability c 
30 27.53 ± 0.77 2.79 -8.23 

8000 7867.80 ± 109.22 1.38 -1.65 
Validation long-term plasma 

stability d 
30 29.09 ± 0.40 1.39 -3.05 

8000 7832.86 ± 58.23 0.74 -2.09 

Freeze-thaw stability d 
30 29.54 ± 0.82 2.76 -1.54 

8000 7765.21 ± 70.84 0.91 -2.94 
RD: Relative Deviation (Accuracy), CV: Coefficient of Variation (Precision), SD: Standard Deviation 
a Kept at autosampler temperature, 10 °C.  b Stored at room temperature.  c Stored at -20 °C.  d Stored at -70 °C. 
 

Application to a Pharmacokinetic Study 
The successfully validated method was applied to a 

pharmacokinetic study. A total of 12 subjects completed 
the clinical phase of the study. Serial blood samples were 
collected throughout 16 h. The plasma samples obtained 
from 12 subjects following oral administration of a single 
dose of CAF 60 mg capsules under fasting conditions (the 
volunteers were fasted at least 2 hours) were analysed. 
The mean ± SD of maximum plasma concentration (Cmax) 
for the fasting conditions was found to be 147.94 ± 
139.39 ng/mL. The median (min-max) times to reach 
peak plasma concentration (Tmax) for the fasting was 
found to be 12.00 (6.50 - 12.00). The mean ± SD of area 
under the plasma concentration-time curve from zero to 
last measurable concentration (AUC0-tlast) for the fasting 

conditions was found to be 1119.59 ± 1468.30 h.ng/mL. 
When the clinical studies in the literature are evaluated, 
different results are striking both among other studies 
and with this study. The root cause of this is considered 
to be differences in study design, research products, and 
inter-subject variations [11]. 

 
Conclusion 
 

We created and tested a positive ion mode LC-
MS/MS method for simultaneously determining CAF in 
human plasma. Using deuterated internal standards 
ensured the success of the assay by eliminating the 
matrix effects. The parameters (selectivity, linearity, 
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lower limit of quantification, accuracy, precision, dilution 
integrity, carry-over, and recovery) were successfully 
validated. Further, the stability of the analyte was 
evaluated, as was the matrix effect. The developed 
method's adequate sensitivity, satisfactory selectivity, 
and good reproducibility were all confirmed. In order to 
achieve good extraction recovery without any obvious 
matrix effects, the protein precipitation method was 
developed. After an oral administration of CAF capsules, 
the validated method could be used to assess their 
pharmacokinetics and ascertain their bioavailability.  
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Iron is one of the widely used metals in industry. For that reason, the prevention of the corrosion of such 
metals via new designed inhibitor systems is among the interest of corrosion scientists. In the present paper, 
we investigated the corrosion inhibition performance of 2-((1-(4-nitrophenyl)-1H-1,2,3-triazol-4-yl) methoxy) 
benzaldehyde (A), 4-((1-(4-nitrophenyl)-1H-1,2,3-triazol-4-yl) methoxy) benzaldehyde (B), 4-((4-nitrophenoxy) 
methyl)-1-(4-nitrophenyl)-1H-1,2,3-triazole (C), 4-methyl-7-((1-(4-nitrophenyl)-1H-1,2,3-triazol-4-yl) methoxy)-
2H-chromen-2-one (D) against iron corrosion. For the mentioned inhibitor systems, important reactivity 
descriptors like frontier orbital energies, chemical potential, electronegativity, hardness, softness, 
polarizability, dipole moment, back-donation energy, electrophilicity, electroaccepting power and 
electrodonating power were calculated and discussed. Calculations were repeated using various methods and 
basis sets in different phases. The chemical reactivities of the inhibitors were predicted in the light of well-
known electronic structure rules like Maximum Hardness and Minimum Polarizability Principles. The obtained 
data showed that the best corrosion inhibitor among them is molecule D while the most stable molecule is 
molecule C. The theoretical data support the experimental observations.  
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Introduction 
 

Corrosion can be defined as natural process 
converting the metals to their sulfides, oxides and 
hydroxides [1,2]. Adding the inhibitor molecules to 
corrosive media, the prevention of the corrosion of 
metals is among the interests of corrosion scientists. The 
molecules acting as effective corrosion inhibitors are 
easily adsorbed on metal surfaces through an electron 
transfer between inhibitor and metal surface. Many 
theoretical and experimental corrosion scientists 
reported the high inhibition performance of π-systems 
and heterocyclic compounds including especially 
heteroatoms like nitrogen, sulfur and oxygen [3,4]. It is 
well-known that a triazole is a heterocyclic molecule 
including a five membered ring with two carbons and 
three nitrogens. Triazole’s closed molecular formula is 
C2H3N3. Some important papers about the high 
effectiveness of triazole derivatives against the corrosion 
of various metal and alloys are available in the literature.  
M. M. Abdelsalem and coworkers [5] synthesized three 
triazole derivatives, namely -((1H-1,2,4-triazol-3-ylimino) 
methyl)naphthalen-2-ol (TMN), N-(furan-2-ylmethylene)-
1H-1,2,4-triazol-3-amine (FTA) and N-(thiophen-2-
ylmethylene)-1H-1,2,4-triazol-3-amine (TTA) with the 
help of  ultrasonic irradiation and investigated their 
corrosion inhibition performances. In the analysis made 
via some experimental and theoretical tools, corrosion 
inhibition effiency ranking obtained for steel was 
reported as: TMN> TTA>FTA.  In another paper penned 

by Belghiti and coworkers [6] analyzed the corrosion 
inhibition performance of four triazole derivative in 
strong phosphoric acid medium for steel. This study was 
also a proof of which triazole derivatives are effective 
corrosion inhibitors against the corrosion of metals and 
alloys. 

 

Ar
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NO2

A B C D
 

Figure 1. Molecular structures of the inhibitor systems 
considered in this study. 
 
In a recent paper published by Jaber and coworkers 

[7], four new triazole derivatives were synthesized via 
regioselective click reaction and investigated their 
corrosion inhibition performances using only 
experimental procedures. The molecular structures of 
the mentioned triazole derivatives are presented in Fig. 
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1.  The aim of this article is to theoretically analyze the 
corrosion inhibition performances of molecules A, B, C 
and D and is to predict their chemical reactivities through 
the some electronic structure rules. The obtained 
theoretical data will be helpful to experimental corrosion 
scientists in the design of new triazole derivatives. 

 
Computational Details and Equations 

 
Conceptual Density Functional Theory (CDFT) can be 

considered as the reactivity related branch of DFT. CDFT 
includes many simple formulae to compute the quantum 
chemical descriptors and well-known electronic structure 
rules based on these descriptors. In CDFT, the following 
mathematical relations for chemical potential (µ), 
electronegativity (χ), hardness (η) and softness (σ) are 
presented [8,9]. 

 

( )r

E
N ν

µ χ ∂ = − =  ∂ 
 (1) 

 
2

2
( )r

E
N ν

η
 ∂

=  ∂ 
 (2) 

 
1/σ η=  (3) 

 
Here, E and N represents the total electronic energy 

and total number of the electrons of any chemical 
system, respectively. If one applies the finite differences 
approach to the mathematical relations given above, for 
the calculation of the aforementioned quantum chemical 
descriptors, the following simple formulae based on 
ground state ionization energy (I) and ground state 
electron affinity (A) of atoms, ions and molecules are 
obtained [10].  

 

2
I Aµ χ + = − = − 

 
 (4) 

 
I Aη = −  (5) 

 
First electrophilicity index (ω1) mathematically 

introduced by Parr, Szentpaly and Liu [11] is calculated 
based on absolute hardness and absolute 
electronegativities of the chemical systems via the 
equation given below  

 
2

1 2ω χ η≡  (6) 

 
Second electrophilicity index that its usefulness is 

emphasized by especially Szentpaly and Kaya [12] is 
calculated as: 

 

2 . /I A I Aω = −  (7) 

Electroaccepting power (ω+) and electrodonating 
power (ω-) parameters introduced by Gazquez and 
coworkers [13] in 2007 are calculated from the following 
equations. These parameters depending on ionization 
energy and electron affinity of atom, ions and molecules 
like other Conceptual DFT based descriptors are widely 
used in corrosion science.  

 
2( 3 ) / (16( ))I A I Aω+ = + −  (8) 

 
2(3 ) / (16( ))I A I Aω− = + −  (9) 

 
Back-donation energy (ΔEb-d) is closely related to the 

absolute hardness of a chemical system and is calculated 
from the following equation 

 

4b dE η
−∆ = −  (10) 

 
In the corrosion science, to compute the fraction of 

the electrons transferred from inhibitor to metal surface 
and metal-inhibitor interaction energy, the following 
equations are used.  

 

2( )
Fe inh

Fe inh

N φ χ
η η

−
∆ =

+
 (11) 

 
2( )

4( )
Fe inh

Fe inh

φ χψ
η η
−

∆ = −
+

 (12) 

 
In these equations, ϕFe is work function computed for 

Fe (110) surface and its numerical value is 4.82 eV. 
Chemical hardness of Fe surface is taken as ηFe=0 
because I=A for a bulk. In the equations χinh and ηinh 
represent the electronegativity and chemical hardness of 
inhibitor molecule, respectively [15].  

Gas phase calculations were performed using HF, 
B3LYP and M062X methods and considering 6-
31++G(d,p), SDD, 6-311++G(d,p) basis sets. In the 
calculations in water phase, only B3LYP method was 
preferred. Since the corrosion process is generally carried 
out in aqueous environments, it is essential to make the 
calculations also in the aqueous phase. For this reason, 
we performed the PCM (polarisable continuum model) 
method to investigate the solvent effect of water. In the 
prediction of ionization energy and electron affinities of 
the studied inhibitor molecules, we considered 
Koopmans Theorem [16] giving the following relations 
based on HOMO and LUMO orbital energies. 

 

HOMOI E= −  (13) 
 

LUMOA E= −  (14) 
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Results and Discussion 
 

In this paper, using Conceptual Density Functional Theory 
based chemical reactivity parameters and electronic structure 
rules, we investigated the corrosion inhibition performances 
of some triazole derivatives against the corrosion of the iron.  
For this goal, well-known parameters like hardness, 
electrophilicity, electronegativity, back-donation energy, 
polarizability, metal-inhibitor interaction energy, 
electrodonating/accepting powers were computed and their 
relation with electron donating ability of molecules were 
discussed in detail.  In Table 1, computed quantum chemical 
parameters for studied inhibitor molecules in the gas phase 
while Table 2 reflects the results obtained in aqueous media. 
Fig. 2 visually presents optimized structures, HOMOs, LUMOs 
and ESP maps obtained at B3LYP/6-311++g (d p) calculation 
level of the studied molecular systems. The different values in 
the electrostatic potential maps (ESP) are presented through 
different colors. In these maps, red color presents the region 
of the most negative electrostatic potential, blue color stands 
for the region of the most positive electrostatic potential and 
green color stands for the region of the zero electrostatic 
potential. The reddest region is the region most suitable for 
protonation 

Molecular Orbital Theory widely uses the HOMO and 
LUMO energies to explain the acidic and basic behaviour of 
the molecules. It should be   noted that the molecules with 
high value of HOMO energy acts as effective corrosion 
inhibitors because they give the electrons easily to metals and 
alloys.  Additionally, the molecular systems with low values of 
LUMO energy are good electron acceptors.  According to 
computed HOMO and LUMO orbital energies, the corrosion 
inhibition efficiency order of the studied molecules can be 
given as:  D>B>A>C. Chemical hardness [17] is a powerful tool 
to explain the stability of molecules as a good measure of the 
chemical reactivity because this quantity represents the 
resistance towards electron cloud polarization of atomic and 
molecular systems. According to Maximum Hardness 
Principle [18], it can be noted that hard chemical systems 
exhibits high stability and cannot show high efficiency against 
the corrosion of metal surfaces.  Considering the inverse 
relation between hardness and polarizability, it can be said 
with ease that the molecular systems with high polarization 
are effective corrosion inhibitor [19].   As can be seen from 
the computational details section, back-donation energy is 
closely related to the chemical hardness of molecules.  

Table 1. Calculated quantum chemical parameters for studied inhibitor molecules in the gas phase 
Molecule EHOMO ELUMO χ η ω1 ω2 ΔEb-d ω- ω+ α (au) 
B3LYP/6-31++G (d, p) 
A -7.046 -3.260 5.153 3.786 3.507 6.067 -0.947 9.827 4.674 245.542 
B -7.029 -3.302 5.166 3.727 3.580 6.227 -0.932 9.975 4.809 251.926 
C -7.423 -3.355 5.389 4.068 3.569 6.122 -1.017 10.088 4.699 253.456 
D -6.650 -3.260 4.955 3.39 3.621 6.395 -0.848 9.932 4.977 295.346 
B3LYP/SDD 
A -7.080 -3.535 5.308 3.545 3.973 7.060 -0.886 10.822 5.514 221.750 
B -7.042 -3.574 5.308 3.468 4.062 7.257 -0.867 10.995 5.687 228.346 
C -7.514 -3.638 5.576 3.876 4.011 7.053 -0.969 11.052 5.476 232.081 
D -6.734 -3.530 5.132 3.204 4.110 7.419 -0.801 10.986 5.854 270.050 
B3LYP/6-311++G (d, p) 
A -7.092 -3.255 5.174 3.837 3.488 6.016 -0.959 9.802 4.629 244.061 
B -7.076 -3.295 5.186 3.781 3.556 6.166 -0.945 9.941 4.755 250.424 
C -7.468 -3.348 5.408 4.12 3.549 6.069 -1.030 10.060 4.652 251.479 
D -6.693 -3.253 4.973 3.44 3.595 6.329 -0.860 9.891 4.918 294.058 
HF/6-31++G (d, p) 
A -9.302 0.685 4.309 9.987 0.929 -0.638 -2.497 4.637 0.329 214.386 
B -9.263 0.662 4.301 9.925 0.932 -0.618 -2.481 4.634 0.333 217.548 
C -9.842 0.599 4.622 10.441 1.023 -0.565 -2.610 5.009 0.387 217.744 
D -8.785 0.699 4.043 9.484 0.862 -0.647 -2.371 4.338 0.295 255.031 
HF/SDD 
A -9.577 0.204 4.687 9.781 1.123 -0.200 -2.445 5.200 0.514 194.892 
B -9.513 0.188 4.663 9.701 1.120 -0.184 -2.425 5.178 0.516 198.034 
C -10.200 0.111 5.045 10.311 1.234 -0.110 -2.578 5.635 0.590 200.356 
D -9.097 0.224 4.437 9.321 1.056 -0.219 -2.330 4.912 0.476 234.639 
HF/6-311++G (d, p) 
A -9.324 0.712 4.306 10.036 0.924 -0.661 -2.509 4.628 0.322 214.850 
B -9.287 0.635 4.326 9.922 0.943 -0.594 -2.481 4.669 0.343 274.138 
C -9.866 0.577 4.645 10.443 1.033 -0.545 -2.611 5.041 0.396 217.927 
D -8.800 0.709 4.046 9.509 0.861 -0.656 -2.377 4.338 0.293 255.792 
M062X/6-31++G (d, p) 
A -8.355 -2.098 5.227 6.257 2.183 2.801 -1.564 7.370 2.144 231.889 
B -8.313 -2.128 5.221 6.185 2.203 2.860 -1.546 7.403 2.183 236.737 
C -8.753 -2.185 5.469 6.568 2.277 2.912 -1.642 7.699 2.230 237.164 
D -7.898 -2.094 4.996 5.804 2.150 2.849 -1.451 7.161 2.165 278.454 
M062X/SDD 
A -8.519 -2.491 5.505 6.028 2.514 3.520 -1.507 8.157 2.652 209.602 
B -8.459 -2.517 5.488 5.942 2.534 3.583 -1.486 8.184 2.696 214.384 
C -8.998 -2.585 5.792 6.413 2.615 3.627 -1.603 8.527 2.735 217.044 
D -8.108 -2.480 5.294 5.628 2.490 3.573 -1.407 7.979 2.685 254.286 
M062X/6-311++G (d, p) 
A -8.413 -2.106 5.260 6.307 2.193 2.809 -1.577 7.410 2.150 230.562 
B -8.373 -2.136 5.255 6.237 2.213 2.868 -1.559 7.444 2.189 235.462 
C -8.821 -2.194 5.508 6.627 2.289 2.920 -1.657 7.745 2.238 235.753 
D -7.951 -2.101 5.026 5.85 2.159 2.856 -1.463 7.197 2.171 277.196 
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So, it is not difficult to predict that the molecules with 

more negative values of the back-donation energy are not 
effective corrosion inhibitors.  In the light of computed 
hardness, polarizability and back-donation energy data, the 
corrosion inhibition efficiency order can be given as:  
D>B>A>C. Electronegativity [20,21] is among key parameters 
used to explain the nature of the chemical interactions and 
chemical bonding. Shortly, it can be defined as the electron 
withdrawal powers of atoms, ions and molecules. In the light 
of this definition, it is clear that effective corrosion inhibitors 
should not have high electronegativity values. Computed 
electronegativity values also imply the high efficiency of 
molecule D. According to Minimum Electrophilicity Principle, 
in stable states and conformers, electrophilicity is minimized. 
Normally, in corrosion inhibition studies that don’t consider 
the Minimum Electrophilicity Principle, it is noted that the 
molecules with high value of electrophilicity index cannot act 

effective corrosion inhibitors. On the other hand, Minimum 
Electrophilicity Principle implies that the molecules with large 
value of electrophilicity index are more reactive than others. 
Our results support the Minimum Electrophilicity Principle 
and this principle predicts the best corrosion inhibitor as 
molecule D. Electrodonating power and electroaccepting 
power are among the parameters used in corrosion inhibition 
prediction. Good corrosion inhibitors have high value of 
electrodonating power and low value of electroaccepting 
power.  The experimentally obtained corrosion inhibition 
efficiency ranking for the studied inhibitor systems is the 
same of the ranking obtained with the help of Conceptual 
Density Functional Theory based theoretical analyses.  
Chemical reactivity analysis made here will assist 
experimental chemists in the synthesis or design of more 
reactive or more stable Triazole derivatives. 

 
Table 2. Calculated quantum chemical parameters for studied inhibitor molecules in the aqueous phase 
Molecule EHOMO ELUMO χ η ω1 ω2 ΔEb-d ω- ω+ α (au) 
B3LYP/6-311++G (d, p) 
A -6.778 -3.279 5.0285 3.499 3.613 6.352 -0.8748 9.960 4.931 331.174 
B -6.853 -3.266 5.0595 3.587 3.568 6.240 -0.8968 9.890 4.831 335.582 
C -7.080 -3.284 5.182 3.796 3.537 6.125 -0.9490 9.902 4.720 343.462 
D -6.489 -3.278 4.8835 3.211 3.714 6.624 -0.8028 10.070 5.186 398.115 
HF/6-311++G (d, p) 
A -9.082 0.818 4.132 9.9 0.862 -0.750 -2.4750 4.409 0.277 283.113 
B -9.072 0.819 4.1265 9.891 0.861 -0.751 -2.4728 4.403 0.277 284.948 
C -9.507 0.817 4.345 10.324 0.914 -0.752 -2.5810 4.646 0.301 286.180 
D -8.640 0.822 3.909 9.462 0.807 -0.751 -2.3655 4.161 0.252 335.839 
M062X/6-311++G (d, p) 
A -8.193 -2.074 5.1335 6.119 2.153 2.777 -1.5298 7.256 2.122 307.319 
B -8.181 -2.074 5.1275 6.107 2.153 2.778 -1.5268 7.251 2.123 311.069 
C -8.494 -2.076 5.285 6.418 2.176 2.748 -1.6045 7.396 2.111 313.699 
D -7.814 -2.073 4.9435 5.741 2.128 2.822 -1.4353 7.087 2.144 368.684 
B3LYP/6-311++G (d, p) 
A -6.778 -3.279 5.0285 3.499 3.613 6.352 -0.8748 9.960 4.931 331.174 
B -6.853 -3.266 5.0595 3.587 3.568 6.240 -0.8968 9.890 4.831 335.582 
C -7.080 -3.284 5.182 3.796 3.537 6.125 -0.9490 9.902 4.720 343.462 
D -6.489 -3.278 4.8835 3.211 3.714 6.624 -0.8028 10.070 5.186 398.115 
HF/6-311++G (d, p) 
A -9.082 0.818 4.132 9.9 0.862 -0.750 -2.4750 4.409 0.277 283.113 
B -9.072 0.819 4.1265 9.891 0.861 -0.751 -2.4728 4.403 0.277 284.948 
C -9.507 0.817 4.345 10.324 0.914 -0.752 -2.5810 4.646 0.301 286.180 
D -8.640 0.822 3.909 9.462 0.807 -0.751 -2.3655 4.161 0.252 335.839 
M062X/6-311++G (d, p) 
A -8.193 -2.074 5.1335 6.119 2.153 2.777 -1.5298 7.256 2.122 307.319 
B -8.181 -2.074 5.1275 6.107 2.153 2.778 -1.5268 7.251 2.123 311.069 
C -8.494 -2.076 5.285 6.418 2.176 2.748 -1.6045 7.396 2.111 313.699 
D -7.814 -2.073 4.9435 5.741 2.128 2.822 -1.4353 7.087 2.144 368.684 
B3LYP/6-311++G (d, p) 
A -6.778 -3.279 5.0285 3.499 3.613 6.352 -0.8748 9.960 4.931 331.174 
B -6.853 -3.266 5.0595 3.587 3.568 6.240 -0.8968 9.890 4.831 335.582 
C -7.080 -3.284 5.182 3.796 3.537 6.125 -0.9490 9.902 4.720 343.462 
D -6.489 -3.278 4.8835 3.211 3.714 6.624 -0.8028 10.070 5.186 398.115 
HF/6-311++G (d, p) 
A -9.082 0.818 4.132 9.9 0.862 -0.750 -2.4750 4.409 0.277 283.113 
B -9.072 0.819 4.1265 9.891 0.861 -0.751 -2.4728 4.403 0.277 284.948 
C -9.507 0.817 4.345 10.324 0.914 -0.752 -2.5810 4.646 0.301 286.180 
D -8.640 0.822 3.909 9.462 0.807 -0.751 -2.3655 4.161 0.252 335.839 
M062X/6-311++G (d, p) 
A -8.193 -2.074 5.1335 6.119 2.153 2.777 -1.5298 7.256 2.122 307.319 
B -8.181 -2.074 5.1275 6.107 2.153 2.778 -1.5268 7.251 2.123 311.069 
C -8.494 -2.076 5.285 6.418 2.176 2.748 -1.6045 7.396 2.111 313.699 
D -7.814 -2.073 4.9435 5.741 2.128 2.822 -1.4353 7.087 2.144 368.684 
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Figure 2. Optimized structures, HOMOs, LUMOs and ESP maps obtained at B3LYP/6-311++g (d p) calculation level of 

the studied molecular systems. 
 
Conclusion 

 
The present paper includes detailed Conceptual 

Density Functional Theory based computations to predict 
the corrosion inhibition performances of some triazole 
derivatives, namely, 2-((1-(4-nitrophenyl)-1H-1,2,3-
triazol-4-yl) methoxy) benzaldehyde (A), 4-((1-(4-
nitrophenyl)-1H-1,2,3-triazol-4-yl) methoxy) 
benzaldehyde (B), 4-((4-nitrophenoxy) methyl)-1-(4-
nitrophenyl)-1H-1,2,3-triazole (C), 4-methyl-7-((1-(4-
nitrophenyl)-1H-1,2,3-triazol-4-yl) methoxy)-2H-
chromen-2-one (D). According to obtained data in both 
gas phase and aqueous phase, the best corrosion 
inhibitor among studied molecules is molecule D. 
Theoretical analyzes made are in good agreement with 
experimental observations and the predictions done in 
the light of popular electronic structure rules like 
Minimum Polarizability, Minimum Electrophilicity and 
Maximum Hardness Principles. The calculations and 
structural analyses made will be helpful for 
experimentalists in the design and synthesis of new 
triazole derivatives as corrosion inhibitor. 
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Lipases are mainly applied in the food, abluent and medicine industries. Through the high production costs of 
lipase enzymes for industrial applications, cheap and eco-friendly enzyme production has gained great 
importance in recent years.  Yeasts can produce lipase enzyme and grow in acidic media. In the present study, 
the act of Cu2+, Ni2+ and molasses concentrations on the enzyme activity of Candida yeasts were investigated in 
a batch system. The maximum enzyme activities of microorganisms were determined at pH:4. Lipase enzyme 
activity was investigated changing metal ion and molasses sucrose concentrations by 25-250 mg/L and 1-20 g/L 
respectively. When molasses sucrose concentration was increased, the enzyme activity of all yeasts increased 
to 10 g/L, and the lipase enzyme activity decreased at the higher molasses concentrations. Enzyme activity of 
yeasts decreased with increasing both metal ion concentrations at constant molasses sucrose concentrations. 
Ni2+ cations were more inhibited to enzyme activity of all yeasts than Cu2+. Among the yeasts, Candida 
membranefeciens (936.96 U/L) showed the highest enzyme activity in media containing a constant molasses 
concentration of 10 g/L.  
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Introduction 
 

Enzymes are known as biocatalysts with protein 
structure specific to a particular substrate naturally occur 
and can be synthesized artificially. The most common 
enzymes in nature are Amylase, cellulase, invertase, 
lactase, and lipase. Among these enzymes, lipases, which 
possess industrial and physiological importance are 
obtained from several herbs, bacteria, and yeasts. 
Hydrolysis of triglycerides to glycerol and free fatty acids 
through an oil-water interface is catalyzed by Lipases 
which are a member of hydrolase. Furthermore, they 
catalyze the hydrolysis and synthesis of other esters and 
play important role in transesterification [1,2]. Lipases 
exhibit a highly stable structure at high temperatures, 
pH, and organic solvents. Their enzymatic specificity 
regarding chemoselectivity, substrate selectivity, 
functional group selectivity, regional selectivity, 
stereoselectivity make it popular for the industry such as 
organic chemistry, detergent, milk, cosmetics, paper, and 
medicine [3,4]. Extracellular lipase is generally produced 
from various microorganisms and used in commercial 
applications [5]. Microbial lipases have some advantages 
such as high conversion efficiency of the substrate in 
comparison to other lipases that are produced from 
animal and plant cells [6]. One of the microorganisms 
that can produce lipase enzyme is yeasts. Among yeasts, 
Candida species can bind to metal ions in the 
environment as well as produce extracellular lipase with 
low nutritional requirements and high biomass 
production. Owing to active transport mechanisms, it 

transfers absorbed elements and accumulates them into 
cells as metal form [7]. The biomass of Candida yeast can 
be a source of mineral content by accumulating various 
substances that exceed the essential nutrients of the 
cells [8]. Candida yeasts are aerobic microorganisms and 
rapidly increase their biomass during aeration [9]. 
Optimum production conditions usually occur at 25-30 oC 
and pH 4.0-6.0 [2]. The enzyme activity of Candida yeasts 
is determined using appropriate carbon and nitrogen-
based substrates in the nutrient medium and the 
presence of activating agents. Lipase activity may also 
change several parameters such as pH, temperature, 
substrate concentration, and inoculation level [10]. Lipid 
carbon sources, nitrogen sources, and micronutrients are 
required to obtain highly efficient lipase [11]. 
Furthermore, the synthesis and activation of lipase are 
affected by compounds that act as nitrogen source.  
Several nitrogen sources such as ammonium and sodium 
salts, yeast extracts, urea, peptone, etc. provide higher 
lipases activity for many microorganisms [12, 13]. Metal 
ions can stimulate or inhibit microbial enzyme 
production according to the genetic structure of the 
microorganism. Especially Ca2+, effects structural and 
functional properties of enzymes, and plays a vital role in 
the production of some lipases with calcium-dependent 
metabolism. While Ca2+ ions increase enzyme activity, 
Zn2+and ferric (Fe2+, Fe3+) ions strongly inhibit. Metal ions 
such as Co2+, Zn2+, Mg2+, Mn2+, Al3+ and Na+ have slightly 
inhibitory effects on microbial lipase production [14,15]. 
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For yeasts and fungi, acidic pH increases lipase production, 
and these microorganisms can grow in an acidic medium. A 
good lipase production efficiency was determined using 
Rhodotorula glutinis HL25 at pH:6 [16]. It was reported that 
lipase production and activity of Penicillium sp. section 
Gracilenta increased at pH:4 [17]. Temperature plays an 
important role in microbial lipase production. Low 
temperatures can decrease lipase enzyme production 
whereas high temperatures may cause enzyme degradation 
[18]. Temperature affects the enzyme activity of 
microorganisms according to microorganism type. Incubation 
time affects the lipase activity produced by the yeast due to 
optimum conditions for yeast growth and lipase production 
[19]. According to most studies, Candida yeasts are the most 
efficient lipase producer. Candida utilis [20], Candida [21], 
Candida tropicalis [22], (Candida albicans [23], Candida 
rugosa [24], Candida cylindracea [25], Candida lipolytica 
[26], Candida antarctica [27] can be given as examples. 

Lipases are largely used in wastewater treatment under 
both aerobic and anaerobic conditions and are effective in 
water treatment for food and textile industries. For this 
reason, enzymatic techniques in water treatment have 
gained more attention because of specific properties such as 
enantiomeric, regional selectivity and substrate specificity 
[28]. Due to the Candida biomass can bioaccumulate metal 
ions, produce lipase enzyme and growth in metal contained 
media, uptake of Cu2+ and Ni2+ ions were investigated with 
changing molasses sucrose and Cu2+ and Ni2+ ion 
concentrations in our previous study [29]. We observed that 
biomass concentrations and specific growth rates increased 
when initial molasses sucrose concentration were increased 
in a medium containing metal and metal-free media. Specific 
growth rates of the yeasts were inhibited with Cu2+ and Ni2+ 

and the inhibition effect of Ni2+ ions was higher than Cu2+. In 
this study, we aimed to investigate the enzyme activity of 
candida species in different fermentation media. Enzyme 
activities of yeasts were determined by changing growth 
media contents such as molasses and heavy metal 
concentrations in a batch reactor. 
 
Material and Method 
 

Candida membranafiens (C. membranafiens), Candida 
utilis (C. utilis), Candida tropicalis (C. tropicalis) and 
Candida lipolytica (C. lipolytica) were provided by the 
Department of Biology in Ankara University (Turkey). 
(NH4)2SO4 and K2PO4 were bought from Sigma-Aldrich 
Company. Sugar factory which is in main Ankara (Turkey) 
donated molasses sucrose. Molasses consisting of 47-
48% sugar was applied as the one carbon source of the 
yeasts for microbial growth [29]. 
 

Microorganism Growth Media 
Growth media of Candida yeasts were prepared with 

1 g/L (NH4)2SO4 and K2PO4. Molasses sucrose 
concentration was varied from 1 to 10 g/L.   
Fermentation media was sterilized in an autoclave 
operated at 121°C at 0.99 bar for 15 minutes. 
Subcultures of yeasts were growth in 4 days by agitating 

at 150 rpm. 1 g Cu(NO3)2.3H2O and Ni(NO3)2.6H2O 
dissolved in water by one by and  1 g/L stock solutions of 
were prepared for Cu2+ and Ni2+ solutions. All 
experiments were conducted at pH:4 and 25 oC. Details 
of the adaptation experiments of the yeasts were 
discussed in our previous study.  Microorganism 
concentration, residual Cu2+ and Ni2+ concentrations 
were determined at 360, 460 nm and 340 nm, 
respectively [29]. 
 

Analytical Procedure  
P-nitro-phenylpalmitate (pNPP) method was used to the 

prediction of lipase activity of Candida yeasts. Experimental 
studies were compared in terms of lipase activity (U/L). In this 
method, the amount of enzyme needs to hydrolyze 1 μmol of 
pNP per minute describes as the one enzyme unit (U) of 
lipase activity. For the determination of enzyme activity 
spectrophotometrically, solutions A solution B and p-nitro-
phenylpalmitate (pNPP) were used. For solution A: pNPP was 
dissolved in propan-2-ol and solution B: gum arabic and 
Triton X-100 was dissolved in distilled water. Solutions pH 
were adjusted to 8. Solution A was added to solution B by 
dropwise and it was used as the substrate solution. Tris buffer 
was used to adjust of pH as 8.5 [30]. This mixture was 
incubated for 30 min. at 150 rpm and 37°C. Enzyme activity of 
Candida yeasts was determined at 420 nm using a UV-vis 
spectrophotometer.  
 
Results and Discussion 
 

In our previous study we investigated 
microorganism growth by changing metal ions and 
molasses sucrose concentrations at pH: 4 and 25°C. The 
results indicated that biomass concentration was 
related to the metal concentrations in the fermentation 
medium and the physiological properties of the yeasts. 
pH was varied from 2 to 5 for the determination of pH effect 
on specific growth rate and maximum microorganism 
concentrations of Candida yeasts in a medium containing 10 
g/L molasses sucrose. Maximum specific growth rate and 
microorganism concentrations were obtained at pH: 4. The 
highest specific growth rate and microorganism 
concentration were obtained as 0.308 h-1 and 3.111 g/L 
respectively using C. lipolytica in metal free medium.  
Molasses sucrose concentrations were varied from 1.0 to 
20.0 g/L for investigation of growth rates of yeasts at pH: 4 
and 25°C in metal-free media. Saturation kinetics were used 
to determination of the relevance of specific growth rate-
substrate concentration. Detail results were presented in our 
previous study [29]. 
 

Lipase Enzyme Activity of Yeasts at Different Ph 
Values 

Enzyme reaction rate changes with different 
hydrogen ion concentrations. Microbial growth and 
enzyme activity also changes the pH value of culture 
media. Most of the studies showed that the enzyme 
activity of yeasts is significantly sensitive to pH changes 
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during microbial growth and enzyme reaction slows 
down at pH values just next to the optimum pH value. In 
this case, the enzyme may denature and becomes 
inactive. Buffer solutions are used in enzyme studies to 
work at a constant optimum pH [31]. Lipase enzyme 
activities of yeasts at different pH values were 
investigated at pH: 2-5 and 10 g/L constant molasses 
sucrose concentration. From Figure 1, it was seen that 
lipolytic activity of yeasts increased with increasing pH up 
to 4.0. The highest value of enzyme activity was found as 
934.52 U/L using C. membranafiens. Among the yeasts 
C.utilis showed the lowest lipase activity at pH:4 as 
470.92 U/L (Figure 1). Keklikçioğlu Çakmak and Açikel 
(2015) reported that the lipase activity of Candida utilis 
was 788.5 U/L in aqueous media containing soybean oil 
at pH: 4 and 25oC [32]. 

 

 
Figure 1. Lipase enzyme activity of yeasts at different pH 

values.  
 

Lipase Enzyme Activity of Yeasts at Different 
Molasses Sucrose Concentrations 

Our results showed that initial molasses 
concentration influenced the enzyme activity of the 
yeasts. To investigate that, molasses sucrose 
concentrations were varied from 1.0 to 20.0 g/L, at pH 
4.0 and at 25 ◦C. Enzyme activity of all yeasts increased 
with an increase in initial molasses sucrose concentration 
up to 10 g/L (Figure 2). It was attributed that higher 
molasses concentrations reduced the ethanol yield and 
efficiency of microorganisms. It also indicates catabolite 
or sugar inhibition that reduces enzyme activity in the 
fermentation medium. At high sugar concentrations, 
microorganisms produce ethanol rather than biomass 
under aerobic conditions. In this case, oxidative enzymes 
were less produced, and the cells shows fermentative 
metabolism [33]. Molasses contains trace elements such 
as K+, Na+, Ca2+, Mg2+, Fe2+, Al+, Cl−, SO4

−, PO4
−, NO3

− that 
did not show any significant influence on the lipid 
content in microorganisms [30]. Among the yeasts, C. 
membranifaciens showed the maximum activity at pH 
4.0. It was determined as 903.41 U/L.  Lipase activity of 
C. membranifaciens decreased from 903.41 U/L to 

778.848 U/L with an increase in the initial molasses 
sucrose concentration from 10 to 15 g/L.  

Açikel et al. (2011) used glucose and molasses 
sucrose as carbon sources for the determination of the 
lipase activity of R. delemar. They observed that the 
maximum lipase enzyme activity was obtained with 5 
g/L of molasses sucrose [30]. Mihajlovski et al. (2016) 
examined the β-Amylase enzyme activity of P. 
chitinolyticus CKS1. Maximum β-amylase activity were 
stated as 2.237 U/ml under optimal conditions 
(inoculum concentration: 10%, incubation time: 
83.07 h) [34].  Galvão de Morais et al. (2016) 
investigated lipase enzyme activity of C. rugosa at pH: 
3.5 and 27 oC. They used 200 g/L of soybean molasses 
as a carbon nutrient. After 12 h, lipolytic activity was 
measured as 12.3 U/mL [35]. 

 

 
Figure 2. Lipase enzyme activity of yeasts at different 

molasses sucrose concentrations 
 
Lipase Enzyme Activity of Yeasts at Different 

Cu2+ and Ni2+ Ion Concentrations 
The combined effect of single Cu2+ and Ni2+ ion and 
molasses concentrations on the lipase activities of 
Candida yeasts was studied.  Initial Cu2+ and Ni2+ ion 
concentrations and molasses concentrations were varied 
from 25 to 250 mg/L and from 1 to 20 g/L respectively.  
Lipase activities of yeasts at different molasses and metal 
ion concentrations were presented in Table 1 and Table 
2. The results showed lipase enzyme activity of yeasts 
increased with an increase in initial molasses sucrose 
concentration. But Cu2+ and Ni2+ ions showed adverse 
impact on the lipase production of Candida yeasts and 
lipase activity significantly decreased with an increase in 
Cu2+ and Ni2+ ion concentrations. It can be attributed that 
decreasing enzyme activity in metal-containing media 
may be related to the growth of microorganisms and was 
produced less enzyme as the microorganism growth 
decreases. This decrease might be due to a change in 
solubility of Cu2+ and Ni2+ ions, the catalytic properties of 
the enzyme and the properties of the ionized fatty acids 
at interfaces [14].  Lipase activities were determined as 
701.04 U/L, 362.95 U/L, 578.52 U/L, 464.69 U/L for C. 
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membranaefaciens, C. utilis, C. tropicalis, C. lipolytica, 
respectively, at medium contained 10 g/L constant 
molasses and 200 mg Cu2+/L (Figure 3 and Table 1). 
Under the same conditions, lipase activity decreased for 
all yeasts in a medium containing Ni2+ ions when 
compared to Cu2+ ions. For example, lipase activity was 
determined in a medium containing 200 mg Ni2+/L and 10 
g/L molasses as 634.19 U/L, 326.95 U/L, 525.65 U/L, 
419.21 U/L for C. membranaefaciens, C. utilis, C. 
tropicalis, C. lipolytica, respectively (Figure 4 and Table 
2).  
 

 
Figure 3. Lipase enzyme activity of C. membrananaficiens 

at different Cu2+ and molasses concentrations.  
 

 
Figure 4. Lipase enzyme activity of C. membrananaficiens 

at different Ni2+ and molasses concentrations. 
 

Lipase activities were determined as 903.4 U/L, 486.5 
U/L, 755.2 U/L, 614.7 U/L respectively for 
C.membranaefaciens, C. utilis, C. tropicalis, C. lipolytica at 
10 g/L molasses concentration in metal-free media (Table 
3). For example, lipase activity decreased from 903.4 to 
795.0 U/L with an increase in Cu2+ ion concentration 0.0 
from to 100 mg/L at 10 g/L of constant molasses 
concentration using C. membranaefaciens. It was found 

that the inhibition effect of Ni2+ ions on lipase activity of 
all yeasts was higher than Cu2+ ions. Lipase activity 
decreased from 903.4 to 397.90 U/L with an increase in 
the initial Ni2+ concentration from 0 to 100 mg/L for C. 
membranaefaciens (Table 3).  Lipase determination using 
living biomass, the chemical nature of metal ions plays an 
important role. Apart from essential trace metals for 
metabolic activities of microorganisms, higher 
concentrations of heavy metals might be deadly toxic 
and can be inhibited to enzyme activity [29, 36].  

According to our results, molasses sucrose was 
efficient for lipase production by Candida species. In 
previous studies, it can be concluded that Candida 
species produced lipase and showed different enzyme 
activities in various fermentation mediums. Grbavcic et 
al. (2007) investigated the lipase activity of Candida utilis 
and they obtained the highest lipolytic activity of 284 
U/dm3 in a medium containing oleic acid and hydrolyzed 
casein as carbon and nitrogen sources, respectively, and 
supplemented with Tween 80 [37]. Andrade Silva et al. 
(2015) evaluated the use of cheese whey for lipase 
production by Candida lipolytica. The highest lipase 
activity was found as 118 U/mL at pH 5.0 -5.3 and 28 °C 
in the presence of cheese whey [26]. Rehman et al. 
(2014) investigated lipase activity of various yeast 
cultures including Candida lipolytica NRRL-Y-1095, 
Candida utilis NRRL-Y-900, Candida tropicalis NRRL-Y-
1552 in a fermentation medium containing agro-
industrial by-products. The maximum enzyme activity 
was determined as (1.12±0.09 U) with C. utilis NRRL-Y-
900 when soybean meal was used in growth media [38]. 

Table 1. Lipase activities of yeasts at different initial 
molasses sucrose and Cu2+ ion concentrations  

  U/L 
Yeast CoCu (mg/L) 25 100 200 250 

So (g/L)     

C. memb. 2 496.29 470.81 404.35 348.95 
5 795.06 758.04 659.32 574.70 

10 825.71 795.00 701.04 617.93 
15 714.20 689.28 609.83 538.96 
20 592.08 572.78 508.42 450.50 

C. uti. 2 162.32 154.06 132.07 113.66 
5 287.23 273.40 236.50 204.88 

10 430.09 413.55 362.95 318.19 
15 409.04 394.29 347.25 305.28 
20 374.91 362.28 320.15 282.24 

C. tro. 2 373.23 353.85 304.56 263.28 
5 632.31 602.53 523.14 455.09 

10 682.74 657.07 578.52 509.04 
15 584.63 564.00 498.26 439.60 
20 502.70 486.13 430.89 381.17 

C. lip. 2 242.18 229.45 197.34 170.22 
5 495.37 471.78 408.88 354.96 

10 549.52 528.63 464.69 408.15 
15 492.47 474.90 418.90 368.94 
20 447.75 432.82 383.07 338.30 
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Table 2. Lipase activities of yeasts at different initial 
molasses sucrose and Ni2+ ion concentration 

  U/L 

Yeast CoNi (mg/L) 25 100 200 250 

So (g/L)     

C. memb. 2 474.69 449.21 358.37 295.23 

5 763.33 726.31 587.04 491.84 

10 796.80 766.10 634.19 547.46 

15 690.05 665.13 553.76 481.32 

20 572.78 553.47 463.37 405.45 

C. uti. 2 155.37 146.73 115.92 187.88 

5 275.37 261.54 209.49 329.40 

10 414.52 397.98 326.95 280.24 

15 394.75 379.99 314.05 461.16 

20 362.28 349.64 290.66 421.25 

C. tro. 2 356.80 337.00 275.50 220.73 

5 606.79 577.01 473.52 388.46 

10 658.57 632.89 525.65 450.13 

15 564.65 544.02 453.14 391.90 

20 486.13 469.55 392.22 342.50 

C. lip. 2 231.66 218.93 173.54 141.99 

5 475.15 451.56 362.82 302.16 

10 529.85 508.96 419.21 360.20 

15 475.45 457.88 379.37 328.31 

20 432.82 417.90 348.25 303.47 
 

In recent years, green synthesis methods have 
gained importance in enzyme production. It is known 
as an environmentally friendly method that 
agricultural wastes are reused as a carbon source. 
Production of lipases using waste substrates such as 
molasses reduces the cost of obtaining valuable 
metabolites. Candida type yeasts are crucial, 
particularly for the food industry However, their 
specific properties enable Candida yeasts to be used in 
biotechnological processes such as lipase production 
and to be used in many commercial and industrial 
areas [39]. So, interest in the bioconversion of 
molasses sucrose into a value-added product such as 
lipase has increased. Molasses offers a wide range of 
potential uses in the manufacture of industrial 
enzymes like lipase and value-added bioproducts, 
according to recent studies and available data. 

Lipase enzyme production using microorganism 
culture in a liquid medium is often preferred because 
of better control of growth and environmental 
conditions. This approach makes it possible to conduct 
essential optimization studies for maximum enzyme 
production. This study comparatively presents the 
inhibitory effect of heavy metals on the lipase 
production of Candida strains. Investigation of the 
survival of Candida type yeasts in a stressful 
environment has enabled the optimization of 
sustainable lipase production with wastes such as 
molasses. 

 
Table 3. Decrease in lipase enzyme activities of yeasts in media contained 100 and 250 mg/L single Cu2+ and Ni2+ ions 

 
Conclusion 

 
In this study, lipase enzyme activities of Candida 

species were investigated at pH:4 and 25 oC. Lipase 
activity of the Candida yeasts increased with an increase 
in initial molasses sucrose concentration to 10 g/L. In the 
experiments performed at a constant sucrose 
concentration of 10 g/L, maximum enzyme activity was 
obtained at pH 4.0 and Candida membranaefaciens 
showed the highest activity (934.52 U/L). It was found 
that the enzyme activities of all yeasts increased with the 
increasing initial sucrose concentration up to 10 g/L but it 
decreased above this value.  We have found that 
molasses was a suitable carbon source for fermentation 
medium of Candida species. A significant decrease in 
enzyme activities of yeasts was observed when 
concentrations of Cu2+ and Ni2+ were increased. Enzyme 
activities of yeasts were inhibited with Cu2+ and Ni2+ ions 

and the contribution of Cu2+ ions in inhibition was lower 
than Ni2+. The highest lipase activity was obtained using 
Candida membranifaciens in fermentation media not 
contained Cu2+ and Ni2+ ions singly.  

Eco-friendly applications of lipase enzymes which 
were produced by Candida cells offer wastewater 
treatments that contain both lipid and heavy metal 
contaminations. Our studies showed that metal resistant 
Candida cells highly had lipase activity and they 
bioaccumulated Cu2+ and Ni2+ ions, simultaneously. We 
found that both microbial growth and lipase production 
depended upon initial pH, molasses and Cu2+ and Ni2+ ion 
concentrations of the growth medium. Compatible 
relevance was seen between lipase activity and biomass 
concentration. In our previous study, Candida utilis was 
sensitive to high concentrations of Cu2+ and Ni2+ with an 

Metal Ion 
(mg/L) 

C. membranefeciens C. utilis C. tropicalis C. lipolytica 

CoCu  CoNi  Activity 
U/L 

Decrease 
% 

Activity 
U/L 

Decrease 
% 

Activity 
U/L 

Decrease 
% 

Activity 
U/L 

Decrease 
% 

0.0 0.0 903.41 0.0 486.54 0.0 755.25 0.0 614.68 0.0 
100.0 0.0 795.00 12.0 413.55 15.0 657.07 13.0 528.63 14.0 
250.0 0.0 617.93 31.6 318.19 34.6 509.04 32.6 408.15 33.6 

0.0 100.0 766.10 15.2 397.98 18.2 632.89 16.2 508.96 17.2 
0.0 250.0 547.46 39.4 280.24 42.4 450.13 40.4 360.20 41.4 
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extension in lag phase duration, correlated with a 
decrease in lipase production. Although, we obtained the 
highest specific growth rate and microorganism 
concentration using Candida lipolytica in metal media, it 
did not show the highest lipase activity. So, there was an 
inverse relation between metal bioaccumulation and 
lipase activity.  This difference may be due to the 
adaptation of yeasts to growth medium containing Cu2+ 
and Ni2+ ions, chemical properties of metals and 
differences in microorganism nature.  

Our studies showed that Candida species can be 
innovative in lipase production and bioaccumulation of 
heavy metals from wastewaters. The study can also help 
other researchers in choosing an effective Candida strain 
for lipase production and metal bioaccumulation. 
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In this work, the effect of synthesizing process on the morphology, structure, and magnetic properties of Fe3O4 
magnetic nanoparticles have been studied by performing X-ray diffraction, scanning electronic microscopy, 
and vibrating sample magnetometer measurements. Fe3O4 nanoparticles were synthesized by hydrothermal 
and solvothermal methods. X-ray diffraction analysis revealed that both samples have cubic crystal phase. 
However, Fe2O3 impurity peaks were observed in the sample synthesized by hydrothermal method. The 
crystallite sizes of samples synthesized by hydrothermal and solvothermal methods were approximately 38 
and 24 nm, respectively. The scanning electron microscope images show that spherical porous and cubic shape 
Fe3O4 nanoparticles were obtained by solvothermal and hydrothermal method, respectively. The average 
particle sizes of Fe3O4 samples synthesized by hydrothermal and solvothermal methods were determined as 
220 and 450 nm, respectively. Both samples behave a soft ferromagnetic characteristic having almost zero 
coercive field. The magnetic saturation values of Fe3O4 nanoparticles synthesized by hydrothermal and 
solvothermal methods were determined as 28.78 and 77.31 emu/g, respectively. As a result of the 
characterizations, porous Fe3O4 nanoparticles synthesized by solvothermal method show better crystal 
structure, morphological and magnetic properties than Fe3O4 nanoparticles synthesized by hydrothermal 
method. 
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Introduction 
 

Magnetic materials have an important place in 
modern technology. One of the most commonly used 
magnetic material is magnetite (Fe3O4) due to its low 
cost, low toxicity and good magnetic properties [1]. It is a 
ferrimagnetic material because its crystal lattice is 
composed of FeO and Fe2O3 that means its Fe (II) and Fe 
(III) ions are unequal in magnitude and aligned in 
antiparallel direction. In addition, Fe3O4 exhibits better 
conductivity at room temperature than some other 
metal oxides in the same category [2-4]. Generally, 
physical and chemical properties of magnetic 
nanomaterials depend on their morphology and size [5]. 
As a result of the tuning physical and chemical 
properties, many usage areas of Fe3O4 nanoparticles 
have emerged in technology. Fe3O4 nanoparticles can be 
used as catalysts [6], drug delivery systems [7], magnetic 
resonance imaging [8], antibacterial agents [9], heavy 
metal absorbers [10], and for solar thermal energy 
harvesting [11]. In addition, nanocomposite materials 
including Fe3O4 nanoparticles can be used as 
electrochemical sensors and radar absorbing materials 
[12-14]. Various synthesis methods have been developed 
to increase the magnetic properties and application 
areas of Fe3O4 nanoparticles. Some of synthesis methods 
of Fe3O4 nanoparticles can be listed as hydrothermal 
[15], co-precipitation [16], thermal decomposition [17] 
and sol-gel [18]. Co-precipitation method is a simple, 
inexpensive and easy way to synthesize Fe3O4 [19]. In the 

co-precipitation method, Fe3O4 can be obtained by 
precipitating Fe (II) and Fe (III) ions in an alkaline medium 
(1:2 ratio). As a result of the reaction, single and 
multicomponent Fe3O4 particles can be synthesized [20]. 
Thermal decomposition method is known as one of the 
best ways to synthesize nanomaterials with controllable 
size and morphology. However, the compounds used in 
the synthesis are toxic and additionally require relatively 
high temperatures [21, 22]. Hydrothermal and 
solvothermal methods are almost identical, but there is a 
fundamental difference. Hydrothermal synthesis is 
synthesis through chemical reactions in an aqueous 
solution above the boiling point of water. On the other 
hand, solvothermal synthesis is a synthesis that takes 
place in a non-aqueous solution at relatively high 
temperatures. Hydrothermal/solvothermal synthesis 
methods have more advantageous than other listed 
methods above. Although these methods are generally 
considered low-efficiency, this problem can be solved by 
adjusting the critical temperature and pressure value of 
almost all materials and solvent systems [23]. 
Nanomaterials can be synthesized under high vapor 
pressure with minimum material loss. Thus, high quality 
nanostructured materials can be synthesized by 
hydrothermal and/or solvothermal methods [23]. Radoń 
et al. investigated the structure and optical properties of 
Fe3O4 nanoparticles synthesized by co-precipitation with 
different organic modifiers [24]. They synthesized Fe3O4 
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nanoparticles with different crystal size in the range of 
2.9-12.2 nm and band gap ranging from 2.6-3.01 eV by 
co-precipitation method. Ahmadi et al. synthesized Fe3O4 
nanocrystals using the hydrothermal approach and 
studied some of their structural and physical properties 
[25]. They found that crystallite size, particle size and 
saturation magnetization increase with reaction 
temperature. Lemine et al. synthesized Fe3O4 
nanoparticles by sol-gel method and studied their 
magnetic properties [26]. The synthesized Fe3O4 
nanoparticles have a particle size of 8 nm. Since it is the 
lower than the critical size for superparamagnetic 
property, the Fe3O4 nanoparticles have a for 
hyperthermia applications. 

In this study, Fe3O4 nanoparticles were synthesized by 
hydrothermal and solvothermal methods. The 
differences between these two very similar methods are 
revealed by examining their crystal structure, 
morphology, and magnetic properties. The results 
showed that the solvothermal method has better crystal 
structure, morphology, and magnetic properties than the 
hydrothermal method. 
 
Experimental Procedure 

 
Materials 
Iron (III) chloride hexahydrate-FeCl3.6H2O (Sigma-

Aldrich), Iron (II) chloride tetrahydrate-FeCl2.4H2O 
(Sigma-Aldrich), Sodium hydroxide-NaOH (Sigma-Aldrich) 
were used to hydrothermal synthesis method. Iron (III) 
chloride hexahydrate-FeCl3.6H2O (Sigma-Aldrich), 
Polyvinylpyrrolidone (PVP)- (C6H9NO)n (BioShop), Sodium 
acetate- NaAc, Ethylene glycol-C2H6O2 (ISOLAB chemicals) 
were used to solvothermal synthesis method. 
 

Synthesis of Fe3O4 
Hydrothermal synthesis 
The hydrothermal method was used to synthesize 

Fe3O4 nanoparticles. Figure 1 shows the schematically 
illustrated synthesizing procedure (blue arrows) of Fe3O4 
nanoparticles. FeCl2.4H2O (0.288 g) and FeCl3.6H2O (0.799 
g) were dissolved in 50 ml distilled water. Then, 0.8 g 
NaOH was dissolved in 10 ml of distilled water to obtain 
a 2M NaOH solution. 2M NaOH solution was slowly 
added dropwise to mixture [25]. The mixture was 
transferred into a 100 ml Teflon and then into the Teflon-
lined stainless-steel autoclave and sealed for heating at 
200 ºC for 8 h. As a result of the reaction, Fe3O4 
nanoparticles were obtained and washed with ethanol 
several times. Finally, it was dried at 75 ºC for 24 h and 
brown color Fe3O4 nanoparticles were obtained. This 
sample is called as #1-Fe3O4. 
 

Solvothermal synthesis 
Here, the Fe3O4 nanoparticles were synthesized by 

the following procedure as green color arrows shown in 
Fig.1. FeCl36H2O (1.5 g), PVP (1.0 g), and NaAc (2.0 g) 
were added into 30 mL of ethylene glycol [15]. To make 

sure all the ingredients completely dissolved, the liquid 
was rapidly mixed for 2 hours. Then, the mixture was 
transferred to a 100 ml Teflon-lined stainless-steel 
autoclave and sealed for heating at 200 ºC for 8 h. As a 
result of the reaction, Fe3O4 nanoparticles were obtained 
and washed with ethanol several times. Finally, it was 
dried at 75 ºC for 24 h and black color Fe3O4 
nanoparticles were obtained. This sample is called as #2-
Fe3O4. 

 

 
Figure 1. Schematically illustrated synthesizing process of 

Fe3O4 magnetic nanoparticles.  
 
Characterization Techniques 
X-ray diffractometer (XRD) with Cu-Kα radiation was 

used to analyze some structural properties of particles. 
Morphology and surface properties of samples were 
examined by scanning electron microscope (SEM). 
Vibrating sample magnetometer (VSM) was used to 
characterize the magnetic properties of magnetic 
particles at room temperature. 

 
Results and Discussions 
 

Structural Analysis 
The structural properties of Fe3O4 nanoparticles 

synthesized by different methods were investigated by 
XRD. Figure 2 indicates the XRD patterns of Fe3O4 
nanoparticles synthesized by different methods. The 
diffraction peaks in both samples are at 2θ = 18.38, 21.61 
30.24, 35.58, 37.12, 42.96, 53.49, 56.92, 62.68, 71.28 and 
74.05 angles which are corresponding to (111), (002), 
(311), (222), (400), (422), (511), (440), (620) and (553) 
planes, respectively. These peaks indicate the formation 
of cubic Fe3O4 crystals. In the hydrothermal method, in 
addition to main crystal peaks, two impurity peaks 
belonging to Fe2O3 phases which are indicated by * 
symbol, have been observed in sample #1-Fe3O4. These 
impurity peaks might be occurred due to insufficient 
reaction time. The lattice parameters of #1-Fe3O4 and #2-
Fe3O4 samples are found as 8.376 Å and 8.395 Å, 
respectively. The crystallite sizes of the samples were 
calculated by using the basic Scherrer equation [27]. 

 

𝐷𝐷 =
𝐾𝐾𝐾𝐾

𝛽𝛽 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 (1) 

where D is the crystallite size, λ is the x-ray 
wavelength (CuKα = 1.5406 Å), β is the width of the x-ray 
peak on the 2θ axis measured as full width at half 
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maximum (FWHM), θ is the Bragg angle, K is the so-
called Scherrer constant. K depends on the crystallite 
shape and the size distribution, indices of the diffraction 
line, and the actual definition used for β whether FWHM 
or integral breadth [28]. K can have values anywhere 
from 0.62 and 2.08. In this paper, K = 0.9 was used. The 
calculated average crystallite sizes of #1-Fe3O4 and #2-
Fe3O4 samples are found as 38 nm and 24 nm, 
respectively. 

 

 
Figure 2. X-ray diffraction patterns of #1-Fe3O4 and #2-

Fe3O4 samples. 
 
Morphological Analysis 
The morphologies of the synthesized samples 

were analyzed by using the SEM imaging technique. 
SEM images taken at various magnitudes and particle 
size distribution histogram of Fe3O4 nanoparticles 
produced by hydrothermal method are given in 
Figs.3a-d. In Figs. 3a-c, it is seen that Fe3O4 
nanoparticles were successfully synthesized by 
hydrothermal method. The particles are formed as 
cubic shape and they are almost uniformly and 
homogenously distributed through the sample. The 
particle size distribution histogram of #1-Fe3O4 

sample is given in Fig. 3d. The histogram was created 
by randomly selected 100 particles in the SEM 
images. The sizes of Fe3O4 nanoparticles are between 
100 and 500 nm. The average particle size was found 
as 220 nm by taking lognormal fitting of experimental 
data as shown a red color curve in Fig.3d.  

 

 

 

 

 
Figure 3. a-c) SEM images and d) particle size distribution 

histogram of #1-Fe3O4 sample. 
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The images in Fig.3 show that the nanocrystals 
synthesized by hydrothermal method form finite 
aggregate crystals due to its high surface energy. The 
particle size difference may be due to the variation of the 
dropping rate of NaOH. Because of fast dropping of 
NaOH solution, the Fe3O4 crystals form agglomerate and 
stick together having different sizes. 

 

 

 

 

 
Figure 4.a-c) SEM images and d) particle size distribution 

histogram of #2-Fe3O4 sample. 

SEM images taken at various magnitudes and particle 
size distribution histogram of #2-Fe3O4 sample produced 
by solvothermal method are given in Figs.4a-d. In Figs. 
4a-c, in contrast to #1-Fe3O4 sample, spherical and 
porous shape Fe3O4 nanoparticles were successfully 
synthesized by solvothermal method. Similarly, the 
particle size distribution histogram of porous Fe3O4 
nanoparticles were created by randomly selected 100 
grains in the sample (see Fig.4d). The particle sizes of #2-
Fe3O4 sample are between 200 and 700 nm. The average 
particle size was found as 450 nm by taking lognormal 
fitting of experimental data as shown a red color curve in 
Fig.4d. When the average particle size is compared 
between two samples, it is clearly seen that the #2-Fe3O4 
sample’s size is almost ×2 larger than #1-Fe3O4 sample. 
The increment in the particle size might be related to the 
lower atmosphere pressure in the solvothermal method 
than the hydrothermal method. Zhu et al. studied the 
reaction conditions such as precursor, capping agent, 
precipitation agent concentration, reaction temperature 
and reaction time to understand the formation 
mechanism of porous Fe3O4 nanospheres [15]. The 
regularity of morphology and particle size can be 
adjusted by changing the amount of FeCl3, reaction 
temperature and time, amount of NaAc and amount of 
PVP [15]. 

 
Magnetic Analysis 
Magnetic hysteresis (M(H)) measurements of the 

synthesized Fe3O4 nanoparticles were performed at room 
temperature under ∓2T magnetic field range. M(H) 
curves of #1-Fe3O4 and #2-Fe3O4 coded nanoparticles are 
given in Fig.5. It is understood from the hysteresis curves 
that the samples have no coercive field values and 
behaves like a ferrimagnetic characteristic. It can be said 
that the XRD and M(H) curves are consistent with each 
other, since both samples were found as inverse spinel 
structure. The saturation magnetization values were 
determined as 28.78 emu/g and 77.31 emu/g for the #1-
Fe3O4 and #2-Fe3O4 coded samples, respectively. The 
increase in magnetization with the increase of particle 
size in the #2-Fe3O4 rather than #1-Fe3O4 sample is 
expected. In addition to size effect, since the 
magnetization of the Fe2O3 crystal which is observed in 
#1-Fe3O4 sample, is very small compared to Fe3O4, it is 
thought to reduce the total magnetization [29].   

Further, we calculate the effective magnetic moment 
from the following equation, 
 

𝜇𝜇𝑒𝑒𝑒𝑒𝑒𝑒 =
𝑀𝑀𝑀𝑀𝑠𝑠

𝑁𝑁𝐴𝐴𝛽𝛽
        (2) 

 

where M is the molecular weight, NA is the 
Avogadro's number and 𝛽𝛽 is the conversion factor 
(9.27×10-21 erg/Oe). The effective magnetic moment 
values are found as 1.19 μB  and 3.21 μB for #1-Fe3O4 
and #2-Fe3O4 coded samples, respectively. Since there is 
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a linear relation between particle size and moment, the 
reason of higher moment value of #2-Fe3O4 sample is 
related to the relatively its large particle size. But it is still 
lower than the theoretical value (4 µB)[30, 31]. The 
calculated effective magnetic moments of Fe3O4 
magnetic nanoparticles are consistent with the 
previously reported studies[30-32].  

 

 
Figure 5. Magnetic hysteresis curves of #1-Fe3O4 and #2-

Fe3O4 samples.  
 

Table 1. Structural and magnetic parameters of #1-Fe3O4 
and #2-Fe3O4 magnetic nanoparticles. 

Sample 
Code 

D 
(nm) 

P 
(nm) 

Ms 
(emu/g) 

𝛍𝛍𝐞𝐞𝐞𝐞𝐞𝐞 (𝛍𝛍𝐁𝐁) 

#1-Fe3O4 38 220 28.78 1.19 

#2-Fe3O4 24 450 77.31 3.21 

 
 
Conclusions 

 
In summary, the effect of hydro-/solvothermal methods 

on the structure, morphology, and magnetic properties of 
Fe3O4 magnetic nanoparticles were studied in this work. It is 
found that the synthesizing procedure affects the 
morphology of the Fe3O4 particles that cubic and porous 
spherical shape Fe3O4 nanoparticles were determined when 
they are synthesized by hydrothermal and solvothermal 
methods, respectively. In addition, although both samples 
have similar magnetic characteristic, #2-Fe3O4 sample has 
almost ×2.5 higher magnetic saturation than #1-Fe3O4 
sample. The difference in saturation magnetization might 
come from the particle size effect and/or Fe2O3 impurity 
phases which is observed in #1-Fe3O4 sample. It was 
determined that the solvothermal method showed much 
better crystal structure, morphology, and magnetic 
properties than the hydrothermal method. 
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In this study, the adsorption isotherm models for the sorption of carminic acid on P(AAm-ClAETA) hydrogels 
are explained by experimental and theoretical studies. The crosslinked hydrogels with ethylene glycol 
dimethacrylate were prepared by radical addition reaction of acrylamide (AAm) and 2-(acryloyloxy)ethyl 
trimethylammonium chloride (ClAETA) monomers in an aqueous solution. The spectral and morphological 
analyses of P(AAm-ClAETA) hydrogels were performed by FTIR/ATR and SEM, respectively. The adsorbed 
amounts of carminic acid on P(AAm-ClAETA) hydrogels were evaluated by Giles, Langmuir, and Freundlich 
adsorption isotherm models. Langmuir parameters were calculated for the adsorption of the dye on the 
hydrogels according to the L-type Giles isotherm. In addition, it was determined that its adsorption was 
appropriate from the RL values calculated for 500 mg L-1 carminic acid concentration. In addition, molecular 
electrostatic potential (MEP) mapping was performed to predict the reactive sites of P(AAm-ClAETA) hydrogels 
and carminic acid. The results showed that the theoretical and experimental data of the hydrogels were in 
agreement with each other. As a result, it can be said that P(AAm-ClAETA) hydrogels are suitable for the 
removal of anionic dyes such as carminic acid from aqueous solutions. 
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Introduction 
 

Pollution from dyes has been and continues to be a 
major global problem due to their toxicity. Dyes, which 
are used in large quantities as colorants in paper, printing 
and textiles, plastics and paints, excessively pollute 
domestic and agricultural waters. A paramount variety of 
adsorbents have been used, manufactured and designed 
to remove these pollutants [1-10]. 

Although there are many studies on dye removal with 
these adsorbents, there are fewer studies on the removal 
of anionic dyes compared to cationic dyes. 

Carminic acid (E120), which is widely used in textile, 
cosmetic, printing, food, medical, and pharmaceutical 
applications [4], is a red anionic natural dye derived from 
Dactylopius coccus species and the insect known as the 
cochineal beetle [2,3]. In addition, carminic acid is the 
dye that gives color to cola, which is consumed 
worldwide in thousands of tons per day. According to the 
World Health Organization (WHO), carminic acid is 
considered safe at concentrations as low as 0.005 mg L-1. 
At higher intakes, it is a toxic and neurotoxic dye that can 
cause skin and eye diseases and cancer [5]. 

In the literature, some adsorbents such as 4.03 mg g-1 
on glass powder [2], 33.44 mg g-1 on (CuAl-
CLDH/CNT/PVDF400) composites [3], 10.10 mg g-1 on 
activated carbon [5], 48.5 mg g-1 on mesoporous carbon 

[6], 148 mg g-1 on Prunus mahaleb bark [7] have been 
reported to be used for removal of carminic acids.  

The adsorbents used in environmental applications to 
remove various harmful pollutants such as dyes from the 
water system are desired to be environmentally friendly 
and cost-effective [8-10]. Functional hydrogels are the 
adsorbents that best meet this desire. 

The aim of this study was to prepare synthetic 
acrylamide-based functional hydrogels, which are 
different from the natural and natural product-derived 
adsorbents such as glass powder, carbon-based, and 
plant shell-based reported in the literature, and to use 
them for anionic dye removal. 2-(Acryloyloxy) ethyl 
trimethylammonium chloride (ClAETA) containing 
functional groups such as a quaternary ammonium group 
desired for carminic acid removal, an anionic dye, and 
acrylamide (AAm) monomers that increase mechanical 
strength were copolymerized in the presence of a 
crosslinking agent. The removal of carminic acid from the 
prepared P(AAm-ClAETA) was determined to be L-type 
according to the Giles adsorption isotherm classification 
by Freundlich isotherm, and the removal performance 
was evaluated using the Langmuir adsorption isotherm 
model. 
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Materials and Methods 

Materials 
Acrylamide (AAm), ethylene glycol dimethacrylate 

(EGDMA), ammonium persulfate (APS) were purchased 
from Merck Company (Germany). 2-(Acryloyloxy)ethyl 
trimethylammonium chloride (ClAETA), N, N, N', N'-
tetramethylethylenediamine (TEMED) were purchased 
from Sigma Aldrich (USA). Double-distilled water was 
used in all experiments. 

 
Synthesis of Hydrogels 
8.0 mol of AAm and 2.0 mol of ClAETA monomers and 

0.5 mol of EGDMA were dissolved in water, 0.01 mol of 
APS as initiator and 0.01 mol of TEMED as accelerator 
were added and filled into plastic pipettes. The gelled 
samples were removed from the pipettes, cut into 3-4 
mm pieces, washed with double-distilled water, dried 
and named P(AAm-ClAETA). 

 
Characterization of Hydrogels 
Bruker Tensor II and Tescan-Mira 3 were used to 

obtain FTIR/ATR spectra and SEM images of the 
hydrogels, respectively. 

 
Adsorption Studies 

 The adsorption of carminic acid in the range of 10-
500 mg L-1 on P(AAm-ClAETA) hydrogels was investigated 
by keeping it in a shaker at 25 oC for 24 hours. The 
equilibrium concentrations of carminic acid were 
determined by Shimadzu A160 model UV-VIS. 

Results and Discussion 
 
Synthesis of Hydrogels 
The feed composition of copolymer hydrogels affects 

their performance in the field of application. In this 
study, P(AAm-CIATA) hydrogels were prepared by adding 
ClAETA comonomer containing ionizable groups to AAm 
monomer, which is inexpensive and has high mechanical 
strength but is neutral. As a result of preliminary 
experiments, the feed composition of P(AAm-CIATA) 
hydrogels was determined to be AAm:ClAETA = 8:2. The 
use of higher amounts of ClAETA caused the hydrogels to 
disintegrate. 

P(AAm-ClAETA) hydrogels were prepared by a free 
radical addition reaction in the presence of EGDMA, and 
the plausible polymerization mechanism is shown in 
Figure 1. 

In an aqueous medium, hydroxyl and/or sulfate 
radicals were formed from the initiator. These radicals 
then led to the copolymerization of AAm and ClAETA and 
their crosslinking with EGDMA [8-10]. 

The hydrogels prepared in a cylindrical structure were 
hard when dry and soft when swollen. The hydrogels 
maintained the cylindrical geometry in the dry and 
swollen states. 

 

 
Figure 1. Plausible copolymerization/croslinking 

mechanism of P(AAm-ClAETA). 
 
Characterization of hydrogels 
The spectroscopic examinations necessary to 

elucidate the chemical structures of the P(AAm-ClAETA) 
hydrogels before and after adsorption was performed 
with FTIR/ATR spectrophotometer, and the FTIR/ATR 
spectra are presented in Figure 2. 

 

 
Figure 2. The FTIR/ATR spectrum before and after 

carminic acid adsorption onto the hydrogels 
 
The bands at 3200-3600 cm-1 are the N-H stretching 

vibration of the amide group. The C-N stretch of the 
quaternary ammonium (N+-(CH3)3) groups in the ClAETA 
monomer is observed at 1476 cm-1 and the -CH bending 
of the ammonium methyl groups is observed at 952 cm-1. 
The bands at 1729 cm-1 and 1655 cm-1 are considered to 
belong to the carbonyl group (C=O) in the crosslinker 
with the ClAETA monomer. In addition, the bands at 
1162 cm-1 and 1042 cm-1 belong to the asymmetric and 
symmetric stretching vibration of the ester bond C-OC- in 
the ClAETA monomer. The FTIR/ATR spectral results 
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show the interactions between the hydrogels and dye 
molecules due to the decrease in density in characteristic 
bands such as C=O, N+-(CH3)3, and C-OC- of the hydrogels 
after adsorption [11-14]. 

The plausible mechanism of interaction between 
P(AAm-ClAETA) hydrogels and carminic acid is presented 
in Figure 3. 

 

 
Figure 3. Plausible mechanism of interaction between 

the hydrogels and carminic acid. 
 
The main interactions between the hydrogels and 

anionic dye may be electrostatic interactions, dipole-
dipole interactions, hydrogen bonds, and hydrophobic 
interactions. Especially, electrostatic interactions will be 
expected between hydroxyl groups on the dye molecules 
and -N+(CH3)3 on the hydrogels. 

SEM images of P(AAm-ClAETA) hydrogels, photos of 
carminic acid solution before/after adsorption, and 
photos of P(AAm-ClAETA) hydrogels before/after 
adsorption are presented in Figure 4. 

 

  

a b 

 
c 

Figure 4. (a) SEM images of the hydrogels, (b) photos of 
carminic acid solution before/after adsorption, (c) 
photos of dried the hydrogels before/after 
adsorption. 

SEM images show that the hydrogels have a smooth 
and regular surface morphology. It is also seen that the 
cavities on the surface of the hydrogels are 
homogeneous [8]. 

From Figure 4. b-c, it can be seen that the color of 
P(AAm-ClAETA) hydrogels kept in carminic acid solution 
changed to red. This indicates that P(AAm-ClAETA) 
hydrogels interact with carminic acid and can be used for 
removal from an aqueous solution. 

 
Adsorption Studies 
For the adsorption equilibrium, the total dye 

concentration (C, mg L-1) is: 
 

C = Cb + Ce (1) 
 
Ce and Cb are the equilibrium concentration of the 

dye in the solution and hydrogels (mg L-1), respectively. 
The amount of adsorbed dye (q, mg g-1) on 0.1 g hydrogel 
from 50 mL carminic acid solutions was calculated by 
Equation 1, 2. 

 
q=(Cb.V)/m  (2) 

 

The adsorption of carminic acid on the hydrogels was 
investigated with the Giles, Langmuir, and Freundlich 
adsorption isotherm models [8,15,16]. 

Adsorption isotherms were constructed by calculating 
the amount of dye adsorbed from carminic acid solutions 
onto the hydrogels in the concentration range of 10-500 
mg L-1 and are shown in Figure 5 [8,9,15]. 

 

 
Figure 5. Carminic acid adsorption isotherms on the 

P(AAm-ClAETA) hydrogels. 
 
According to the isotherms classified by Giles as S 

(sigmoidal), L (Langmuir), H (high affinity) and C (constant 
distribution), the adsorption isotherms of carminic acid 
on P(AAm-ClAETA) hydrogel resemble L-type curves [15]. 

The adsorption parameters calculated from the 
nonlinear equations of the graphs presented in Figure 5 
are summarized in Table 1. 
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Table 1. Isotherm parameters of carminic acid adsorption 
on P(AAm-ClAETA) hydrogels 

Models Equations Values 
Freundlich 

𝑞𝑞 = 𝑋𝑋𝐹𝐹𝐶𝐶𝑑𝑑
1/𝑛𝑛  

Freundlich constant,  

KF [(mg g-1)(L mg-1)1/n] 

Heterogeneity factor, n 

Correlation coefficient, r 

Isotherm type 

 

4.21 

1.63 

0.991 

L-type 

Langmuir q =
XLKLCd

1 + KLCd
  

Monolayer adsorption capacity, XL 
(mg g−1) 

Distribution coefficient, KL (L mg-1) 

Correlation coefficient, r 

 

 

 

 

120.9 

0.015 

0.999 

Adsorbent dose, ADL (g L-1) ADL =
C − Ce

q  4.45 

Dimensionless dispersion factor, 
RL 

RL =
1

1 + KLC 0.117 

 
In addition, the type of isotherm can be determined 

from the n value found in the Freundlich isotherm model. 
At the same time, the n values are related to the Giles 
classification, S-, L-, and C-type isotherms. n < 1 
corresponds to S-type, n = 1 to C-type, and n > 1 to L-
type. The Freundlich constant for the P(AAm-ClAETA) 
hydrogel was n > 1, indicating that the isotherm type is L-
type. The L-type isotherm curve indicates a strong 
intermolecular interaction between carminic acid and 
the P(AAm-ClAETA) hydrogel. On the other hand, higher 
values of KF represent easy adsorbate uptake from the 
solution [16]. 

In order to determine the suitability of adsorption, 
the RL value for removal from the dye solution with an 
initial concentration of 500 mgL-1 was calculated as 
0.117. This RL value shows that carminic acid adsorption 
on P(AAm-ClAETA) is in the range of suitability [8,10]. 

The adsorbent dose required for 50 % removal from 
500 mg L-1 carminic acid solution was calculated as ADL= 
4.45 g L-1. This result shows that P(AAm-ClAETA) 
hydrogels are effective in carminic acid removal and can 
be easily used.  

The maximum adsorption capacities of previous 
studies on carminic acid adsorption on various 
adsorbents are presented in Table 2 and compared with 
the results of this study. 

Table 2 shows that the amount of carminic acid 
adsorbed by P(AAm-ClAETA) hydrogels is 2.5 to 30 times 
higher compared to previously studied adsorbents 
(except Prunus mahaleb shell).  

 
 
 
 

Table 2. The maximum adsorption capacities of some 
adsorbents for carminic acid adsorption 

Adsorbent 
Maximum 
adsorption 

capacities/mg g-1 
References 

glass powder (GP) 4.03 [2] 
carbon 

nanotubes/polyvinylidene 
fluoride 

(CuAl-CLDH/CNT/PVDF400) 
composite 

33.44 [3] 

activated carbon 10.10 [5] 
mesoporous carbon 48.50 [6] 

Prunus mahaleb shell 148.00 [7] 
P(AAm-ClAETA) hydrogels 120.90 In this study 

 
There are 667526 adsorption studies in the Web of 

Science (WOS) database since 1970. 38 of these studies 
are related to carminic acid adsorption on different 
natural and natural product-derived adsorbents [17]. As 
a result of the evaluations, this study can be 
recommended as a pioneering study for the use of 
polymeric structures, especially hydrogels, in the 
excellent removal of carminic acid. 

 
Molecular Electrostatic Potential Map 
The molecular electrostatic potential (MEP) is widely 

used in the qualitative evaluation of the chemical 
reactivity of surfaces with molecular electron density. 
The nucleophilic (electron-poor) and electrophilic 
(electron-rich) regions of the molecule are determined 
by MEP maps. In the MEP map, electrophilic regions are 
shown in red and nucleophilic regions in blue. In MEP 
maps, the electrostatic potential increases in the order of 
Red<Orange<Yellow<Green<Blue. Green-colored regions 
in MEP maps indicate neutral regions and blue-colored 
regions indicate nucleophilic regions. With the help of 
these colors, charge distributions on the molecular 
surface, plausible electrostatic interaction regions, and 
electrophilic and nucleophilic regions are determined 
[18-20]. 

In this study, it was aimed to determine the active 
sites in the molecular structure of P(AAm-ClAETA) 
hydrogels and carminic acid by using MEP maps and to 
evaluate plausible interaction sites with each other. 

Molecular simulation calculations were done using 
Gaussian 16 AML64L-Revision-C.01 [21] and visualization 
of results using GaussView 6.0 [22]. The molecular 
structures of the repeating units of the hydrogels were 
optimized using density functional theory (DFT) with the 
Lee-Yang-Parr non-local correlation functional (B3LYP) 
using 6-31G (d,p) basis set [23-25]. 

Molecular electrostatic potential maps of P(AAm-
ClAETA) hydrogels and carminic acid are presented in 
Figure 6. 
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P(AAm-ClAETA) hydrogels 

 

Carminic acid 
Figure 6. Molecular electrostatic potential maps of 

P(AAm-ClAETA) hydrogels and carminic acid, H: white, 
C: gray, O: red, N: blue, Cl-: green. 

  
When MEP maps were examined, the following 

conclusions and evaluations were reached [18-20]. 
 In the MEP map of the P(AAm-ClAETA) hydrogels, 

the regions with the quaternary ammonium [N+-(CH3)3] 
group are shown in blue, these regions are the 
nucleophilic attack regions. 
 The regions of hydroxyl groups attached to the 

tetrahydropyran ring in the carminic acid molecules are 
shown in red, these regions are the electrophilic attack 
regions. 

According to these results, it can be said that the 
electrostatic interactions between the quaternary 
ammonium groups of the P(AAm-ClAETA) hydrogels and 
the hydroxyl groups attached to the tetrahydropyran ring 
in the carminic acid molecules are stronger and more 
likely. This evaluation with MEP maps supports the 
proposed plausible interaction mechanism between 
P(AAm-ClAETA) hydrogels and carminic acid, presented 
in Figure 3. 

Conclusions 
The crosslinked P(AAm-ClAETA) hydrogels were 

prepared by free radical addition polymerization. The 
absence of any change in the FTIR spectra taken before 

and after adsorption indicated that the hydrogel-
carminic acid interactions were physical. According to the 
MEP maps, electrostatic interactions between the 
quaternary ammonium groups of P(AAm-ClAETA) 
hydrogels and the hydroxyl groups attached to the 
tetrahydropyran ring in carminic acid molecules are 
stronger and more likely. The adsorption of carminic acid 
on P(AAm-ClAETA) hydrogels was determined to be L-
type according to Giles adsorption isotherms 
classification. In addition, the heterogeneity factor 
n=1.63 calculated from the Freundlich isotherm model 
supported the L-type adsorption isotherm. The 
monolayer adsorption capacity was calculated as 120.9 
mg g-1 from the Langmuir isotherm model. It was 
determined that carminic acid adsorption on P(AAm-
ClAETA) hydrogels were favorable, and the adsorbent 
dose value was ADL= 4.45 g L-1. 

According to these results, it can be said that P(AAm-
ClAETA) hydrogels can be used in carminic acid removal. 
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Cosmetics have been attracting the attention of humanity since it existed. Over the years, the reach of the 
cosmetics industry has increased exponentially. In recent years, cosmetic manufacturers have developed many 
formulations on cosmetic products that are brighter in color, more permanent and not easily affected by 
external factors. However, heavy metal powders are used while producing these formulations especially inside 
in dyestuffs and stabilizers. Cosmetic products can be absorbed through the skin and cause systemic toxicity. 
Hundreds of chemicals are used in many cosmetic products such as make-up products, shampoos, creams, 
aftershaves, and these chemicals may cause significant health problems. Thus, this study is designed to 
investigate the heavy metal content of lipstick samples which are used extensively by women. Determination 
of aluminum (Al), chromium (Cr), iron (Fe), nickel (Ni), copper (Cu), zinc (Zn), elements in 35 different lipstick 
samples (including 15 brands) were performed by Inductively Coupled Plasma-Mass Spectrophotometer (ICP-
MS) device. Before the analysis, two different solubilization methods, wet solubilization and dry ashing, were 
applied to the samples in order to take the metals in the lipstick samples into inorganic environment.  
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Introduction 
 

In the Dictionary of the Turkish Language Association, 
cosmetics are defined as any substance that helps to 
beautify the skin and hair and keep them alive, and by 
the Cosmetic Council of the European Union Cosmetics 
Legislation 1223/2009, Article 2.1.a, “Cosmetic product; 
It is prepared to be applied to different external parts of 
the human body such as the epidermis, nails, hairs, hair, 
lips and external genitalia, teeth and oral mucosa, with 
the sole or main purpose of cleaning these parts, giving 
scent, changing their appearance and/or correcting body 
odors and/or defined as “all preparations or substances 
intended to preserve or keep in good condition” [1]. 

All cosmetic products authorized for use must be 
completely safe for users and the responsibility for 
ensuring the safety of these products is the 
manufacturer, distributor, and importer. In cosmetic 
products, it is estimated that approximately 10,000 
chemicals are present, including parabens, phthalates, p-
phenylenediamine, formaldehyde, dioxane, triclosan and 
numerous metals [2]. Moreover, preservatives, 
softeners, surfactants, or UV (ultra-violette) protectors 
may be added to cosmetic products depending on the 
ingredients in the composition and the purpose of use 
[3].  

Lip products constitute a large proportion of all 
cosmetic products. The desire to color the lips has 
attracted the attention of humanity in the historical 

process. The first records of people using any product to 
beautify their lips appear in the Sumerians around 7000 
BC. While the use of the first lip products started with 
mixing wax, oil and pigments and applying them to the 
lips, it took the form of sticks after the 1920s. When 
looking at the periods of Ancient Egypt, Greek and 
Roman Empire, it was seen that women applied some 
red minerals and herbs to their cheeks and lips in order 
to beautify. Therefore, lip cosmetics can be traced back 
thousands of years. Lip cosmetics, which moisturize the 
lips and increase their attractiveness, are one of the most 
used cosmetics by modern women [4,5]. Lip cosmetics 
usually consist of three main ingredients which are wax, 
oil and coloring agents. In addition to these three main 
ingredients, lip products contain some excipient 
substances such as antioxidants, preservatives and 
perfumes. On the other hand, studies are continuing on 
whether heavy metals are used as in these products and 
on safe usage intervals. Lip products can be classified as 
lip balm, lipstick, lip brilliant and lip gloss [6]. 

Lipsticks basically contain various oils, beeswax, 
pigments, antioxidants and preservatives. Compounds of 
some basic elements can also be added to the 
formulation to improve the quality of cosmetic products. 
The presence and amounts of metal components in 
cosmetic products require processes that must be 
followed continuously since there is direct contact with 
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the skin or mucous membranes. Despite exposure to 
very low amounts of heavy metals because of the use of 
lip products, significant chronic health risks may occur 
due to accumulation in long-term use. Lipsticks may 
contain heavy metals such as iron (Fe), cadmium (Cd), 
and copper (Cu) [7]. Serious problems due to excess 
heavy metals in cosmetics have been reported by the 
United States Food and Drug Administration (FDA) and 
the China National Drug Administration [8]. Considering 
the usage area, it is estimated that the products that 
cause the most toxic metal intake are lipsticks and lip 
glosses. There is risk that cosmetic products applied to 
the lips may be taken directly orally. When lipstick and 
other lip products are applied to the lips, it is easy to 
dissolve in the saliva and enter the bloodstream [9]. 

Microelements are defined as elements required in 
amounts less than 100 mg per day and present in tissues 
at mg/kg tissue levels. Iron, copper, zinc, cobalt, 
manganese, chromium, molybdenum, selenium, fluorine, 
and iodine are examples of microelements. Since the 
concentrations of microelements in the body are very 
low, they are also called trace elements [10]. Trace 
elements are found in the structure of the organism and 
play a role in many important functions. These vital 
elements must be taken in sufficient quantities to 
maintain a healthy life. Regulation of body functions, 
oxygen transport, and elimination of free radicals are the 
most important functions of trace elements. However, 
their excess amounts have a toxic effect on the body. 
Moreover, elements that have not been shown to be 
essential for the body's structure and function, are 
known as non-essential or toxic elements. All the trace 
elements, which are necessary for metabolism and listed 
above, also create a toxic effect if they are taken into the 
body more than a certain amount. [11]. 

In recent years, studies on the determination of trace 
elements in lip products have been increasing. Al-Saleh 
et al. investigated the levels of lead, cadmium, nickel, 
chromium, mercury, antimony, and arsenic in 14 brands 
of lipstick (28 samples) that are widely used in local Saudi 
markets. According to their results, the levels of all 
metals were generally lower than the rules of the US 
Food and Drug Administration for metallic impurities in 
color additives used in cosmetics. Only one brand of 
lipstick exceeded the specifications, containing levels of 
arsenic higher than 3 mg/kg [12]. In another study, lead 
values of 12 lipsticks, 13 lip glosses and 9 lip balms and 
the averages were determined by ICP-MS (Inductively 
Coupled Plasma-Mass Spectrophotometer) device which 
found as 0.05482 mg/kg, 0.04976 mg/kg and 0.07380 
µg/g, respectively [8]. In another study, Cr, Mn, Co, Ni, 
Cu, Cd, Sb, Pb measurements were made in 32 lip sticks 
and their values were found as 6.72 mg/kg, 12.27 mg/kg, 
0.48 mg/kg, 4.10 mg/kg, 93.93 mg/kg, 0.10 mg/kg, 1.13 
mg/kg, 7.42 mg/kg respectively. The study also contained 
bioaccessibility which was the first study in this area. 
According to their results, only bioaccessible Pb in all 
samples significantly exceeded the FDA limit 0.1 mg/kg in 
candy [6]. 

In this context, the main goal of this study is to 
investigate the concentration of aluminum (Al), 
chromium (Cr), iron (Fe), nickel (Ni), copper (Cu), zinc 
(Zn) in 35 different lipstick samples (including 15 brands) 
in Turkey market by inductive coupled plasma-mass 
spectrometry. 

 
Materials and Methods 

 
Chemicals and Devices 
All chemicals, used in the analysis were purchased 

from Sigma Chemical Co. (St. Louis, MO, USA). All 
chemicals were of analytical grade. HNO3 %65, HF %40, 
HClO3 %35 were used for solubilization methods. 
Quantitative filter paper, (FILTER-LAB® ref. 1238 125 mm 
diameter) was used for filtration process. Agilent 7700 
Series ICP-MS was employed for analysis.  

 
Sample Preparation 
Before ICP-MS analysis, two different solubilization 

techniques were employed to prepare the samples for 
analysis. The first of these is the wet solubilization 
method with the acid mixture and the second one is the 
dry ashing method in the muffle furnace. At first, the 
microwave solubilization method was tried in order to 
solubilize the lipstick samples. However, as result of trials 
with many acid mixtures, explosions, burns, or melted lid 
boils were experienced in the vials due to high 
temperature and acid interaction. For this reason, it was 
decided to solubilize the lipstick samples with acid mixed 
wet solubilization and dry ashing method. 

 
Wet Solubilization Method 
The lipstick samples were numbered after they were 

categorized. Precise weights of 0.500 grams were taken 
from the numbered samples with using analytical 
balance. The weighed samples were placed in equally 
numbered vials. The elements were added to the 
inorganic medium by 5.00 mL nitric acid (HNO3) and 1.00 
mL hydrofluoric acid (HF) onto the weighed samples. 
After the solubilization process of the lipstick samples 
was carried out, they were diluted to 50.00 mL and 
stored in HDPE (High Density Polyethylene) storage 
containers until analysis. Trace element contents in the 
extracts were determined by ICP-MS device [13]. 

 
Dry Ashing Method 
The lipstick samples were numbered after they were 

categorized. Precise weights of 0.500 grams were taken 
from the numbered samples with using analytical 
balance. The weighed samples were placed in equally 
numbered porcelain crucibles. The lids of the crucibles 
were closed and placed vertically in the muffle furnace. 
Lipstick samples were allowed to become ashes at 900 oC 
for 4 hours in the muffle furnace. By adding 5.00 mL of 
HNO3 to 1.00 mL of chloric acid (HClO3) to the crucibles, 
the ashes were taken to the liquid medium and filtered 
with the help of filter paper. After dissolving the lipstick 
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samples, they were diluted to 50.00 mL and stored in 
HDPE storage containers until analysis. Trace element 
contents in the extracts were determined by ICP-MS 
device [13]. 

 
ICP-MS Analysis 
An Agilent 7700 Series (Agilent Technologies, Tokyo, 

Japan) was used for all measurements. All measurements 
were performed in triplicates from each vial. The 
instrument parameters are described in Table 1. 
 
Table 1. Setting parameters for the ICP-MS method.  
Plasma Parameters Lens Parameters Cell Parameters 

Power: 
1550 W 

Omega Lens: 
10V 

OctP Slope:  
-8V 

Matcher voltage: 
1.80V 

Cell Input: 
-30V 

OctP RF:  
180V 

Sample depth: 
8mm 

Cell Output: 
-50V 

Energy separator:  
5V 

Carrier gas velocity: 
1.05 l/min 

Deviation: 
13V 

Stabilization time:  
50 seconds 

Nebulizer pump: 
0.1 rps 

Layer training: 
-40V 

Sampling time:  
50 seconds 

S/C temperature: 
2°C 

 Calibration curve 
confidence interval : 

0.95 
 
Results and Discussion 

 
In this study, the concentrations of the selected 

heavy metals; aluminum (Al), chromium (Cr), iron (Fe), 
nickel (Ni), copper (Cu), zinc (Zn) in 35 different lipstick 
samples were determined by using ICP-MS device. The 
values detected in lipsticks solubilized by the wet 
solubilization method (Table 2) and dry ashing method 
(Table 3). In this study, the standard addition method 
was used while working with the ICP-MS device to 
minimize the matrix effects and prevent interference. 
Although there is widespread suspicion about the toxicity 
of cosmetics, there have not been enough controlled 
studies and the reported studies are generally as 
uncontrolled and case reports. In our literature research, 
it was realized that there is a great deficiency in this area. 
Trace elements, which are of great importance especially 
for human health; aluminum (Al), chromium (Cr), iron 
(Fe), nickel (Ni), copper (Cu), zinc (Zn) concentrations in 
different lipstick samples was determined by ICP-MS 
instrument by using 2 different solubilization techniques. 

 According to the results of the analyze using the 
wet solubilization method; the values were found for the 
element aluminum vary between 0.23 mg/kg and 87.93 
mg/kg. The results were determined by using the dry 
ashing method ranged from 0.25 mg/kg to 89.10 mg/kg. 
The values determined in the wet solubilization method 
for chromium vary between 0.02 mg/kg and 0.41 mg/kg. 
The values determined in the dry ashing method for 
chromium vary between 0.03 mg/kg and 0.14 mg/kg. The 
values determined in the wet solubilization method for 
iron vary in a wide range between 3.19 mg/kg and 
605.00 mg/kg. The values determined in the iron 

element dry ashing method vary between 3.71 mg/kg 
and 54.16 mg/kg. In nickel element, the values 
determined in the wet solubilization method was very 
close to each other her but vary between 0.01 mg/kg and 
0.25 mg/kg. The amount of nickel determined by the dry 
ashing method was found between 0.03 mg/kg and 0.13 
mg/kg. In the wet solubilization method for copper 
element, it was ranged between 0.01 mg/kg and 0.22 
mg/kg. The results of the dry ashing method of the same 
element were detected between 0.02 mg/kg and 0.10 
mg/kg.  The values found for the results obtained in the 
study are compatible with the studies in the literature in 
which determinations were made with different or the 
same device. As a result, the difference in the 
solubilization method caused the elements to be 
detected in different amounts. The acids used in the 2 
methods are different and therefore the contribution of 
acidity to ionization in the mass detector is different. 
Therefore, different results were obtained in wet 
solubilization and dry ashing methods. According to the 
Medical Drug Device Agency, the maximum values that 
should be found in cosmetics are 20 mg/kg for lead, 5 
mg/kg for arsenic, 5 mg/kg for cadmium, 1 mg/kg for 
mercury, and 10 mg/kg for antimony. However, there is 
no specified limit value for aluminum, chromium, copper, 
iron, nickel, and zinc determined by Medical Drug Device 
Agency. Moreover, FDA (US Food & Drug Administration) 
addresses the maximum values of some trace elements 
such as 3 mg/kg for arsenic, 20 mg/kg for lead, 1 mg/kg 
for mercury. However, there is no specified limit value 
for aluminum, chromium, copper, iron, nickel, and zinc 
determined by FDA. According to the various studies, 
chronic and long-term exposure to trace elements can 
lead to serious health problems [10]. 

While chromium, when consumed in small quantities, 
serves as a vital element that aids the body in utilizing 
sugar, protein, and fat, excessive inhalation of chromium 
can result in nasal irritation, leading to symptoms such as 
a runny nose, nosebleeds, and the formation of sores or 
perforations in the nasal septum. Ingesting large 
amounts of chromium can lead to gastrointestinal 
disturbances, ulcers, seizures, as well as damage to the 
kidneys and liver, potentially resulting in fatality. Contact 
with specific chromium compounds on the skin can give 
rise to the development of skin ulcers. Individuals highly 
sensitive to chromium may experience severe allergic 
reactions characterized by intense skin inflammation and 
swelling [14]. 

Prolonged contact with nickel can lead to allergic 
reactions of the skin, such as skin rashes and other 
related symptoms. Moreover, the International Agency 
for Research on Cancer (IARC) has categorized nickel 
compounds as belonging to Group 1, indicating they are 
known to cause cancer in humans, while metallic nickel is 
classified as Group 2B, suggesting it is possibly 
carcinogenic to humans. Nickel is a significant 
contributor to allergic contact dermatitis in people 
worldwide, affecting both children and adults, and it has 
a global occurrence rate of approximately 8.6% [15]. 
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Copper is present in plants and animals as a natural 
component. It is a vital element required by all living 
organisms, including humans and other animals, in 
small quantities. However, when found in significantly 
higher concentrations, copper can have harmful 
effects that are considered toxic. Prolonged copper 
exposure may cause cancer, infertility, skin allergy and 
greenish discoloration of the skin, hair, and teeth. 
[16]. 

According to the literature, there are no known 
risks for healthy people from normal dietary intakes of 
aluminum. The risks are only harmful longer than the 
usual consumption of grams of aluminum antacids 
which is significantly increased in people with 
impaired renal function. Moreover, long-term 
intravenous administration always causes serious 
toxicity. Aluminium may cause gene instability, alter 
gene expression or enhance oxidative stress in the 
body  [17].  

While iron is an essential mineral necessary for 
various physiological processes, such as oxygen 
transport and energy production, an overload of iron 
can lead to toxicity. This can happen in individuals 
with hereditary disorders like hemochromatosis or 
through repeated excessive iron supplementation. 
Prolonged iron toxicity can cause damage to organs 
such as the liver, heart, and pancreas, leading to 
conditions like cirrhosis, cardiomyopathy, and 
diabetes. Symptoms may include fatigue, joint pain, 
abdominal pain, and skin discoloration. [18]. 

While zinc is an essential trace element necessary 
for various physiological functions, such as immune 
system regulation and enzymatic activity, an excessive 
intake or chronic exposure to high levels of zinc can 
lead to toxicity. Prolonged zinc toxicity can occur due 
to factors such as excessive zinc supplementation, 
occupational exposure, cosmetic produtcs or genetic 
disorders affecting zinc metabolism. The adverse 
effects of prolonged zinc toxicity may include 
gastrointestinal disturbances, such as nausea, 
vomiting, and abdominal pain. It can also interfere 
with copper absorption, leading to copper deficiency 
and associated neurological symptoms. Additionally, 
long-term zinc toxicity can impact immune function, 
disrupt hormonal balance, and affect the liver and 
kidneys. [19]. 

When the values of all the elements determined in 
our study are compared with the literature and the 
value in lipsticks does not pose any risk. However, 
long-term, and continuous use may cause adverse 
effects on health. In continuous use, the accumulation 
effect in the body should be considered. In addition, 
there is no limit value determined for these elements 
by the Medical Drug Device Agency and US Food and 
Drug Administration. As a result, the accumulation of 
heavy metals taken from cosmetic products poses a 
health risk and needs to be inspected with continuous 
measurements and controls. 

 

Table 2. Amounts of aluminum, chromium, iron, nickel, 
copper, and zinc (mg/kg) detected in lipsticks using 
the wet solubilization method. 

 
Samples 

    

Al Cr Fe Ni Cu Zn 

1 38.55 0.07 191.05 0.05 0.04 8.01 

2 28.52 0.09 338.59 0.04 0.05 8.36 

3 74.52 0.08 53.62 0.13 0.16 3.98 

4 0.23 0.02 3.19 0.01 0.01 0.00 

5 11.49 0.04 64.44 0.04 0.03 6.24 

6 77.42 0.06 23.55 0.07 0.11 11.79 

7 48.73 0.12 176.75 0.13 0.05 10.07 

8 20.17 0.05 338.38 0.17 0.06 10.72 

9 40.34 0.04 128.03 0.04 0.03 8.15 

10 86.93 0.06 14.80 0.07 0.04 8.06 

11 50.86 0.06 4.57 0.25 0.03 6.83 

12 6.18 0.05 419.68 0.09 0.22 12.00 

13 2.32 0.05 239.10 0.24 0.08 11.20 

14 33.28 0.08 247.49 0.06 0.13 10.76 

15 32.18 0.11 172.99 0.10 0.03 12.70 

16 31.50 0.07 56.09 0.06 0.04 10.54 

17 20.71 0.06 171.30 0.17 0.03 15.42 

18 72.28 0.17 33.76 0.20 0.09 11.73 

19 59.40 0.41 29.99 0.20 0.11 11.47 

20 20.87 0.05 312.43 0.08 0.13 10.44 

21 60.82 0.05 4.09 0.10 0.04 7.29 

22 87.93 0.18 23.28 0.18 0.05 10.18 

23 80.55 0.04 146.37 0.08 0.04 5.47 

24 50.95 0.12 326.64 0.08 0.04 9.22 

25 39.04 0.06 200.96 0.05 0.08 8.28 

26 12.24 0.03 5.97 0.18 0.03 3.37 

27 8.28 0.06 605.00 0.06 0.03 6.33 

28 22.03 0.13 11.23 0.10 0.04 6.43 

29 12.23 0.04 211.26 0.05 0.03 5.08 

30 27.24 0.03 3.26 0.02 0.03 4.37 

31 14.79 0.05 66.12 0.05 0.02 2.61 

32 23.59 0.22 469.58 0.14 0.15 8.21 

33 4.14 0.04 5.16 0.02 0.02 5.65 

34 27.65 0.08 360.68 0.04 0.02 11.73 

35 12.33 0.06 117.55 0.06 0.08 4.05 
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Table 3. Amounts of aluminum, chromium, iron, nickel, 
copper, and zinc (mg/kg) detected in lipsticks using 
the dry ashing method. 

 
Samples 

    
Al Cr Fe Ni Cu Zn 

1 25.91 0.07 13.37 0.06 0.10 0.57 

2 3.97 0.05 5.76 0.04 0.05 0.53 

3 58.86 0.05 4.38 0.03 0.05 0.54 

4 18.64 0.05 7.79 0.04 0.05 0.56 

5 1.09 0.04 4.45 0.04 0.04 0.56 

6 4.77 0.03 4.19 0.03 0.05 0.57 

7 9.45 0.04 4.55 0.04 0.09 0.55 

8 0.85 0.14 9.90 0.13 0.06 0.82 

9 2.82 0.06 4.51 0.05 0.04 0.26 

10 4.92 0.05 3.75 0.04 0.04 0.19 

11 3.40 0.06 3.71 0.04 0.03 0.19 

12 1.76 0.04 4.90 0.06 0.03 0.52 

13 1.87 0.03 4.46 0.03 0.03 0.49 

14 0.28 0.04 4.43 0.04 0.04 0.53 

15 1.36 0.03 4.17 0.04 0.04 0.52 

16 3.98 0.05 4.47 0.03 0.04 0.52 

17 0.42 0.03 4.05 0.04 0.03 0.52 

18 32.77 0.05 4.67 0.04 0.05 0.54 

19 41.00 0.07 4.71 0.05 0.06 0.54 

20 11.57 0.03 6.82 0.04 0.04 0.54 

21 24.73 0.04 3.70 0.04 0.04 0.17 

22 3.33 0.03 4.19 0.03 0.02 0.17 

23 2.90 0.03 5.10 0.03 0.02 0.17 

24 57.42 0.05 54.16 0.04 0.04 0.18 

25 1.70 0.03 4.17 0.03 0.03 0.48 

26 89.07 0.05 3.97 0.04 0.06 0.54 

27 4.14 0.04 5.10 0.04 0.04 0.52 

28 7.70 0.05 4.23 0.05 0.03 0.53 

29 0.97 0.03 4.03 0.04 0.04 0.52 

30 2.52 0.05 3.82 0.04 0.04 0.54 

31 0.25 0.03 4.06 0.03 0.03 0.52 

32 15.92 0.03 4.98 0.04 0.08 0.26 

33 5.81 0.04 4.01 0.04 0.06 0.19 

34 2.41 0.03 4.16 0.04 0.03 0.25 

35 1.95 0.03 7.83 0.04 0.04 0.49 
 
Conclusion 

The results acquired from the study are essential to 
understanding the risks of trace element exposure and 
their occurrence in lipsticks. The contents of the trace 
elements were ordered in the following decreasing order 
according to the maximum concentrations Al > Fe > Zn  > 
Cr, Ni, Cu and the levels of all investigated metals were 
generally lower than the limit values determined by 

literature . Turkey Drug and Medical Device Agency and 
FDA has set limit values only for lead, arsenic, cadmium, 
mercury, and antimony. Therefore, risk analysis 
regarding the concentrations of other trace elements 
cannot be performed. As a conclude, continuous analysis 
is essential for all cosmetic products since prolonged 
exposure of trace elements have significant negative 
effects on human health. 
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In this paper, we construct a generalisation of Ostrowski’s type inequalities with the help of new identity. By 
using this identity, we construct further results for ģ′ ∈ 𝐿𝐿1�𝑐̇𝑐, 𝑑̆𝑑�, ģ′ ∈ 𝐿𝐿2�𝑐̇𝑐, 𝑑̆𝑑�, ģ′′ ∈ 𝐿𝐿2�𝑐̇𝑐, 𝑑̆𝑑�.  To prove our main 
and related results, we utilized some famous inequalities such as Gruss-inequality, Diaz-Mıtcaf’s inequality and 
Cauchy’s inequality. To prove our main results, we used a new multistep kernel (9-step linear kernel). Some 
related results are also discussed. In the end, we apply our results to numerical integration also.  
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Introduction 

In 1970, Mitrinovi’c [1-3] stressed the significance of 
inequalities. Ostrowski type integral inequalities for 2-
times differentiable mappings. Barnett et al. [4] released 
research about Ostrowski type integral inequalities for 
𝐿𝐿𝑝𝑝(𝑐𝑐,𝑑𝑑) and 𝐿𝐿1(𝑐𝑐,𝑑𝑑). Qayyum and Husain[5] generalized 
Ostrowski type integral inequalities to present new 
estimates. Qayyum et al. [6-11] provided a generalized 

form of Ostrowski type Gruss-inequality for twice 
derivable mappings. Barnett et al. [4] stressed another 
new concept i.e. proved Ostrowski type integral 
inequalities by utilizing 𝛽𝛽 − function for 1st and 2nd 
differential mappings and they applied their all findings 
for numerical quadrature rules. Few people (for example 
[9, 10, 12]) worked on different type of inequalities. 

Main Findings 
Lemma 1 Let ģ: �ċ, d�� → ℝ be such that ģ′ is absolutely continuous on �ċ, d��. Define the kernel P�u, U�� as: 

𝑃𝑃�u, U�� =

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎧𝑈𝑈� − 𝑐̇𝑐 , 𝑈𝑈� ∈ �𝑐̇𝑐, 7𝑐𝑐̇+u

8
�

𝑈𝑈� − 15𝑐𝑐̇+𝑑𝑑�

16
, 𝑈𝑈� ∈ �7𝑐𝑐̇+u

8
, 3𝑐𝑐̇+u

4
�

𝑈𝑈� − 7𝑐𝑐̇+𝑑𝑑�

8
, 𝑈𝑈� ∈ �3𝑐𝑐̇+u

4
, 𝑐𝑐̇+u
2
�

𝑈𝑈� − 3𝑐𝑐̇+𝑑𝑑�

4
, 𝑈𝑈� ∈ �𝑐𝑐̇+u

2
, u�

𝑈𝑈� − 𝑐𝑐̇+𝑑𝑑�

2
, 𝑈𝑈� ∈ �u, 𝑐̇𝑐 + 𝑑̆𝑑 − u�

𝑈𝑈� − 𝑐𝑐̇+3𝑑𝑑�

4
, 𝑈𝑈� ∈ �𝑐̇𝑐 + 𝑑̆𝑑 − u, 𝑐𝑐̇+2𝑑𝑑

�−u
2

�

𝑈𝑈� − 𝑐𝑐̇+7𝑑𝑑�

8
, 𝑈𝑈� ∈ �𝑐𝑐̇+2𝑑𝑑

�−u
2

, 𝑐𝑐̇+4𝑑𝑑
�−u
4

�

𝑈𝑈� − 𝑐𝑐̇+15𝑑𝑑�

16
, 𝑈𝑈� ∈ �𝑐𝑐̇+4𝑑𝑑

�−u
4

, 𝑐𝑐̇+8𝑑𝑑
�−u
8

�

𝑈𝑈� − 𝑑̆𝑑 , 𝑈𝑈� ∈ �𝑐𝑐̇+8𝑑𝑑
�−u
8

, 𝑑̆𝑑�

       (1) 
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for all ų∈ �𝑐̇𝑐, 𝑐𝑐̇+𝑑𝑑
�

2
�, the following identity holds:  

 
1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��g′�𝑈𝑈��𝑑𝑑𝑈𝑈�  

 = 1
16
�g �7𝑐𝑐̇+u

8
� + g �3𝑐𝑐̇+u

4
� + 2g �𝑐𝑐̇+u

2
� + 4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g �𝑐𝑐̇+2𝑑𝑑

�−2u
2

� + g �𝑐𝑐̇+4𝑑𝑑
�−u
4

� 

 +g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈�.         (2) 

Proof. We obtain the desired identity (2) by applying integration by parts on (1); 
 

∫𝑑𝑑
�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��g′�𝑈𝑈��𝑑𝑑𝑈𝑈� = ∫

7𝑐̇𝑐+u
8

𝑐𝑐̇ �𝑈𝑈� − 𝑐̇𝑐�g′�𝑈𝑈��𝑑𝑑𝑈𝑈� + ∫
3𝑐̇𝑐+u
4

7𝑐̇𝑐+u
8

�𝑈𝑈� − 15𝑐𝑐̇+𝑑𝑑�

16
� g′�𝑈𝑈��𝑑𝑑𝑈𝑈� +∫

𝑐̇𝑐+u
2

3𝑐̇𝑐+u
4

�𝑈𝑈� − 7𝑐𝑐̇+𝑑𝑑�

8
� g′�𝑈𝑈��𝑑𝑑𝑈𝑈� 

+∫u𝑐̇𝑐+u
2
�𝑈𝑈� − 3𝑐𝑐̇+𝑑𝑑�

4
� g′�𝑈𝑈��𝑑𝑑𝑈𝑈� +∫𝑐𝑐̇+𝑑𝑑

�−u
u �𝑈𝑈� − 𝑐𝑐̇+𝑑𝑑�

2
� g′�𝑈𝑈��𝑑𝑑𝑈𝑈� + ∫

𝑐̇𝑐+2𝑑𝑑�−u
2

𝑐𝑐̇+𝑑𝑑�−u �𝑈𝑈� − 𝑐𝑐̇+3𝑑𝑑�

4
� g′�𝑈𝑈��𝑑𝑑𝑈𝑈�  

+∫
𝑐̇𝑐+4𝑑𝑑�−u

4
𝑐̇𝑐+2𝑑𝑑�−u

2

�𝑈𝑈� − 𝑐𝑐̇+7𝑑𝑑�

8
� g′�𝑈𝑈��𝑑𝑑𝑈𝑈� + ∫

𝑐̇𝑐+8𝑑𝑑�−u
8

𝑐̇𝑐+4𝑑𝑑�−u
4

�𝑈𝑈� − 𝑐𝑐̇+15𝑑𝑑�

16
� g′�𝑈𝑈��𝑑𝑑𝑈𝑈� +∫𝑑𝑑

�
𝑐̇𝑐+8𝑑𝑑�−u

8
�𝑈𝑈� − 𝑑̆𝑑�g′�𝑈𝑈��𝑑𝑑𝑈𝑈� 

 
After simplification, we get(2). 

 
Now by using (2) , we construct five different cases: 

 
Case. 1:𝑊𝑊ℎ𝑒𝑒𝑒𝑒  ģ′ ∈ 𝐿𝐿1�𝑐̇𝑐, 𝑑̆𝑑�  

 
Theorem 1 Let ģ: �ċ, d�� → ℝ be differentiable on �ċ, d��. If ģ′ ∈ L1�ċ, d�� and γ ≤ ģ′�U�� ≤ Γ, for all U� ∈ �ċ, d��, then, 

  

�
1

16
�g �

7𝑐̇𝑐 + u
8

� + g �
3𝑐̇𝑐 + u

4
� + 2g �

𝑐̇𝑐 + u
2

� + 4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g�
𝑐̇𝑐 + 2𝑑̆𝑑 − 2u

2
� + g�

𝑐̇𝑐 + 4𝑑̆𝑑 − u
4

� 

+g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ 𝑔𝑔�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤

1
64
�𝑑̆𝑑 − 𝑐̇𝑐�(Γ − 𝛾𝛾)       (3) 

 

holds for all ų∈ �𝑐̇𝑐, 𝑐𝑐̇+𝑑𝑑
�

2
�. 

Proof.  As we know that for all 𝑈𝑈� ∈ �𝑐̇𝑐, 𝑑̆𝑑� and ų∈ �𝑐̇𝑐, 𝑐𝑐̇+𝑑𝑑
�

2
�, we have 

 

 u − 15𝑐𝑐̇+𝑑𝑑�

16
≤ 𝑃𝑃�u,𝑈𝑈�� ≤ u − 𝑐̇𝑐. 

 
Using Gruss-inequality [5] on the mappings 𝑃𝑃�u,𝑈𝑈�� and ģ′�𝑈𝑈��,  

 

� 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��g′�𝑈𝑈��𝑑𝑑𝑈𝑈� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��𝑑𝑑𝑈𝑈� 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ g′�𝑈𝑈��𝑑𝑑𝑈𝑈��  ≤ 1

64
�𝑑̆𝑑 − 𝑐̇𝑐�(Γ − 𝛾𝛾)   (4) 

 

for all ų∈ �𝑐̇𝑐, 𝑐𝑐̇+𝑑𝑑
�

2
�. 

It is straight forward exercise to show that 
 
1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��𝑑𝑑𝑈𝑈� = ∫

7𝑐̇𝑐+u
8

𝑐𝑐̇ �𝑈𝑈� − 𝑐̇𝑐�𝑑𝑑𝑈𝑈� + ∫
3𝑐̇𝑐+u
4

7𝑐̇𝑐+u
8

�𝑈𝑈� − 15𝑐𝑐̇+𝑑𝑑�

16
� 𝑑𝑑𝑈𝑈� + ∫

𝑐̇𝑐+u
2

3𝑐̇𝑐+u
4

�𝑈𝑈� − 7𝑐𝑐̇+𝑑𝑑�

8
� 𝑑𝑑𝑈𝑈� 

 +∫u𝑐̇𝑐+u
2
�𝑈𝑈� − 3𝑐𝑐̇+𝑑𝑑�

4
� 𝑑𝑑𝑈𝑈� + ∫𝑐𝑐̇+𝑑𝑑

�−u
u �𝑈𝑈� − 𝑐𝑐̇+𝑑𝑑�

2
� 𝑑𝑑𝑈𝑈� + ∫

𝑐̇𝑐+2𝑑𝑑�−u
2

𝑐𝑐̇+𝑑𝑑�−u �𝑈𝑈� − 𝑐𝑐̇+3𝑑𝑑�

4
� 𝑑𝑑𝑈𝑈� 

 +∫
𝑐̇𝑐+4𝑑𝑑�−u

4
𝑐̇𝑐+2𝑑𝑑�−u

2

�𝑈𝑈� − 𝑐𝑐̇+7𝑑𝑑�

8
� 𝑑𝑑𝑈𝑈� + ∫

𝑐̇𝑐+8𝑑𝑑�−u
8

𝑐̇𝑐+4𝑑𝑑�−u
4

�𝑈𝑈� − 𝑐𝑐̇+15𝑑𝑑�

16
� 𝑑𝑑𝑈𝑈� + ∫𝑑𝑑

�
𝑐̇𝑐+8𝑑𝑑�−u

8
�𝑈𝑈� − 𝑑̆𝑑�𝑑𝑑𝑈𝑈�. 

 
Again after simplification, we have 

 
1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��𝑑𝑑𝑈𝑈� = 0          (5) 
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And 

 
1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ g′�𝑈𝑈��𝑑𝑑𝑈𝑈� = g�𝑑𝑑��−g(𝑐𝑐̇)

𝑑𝑑�−𝑐𝑐̇
.          (6) 

 
Hence using (4) − (6), we get our required result (3). 

 
Now we will discuss some corollaries. 

 

Corollary 1 By substituting ų= ċ+d�

2
 in (3), then 

 

� 1
16
�g �15𝑐𝑐̇+𝑑𝑑

�

16
� + g �7𝑐𝑐̇+𝑑𝑑

�

8
� + 2g �3𝑐𝑐̇+𝑑𝑑

�

4
�  +4g �𝑐𝑐̇+𝑑𝑑

�

2
� + 4g �𝑐𝑐̇+𝑑𝑑

�

2
� + 2g �𝑑𝑑

�

2
� + g �𝑐𝑐̇+7𝑑𝑑

�

8
� 

 +g �𝑐𝑐̇+15𝑑𝑑
�

16
�� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤ 1

64
�𝑑̆𝑑 − 𝑐̇𝑐�(Γ − 𝛾𝛾). 

 

Corollary 2 By substituting ų= 3ċ+d�

4
 in (3), we get 

 

� 1
16
�g �31𝑐𝑐̇+𝑑𝑑

�

32
� + g �15𝑐̇𝑐+𝑑𝑑

�

16
� + 2g �7𝑐𝑐̇+𝑑𝑑

�

8
� +4g �3𝑐𝑐̇+𝑑𝑑

�

4
� + 4g �𝑐𝑐̇+3𝑑𝑑

�

4
� + 2g �3𝑑𝑑

�−𝑐𝑐̇
4
� 

 +g �𝑐𝑐̇+15𝑑𝑑
�

16
� + g �𝑐𝑐̇+31𝑑𝑑

�

32
�� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤ 1

64
�𝑑̆𝑑 − 𝑐̇𝑐�(Γ − 𝛾𝛾).     (7) 

 

Corollary 3 By substituting ų= ċ+3d�

4
 in (3), we get 

 

� 1
16
�g �29𝑐𝑐̇+3𝑑𝑑

�

32
� + g �13𝑐𝑐̇+3𝑑𝑑

�

16
� + 2g �5𝑐𝑐̇+3𝑑𝑑

�

8
� +4g �𝑐𝑐̇+3𝑑𝑑

�

4
� + 4g �3𝑐𝑐̇+𝑑𝑑

�

4
� + 2g �𝑐𝑐̇+𝑑𝑑

�

4
� 

+g �3𝑐𝑐̇+13𝑑𝑑
�

16
� + g �3𝑐𝑐̇+29𝑑𝑑

�

32
�� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈��.≤ 1

64
�𝑑̆𝑑 − 𝑐̇𝑐�(Γ − 𝛾𝛾).     (8) 

 
Case: 2 For ģ′ ∈ L1�ċ, d�� 

 
Theorem 2 Let I:⊂ ℝ → ℝ be a differentiable mapping on I0, the interior of the interval I, and let ċ, d� ∈ I with ċ < d� . If 
ģ′ ∈ L1�ċ, d��,and γ ≤ ģ′�U�� ≤ Γ∀ ų∈ �ċ, d��, then the following inequality holds for all ų∈ �ċ, ċ+d

�

2
�, we have 

 

� 1
16
�g �7𝑐𝑐̇+u

8
� + g �3𝑐𝑐̇+u

4
� + 2g �𝑐𝑐̇+u

2
� + 4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g �𝑐𝑐̇+2𝑑𝑑

�−2u
2

�  

+g �𝑐𝑐̇+4𝑑𝑑
�−u
4

� + g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ 𝑔𝑔�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤

1
128�𝑑𝑑�−𝑐̇𝑐�

��43𝑐̇𝑐 + 21𝑑̆𝑑 − 64u�(𝑐̇𝑐 − u)�(Γ − 𝛾𝛾).  (9) 

 
Proof. Let 

  

𝑐𝑐 =
Γ + 𝛾𝛾

2
 

 
then 

 
1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��g′�𝑈𝑈��𝑑𝑑𝑈𝑈� − 𝑐𝑐

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��𝑑𝑑𝑈𝑈� = 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈���g′�𝑈𝑈�� − 𝑐𝑐�𝑑𝑑𝑈𝑈� 

=
1

16
�g �

7𝑐̇𝑐 + u
8

� + g �
3𝑐̇𝑐 + u

4
� + 2g �

𝑐̇𝑐 + u
2

� + 4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g�
𝑐̇𝑐 + 2𝑑̆𝑑 − 2u

2
� + g�

𝑐̇𝑐 + 4𝑑̆𝑑 − u
4

� 

 +g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ 𝑔𝑔�𝑈𝑈��𝑑𝑑𝑈𝑈�, 

 
 where 

 

∫𝑑𝑑
�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��𝑑𝑑𝑈𝑈� = 0. 

 
On the other hand, 
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� 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈���g′�𝑈𝑈�� − 𝑐𝑐�𝑑𝑑𝑈𝑈�� ≤ 1

𝑑𝑑�−𝑐𝑐̇
max
𝑈𝑈�∈�𝑐𝑐̇,𝑑𝑑��

�g′�𝑈𝑈�� − 𝑐𝑐� ∫𝑑𝑑
�
𝑐𝑐̇ �𝑃𝑃�u,𝑈𝑈���𝑑𝑑𝑈𝑈�.                  (10) 

  
Since 

 
max
𝑈𝑈�∈�𝑐𝑐̇,𝑑𝑑��

�g′�𝑈𝑈�� − 𝑐𝑐� ≤ Γ+𝛾𝛾
2

                       (11) 

 
and 

 
1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ �𝑃𝑃�u,𝑈𝑈���𝑑𝑑𝑈𝑈� = 21

64�𝑑𝑑�−𝑐̇𝑐�
��2𝑐̇𝑐 + 𝑑̆𝑑 − 3u�(𝑐̇𝑐 − u) + 1

64
(𝑐̇𝑐 − u)2�.                  (12) 

 
From (10) − (12), we get (9). 

 
Case. 3: 

 
Theorem 3 Let ģ: �ċ, d�� → ℝ be differentiable mapping on �ċ, d��. If ģ′ ∈ L1�ċ, d�� and γ ≤ ģ′�U�� ≤ Γ 

 

� 1
16
�g �7𝑐𝑐̇+u

8
� + g �3𝑐𝑐̇+u

4
� + 2g �𝑐𝑐̇+u

2
� +4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g �𝑐𝑐̇+2𝑑𝑑

�−2u
2

� 

+g �𝑐𝑐̇+4𝑑𝑑
�−u
4

� + g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤ Ω(𝑆𝑆 − 𝛾𝛾)                  (13) 

 
And 

 

� 1
16
�g �7𝑐𝑐̇+u

8
� + g �3𝑐𝑐̇+u

4
� + 2g �𝑐𝑐̇+u

2
� +4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g �𝑐𝑐̇+2𝑑𝑑

�−2u
2

� 

+g �𝑐𝑐̇+4𝑑𝑑
�−u
4

� + g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤ Ω(𝑆𝑆 − Γ)                 (14) 

  

for all ų∈ �𝑐̇𝑐; 𝑐𝑐̇+𝑑𝑑
�

2
�, where 

 
Ω = max

𝑈𝑈�∈�𝑐𝑐̇,𝑑𝑑��
�𝑃𝑃�u,𝑈𝑈���, 

 𝑆𝑆 = g�𝑑𝑑��−g(𝑐𝑐̇)
𝑑𝑑�−𝑐𝑐̇

, 
 𝛾𝛾 = inf

𝑈𝑈�∈�𝑐𝑐̇,𝑑𝑑��
g′�𝑈𝑈��, 

 Γ = sup
𝑈𝑈�∈�𝑐𝑐̇,𝑑𝑑��

g′�𝑈𝑈��. 

 
Proof. As we know 
 

1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��g′�𝑈𝑈��𝑑𝑑𝑈𝑈� − 1

�𝑑𝑑�−𝑐𝑐̇�2
∫𝑑𝑑
�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��𝑑𝑑𝑈𝑈�.∫𝑑𝑑

�
𝑐𝑐̇ g′�𝑈𝑈��𝑑𝑑𝑈𝑈� = 1

16
�g �7𝑐𝑐̇+u

8
� + g �3𝑐𝑐̇+u

4
� + 2g �𝑐𝑐̇+u

2
�  

+4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g �𝑐𝑐̇+2𝑑𝑑
�−2u
2

�+g �𝑐𝑐̇+4𝑑𝑑
�−u
4

� + g �𝑐𝑐̇+8𝑑𝑑
�−u
8

��               (15) 
 We denote 
 

𝑅𝑅𝑛𝑛(u) = 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��g′�𝑈𝑈��𝑑𝑑𝑈𝑈� − 1

�𝑑𝑑�−𝑐𝑐̇�2
∫𝑑𝑑
�
𝑐𝑐̇ 𝑃𝑃�u,𝑈𝑈��𝑑𝑑𝑈𝑈�.∫𝑑𝑑

�
𝑐𝑐̇ g′�𝑈𝑈��𝑑𝑑𝑈𝑈�.                (16) 

 
If 𝑐𝑐 ∈ 𝑅𝑅 is an arbitrary constant 
 

𝑅𝑅𝑛𝑛(u) = 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ �g′�𝑈𝑈�� − 𝑐𝑐� �𝑃𝑃�u,𝑈𝑈�� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃(u, 𝑠𝑠)𝑑𝑑𝑑𝑑� 𝑑𝑑𝑈𝑈�.               (17) 

 
Since 
 

∫𝑑𝑑
�
𝑐𝑐̇ �𝑃𝑃�u,𝑈𝑈�� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ 𝑃𝑃(u, 𝑠𝑠)𝑑𝑑𝑑𝑑� 𝑑𝑑𝑈𝑈� = 0. 
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Further more, we have 

|𝑅𝑅𝑛𝑛(u)| ≤ 1
𝑑𝑑�−𝑐𝑐̇

max
𝑈𝑈�∈�𝑐𝑐̇,𝑑𝑑��

�𝑃𝑃�u,𝑈𝑈�� − 0� ∫𝑑𝑑
�
𝑐𝑐̇ �g

′�𝑈𝑈�� − 𝑐𝑐�𝑑𝑑𝑈𝑈�  

 
and 
 

max
𝑈𝑈�∈�𝑐𝑐̇,𝑑𝑑��

�𝑃𝑃�u,𝑈𝑈��� = Ω. (18) 

 
From [1]-[3], we get 
 

∫𝑑𝑑
�
𝑐𝑐̇ �g

′�𝑈𝑈�� − 𝛾𝛾�𝑑𝑑𝑈𝑈� = (𝑆𝑆 − 𝛾𝛾)�𝑑̆𝑑 − 𝑐̇𝑐�,                 (19) 
 

∫𝑑𝑑
�
𝑐𝑐̇ �g

′�𝑈𝑈�� − Γ�𝑑𝑑𝑈𝑈� = (Γ − 𝑆𝑆)�𝑑̆𝑑 − 𝑐̇𝑐�.                 (20) 
 

By using (5), (6), (15), (18) − (20), we get (13) and (14). 
 
Case. 4: When ģ′ ∈ 𝐿𝐿2�𝑐̇𝑐, 𝑑̆𝑑� 
 
Theorem 4 Let ģ: �ċ, d�� → ℝ be an absolutely continuous mapping in �ċ, d��. If ģ′ ∈ L2�ċ, d��, then we have 
 

� 1
16
�g �7𝑐𝑐̇+u

8
� + g �3𝑐𝑐̇+u

4
� + 2g �𝑐𝑐̇+u

2
� + 4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g �𝑐𝑐̇+2𝑑𝑑

�−2u
2

�  

+g �𝑐𝑐̇+4𝑑𝑑
�−u
4

� + g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈��  

≤ �𝜎𝜎(g′)
𝑑𝑑�−𝑐𝑐̇

× � 1
3072

�697𝑐̇𝑐2 + 805𝑐̇𝑐𝑑̆𝑑 + 256𝑑̆𝑑2 − 2199𝑐̇𝑐u − 1317𝑑̆𝑑u + 1758u2��
1
2            (21) 

 

for all ų∈ �𝑐̇𝑐, 𝑐𝑐̇+𝑑𝑑
�

2
�, where 

 

𝜎𝜎(g′) = ‖g′′‖22 −
�g�𝑑𝑑��−g(𝑐𝑐̇)�

2

𝑑𝑑�−𝑐𝑐̇
= ‖g′′‖22 − 𝑆𝑆2�𝑑̆𝑑 − 𝑐̇𝑐�.  

 
Proof. Let 𝑅𝑅𝑛𝑛(u) is defined as in (16) then from (15), we get 
 

𝑅𝑅𝑛𝑛(u) = �
1

16
�g �

7𝑐̇𝑐 + u
8

� + g �
3𝑐̇𝑐 + u

4
� + 2g �

𝑐̇𝑐 + u
2

� + 4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g�
𝑐̇𝑐 + 2𝑑̆𝑑 − 2u

2
� 

 +g �𝑐𝑐̇+4𝑑𝑑
�−u
4

� + g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈��. 

 
If we choose 
 

𝑐𝑐 = 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ g′(𝑠𝑠)𝑑𝑑𝑑𝑑  

 
in (17) and using the Cauchy’s inequality; 
 

|𝑅𝑅𝑛𝑛(u)| ≤
1

𝑑̆𝑑 − 𝑐̇𝑐
�
𝑑𝑑�

𝑐𝑐̇

�g′�𝑈𝑈�� −
1

𝑑̆𝑑 − 𝑐̇𝑐
�
𝑑𝑑�

𝑐𝑐̇

g′(𝑠𝑠)𝑑𝑑𝑑𝑑� �𝑃𝑃�u,𝑈𝑈�� −
1

𝑑̆𝑑 − 𝑐̇𝑐
�
𝑑𝑑�

𝑐𝑐̇

𝑃𝑃(u, 𝑠𝑠)𝑑𝑑𝑑𝑑� 𝑑𝑑𝑈𝑈� 

          ≤ 1
𝑑𝑑�−𝑐𝑐̇

�∫𝑑𝑑
�
𝑐𝑐̇ �g′�𝑈𝑈�� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ g′(𝑠𝑠)𝑑𝑑𝑑𝑑�

2
𝑑𝑑𝑈𝑈��

1
2

× �∫𝑑𝑑
�
𝑐𝑐̇ �𝑃𝑃�u,𝑈𝑈�� − 1

𝑑𝑑�−𝑐𝑐̇
𝑃𝑃(u, 𝑠𝑠)𝑑𝑑𝑑𝑑�

2
𝑑𝑑𝑈𝑈��

1
2
 

 ≤ �𝜎𝜎(g′)�𝑑̆𝑑 − 𝑐̇𝑐�
−1
2 × � 1

3072
�697𝑐̇𝑐2 + 805𝑐̇𝑐𝑑̆𝑑 + 256𝑑̆𝑑2 − 2199𝑐̇𝑐u − 1317𝑑̆𝑑u + 1758u2��

1
2. 

 

Corollary 4 If we substitute ų= ċ+d�

2
, in (21), we get 

 

� 1
16
�g �15𝑐𝑐̇+𝑑𝑑

�

16
� + g �7𝑐𝑐̇+𝑑𝑑

�

8
� + 2g �3𝑐𝑐̇+𝑑𝑑

�

4
� + 8g �𝑐𝑐̇+𝑑𝑑

�

2
� +2g �𝑑𝑑

�

2
� + g �𝑐𝑐̇+7𝑑𝑑

�

8
� + g �𝑐𝑐̇+15𝑑𝑑

�

16
�� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈�� 
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 ≤ �𝜎𝜎(g′)
𝑑𝑑�−𝑐𝑐̇

� 37
3072

�𝑐̇𝑐 − 𝑑̆𝑑�
2
�
1
2.               (22) 

 
Now we state another case. 

 
2.5   Case. 5: When ģ′′ ∈ 𝐿𝐿2�𝑐̇𝑐, 𝑑̆𝑑� 

 
Theorem 5 Let ģ: �ċ, d�� → ℝ be a twice absolutely continuous differentiable mapping in �ċ, d�� with ģ′′ ∈ L2�ċ, d��. 

 

�
1

16
�g �

7𝑐̇𝑐 + u
8

� + g �
3𝑐̇𝑐 + u

4
� + 2g �

𝑐̇𝑐 + u
2

� + 4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g�
𝑐̇𝑐 + 2𝑑̆𝑑 − 2u

2
� 

+g�
𝑐̇𝑐 + 4𝑑̆𝑑 − u

4
� + g�

𝑐̇𝑐 + 8𝑑̆𝑑 − u
8

�� −
1

𝑑̆𝑑 − 𝑐̇𝑐
�
𝑑𝑑�

𝑐𝑐̇

g�𝑈𝑈��𝑑𝑑𝑈𝑈�� 

≤ � 1
3072𝜋𝜋

�697𝑐̇𝑐2 + 805𝑐̇𝑐𝑑̆𝑑 + 256𝑑̆𝑑2 − 2199𝑐̇𝑐u − 1317𝑑̆𝑑u + 1758u2��
1
2 × �𝑑̆𝑑 − 𝑐̇𝑐�

3
2‖g′′‖2           (23) 

 

for all ų∈ �𝑐̇𝑐, 𝑐𝑐̇+𝑑𝑑
�

2
�. 

 
Proof. Let 𝑅𝑅𝑛𝑛(u) be defined by (16) from (15) 
 

𝑅𝑅𝑛𝑛(u) = � 1
16
�g �7𝑐𝑐̇+u

8
� + g �3𝑐𝑐̇+u

4
� + 2g �𝑐𝑐̇+u

2
�  

+4g(u) + 4g�𝑐̇𝑐 + 𝑑̆𝑑 − u� + 2g �𝑐𝑐̇+2𝑑𝑑
�−2u
2

�+g �𝑐𝑐̇+4𝑑𝑑
�−u
4

� + g �𝑐𝑐̇+8𝑑𝑑
�−u
8

�� − 1
𝑑𝑑�−𝑐𝑐̇ ∫

𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈��. 

 

If we choose 𝐶𝐶 = ģ′ �𝑐𝑐̇+𝑑𝑑
�

2
� in (17) and use the Cauchy’s Inequality, we get 

 

|𝑅𝑅𝑛𝑛(u)| ≤
1

𝑑̆𝑑 − 𝑐̇𝑐
�
𝑑𝑑�

𝑐𝑐̇

�g′�𝑈𝑈�� − g′ �
𝑐̇𝑐 + 𝑑̆𝑑

2
�� �𝑃𝑃�u,𝑈𝑈�� −

1
𝑑̆𝑑 − 𝑐̇𝑐

�
𝑑𝑑�

𝑐𝑐̇

𝑃𝑃(u, 𝑠𝑠)𝑑𝑑𝑑𝑑� 𝑑𝑑𝑈𝑈� 

         ≤ 1
𝑑𝑑�−𝑐𝑐̇

�∫𝑑𝑑
�
𝑐𝑐̇ �g′�𝑈𝑈�� − g′ �𝑐𝑐̇+𝑑𝑑

�

2
��

2

𝑑𝑑𝑈𝑈��

1
2

× �∫𝑑𝑑
�
𝑐𝑐̇ �𝑃𝑃�u,𝑈𝑈�� − 1

𝑑𝑑�−𝑐𝑐̇
𝑃𝑃(u, 𝑠𝑠)𝑑𝑑𝑑𝑑�

2
𝑑𝑑𝑈𝑈��

1
2
. 

 
We may apply Diaz-Metcalf inequality[1] or [13], to obtain 

∫𝑑𝑑
�
𝑐𝑐̇ �g′�𝑈𝑈�� − g′ �𝑐𝑐̇+𝑑𝑑

�

2
��

2

𝑑𝑑𝑈𝑈� ≤ �𝑑𝑑�−𝑐𝑐̇�2

𝜋𝜋2
‖g′′‖22.  

 
We also have 
 

�
𝑑𝑑�

𝑐𝑐̇

�𝑃𝑃�u,𝑈𝑈�� −
1

𝑑̆𝑑 − 𝑐̇𝑐
𝑃𝑃(u, 𝑠𝑠)𝑑𝑑𝑑𝑑�

2

𝑑𝑑𝑈𝑈� = �
𝑑𝑑�

𝑐𝑐̇

�𝑃𝑃�u,𝑈𝑈���
2
𝑑𝑑𝑈𝑈� 

= 1
3072

�𝑑̆𝑑 − 𝑐̇𝑐��697𝑐̇𝑐2 + 805𝑐̇𝑐𝑑̆𝑑 + 256𝑑̆𝑑2 − 2199𝑐̇𝑐u − 1317𝑑̆𝑑u + 1758u2�.           (24) 
 

Corollary 5 If we substitute ų= ċ+3d�

4
, in (23) we get 

 

� 1
16
�g �29𝑐𝑐̇+3𝑑𝑑

�

32
� + g �13𝑐𝑐̇+3𝑑𝑑

�

16
� + 2g �5𝑐𝑐̇+3𝑑𝑑

�

8
� + 4g �𝑐𝑐̇+3𝑑𝑑

�

4
� + 4g �3𝑐𝑐̇+𝑑𝑑

�

4
� + 2g �𝑐𝑐̇+𝑑𝑑

�

4
�  

+g �3𝑐𝑐̇+13𝑑𝑑
�

16
� + g �3𝑐𝑐̇+29𝑑𝑑

�

32
�� − 1

𝑑𝑑�−𝑐𝑐̇ ∫
𝑑𝑑�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤ � 1

3072𝜋𝜋
�2057

8
�𝑐̇𝑐 − 𝑑̆𝑑�

2
��

1
2 �𝑑̆𝑑 − 𝑐̇𝑐�

3
2‖g′′‖2.  
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An application to Composite Quadrature Rules 

Let 𝐼𝐼𝑛𝑛: 𝑐̇𝑐 =  ų0 < ų1 <. . . < ųn−1 < ųn = 𝑑̆𝑑 be a division of the interval �𝑐̇𝑐, 𝑑̆𝑑�,  𝜉𝜉𝑖𝑖 ∈ [u𝑖𝑖 , u𝑖𝑖+1](𝑖𝑖 = 0,1, . . .𝑛𝑛 − 1); a 
sequence of intermediate points ℎ𝑖𝑖 = ųi+1 − ųi(𝑖𝑖 = 0,1, . . .𝑛𝑛 − 1). We have the following quadrature formula: 

 
 When  ģ′ ∈ L1�ċ, d�� 

 
Theorem 6 Let ģ: I ⊂ ℝ → ℝ be a differentiable mapping on I0, the interior of the interval I, and let ċ, d� ∈ I with 

ċ < d� . If ģ′ ∈ L1�ċ, d��and γ ≤ ģ′(U�) ≤ Γ∀ ų∈ �ċ, ċ+d
�

2
�, 

 

∫𝑑𝑑
�
𝑐𝑐̇ g(U�)𝑑𝑑U� = 𝑐̇𝑐(g, 𝐼𝐼𝑛𝑛) + 𝑅𝑅(g, 𝐼𝐼𝑛𝑛),  (25) 

 
where 

𝑐̇𝑐(g, 𝐼𝐼𝑛𝑛) =
1

16
�
𝑛𝑛−1

𝑖𝑖=0

ℎ𝑖𝑖 �g �
29u𝑖𝑖 + 3u𝑖𝑖+1

32
� + g �

13u𝑖𝑖 + 3u𝑖𝑖+1
16

� 

+2g �5u𝑖𝑖+3u𝑖𝑖+1
8

� + 4g �u𝑖𝑖+3u𝑖𝑖+1
4

� + 4g �3u𝑖𝑖+u𝑖𝑖+1
4

�+2g �u𝑖𝑖+u𝑖𝑖+1
4

� + g �3u𝑖𝑖+13u𝑖𝑖+1
16

� + g �3u𝑖𝑖+29u𝑖𝑖+1
32

�� (26) 
 and 

 
|𝑅𝑅(g, 𝐼𝐼𝑛𝑛)| ≤ 1

64
(Γ − 𝛾𝛾)∑𝑛𝑛−1

𝑖𝑖=0 ℎ𝑖𝑖  (27) 
 
for all 𝜉𝜉𝑖𝑖 ∈ [u𝑖𝑖 , u𝑖𝑖+1], where ℎ𝑖𝑖 = ųi+1 − ųi, (𝑖𝑖 = 0,1, . . .𝑛𝑛 − 1). 

 
Proof. Apply (7) on the interval [u𝑖𝑖 , u𝑖𝑖+1], 𝜉𝜉𝑖𝑖 ∈ [u𝑖𝑖 , u𝑖𝑖+1] where ℎ𝑖𝑖 = ųi+1 − ųi, (𝑖𝑖 = 0,1, . . .𝑛𝑛 − 1), 

 
𝑅𝑅(g, 𝐼𝐼𝑛𝑛) = ∫u𝑖𝑖+1u𝑖𝑖

g�𝑈𝑈��𝑑𝑑𝑈𝑈� − 1
16
∑𝑛𝑛−1
𝑖𝑖=0 ℎ𝑖𝑖 �g �

29u𝑖𝑖+3u𝑖𝑖+1
32

� + g �13u𝑖𝑖+3u𝑖𝑖+1
16

�  

+2g �
5u𝑖𝑖 + 3u𝑖𝑖+1

8
� + 4g �

u𝑖𝑖 + 3u𝑖𝑖+1
4

� + 4g �
3u𝑖𝑖 + u𝑖𝑖+1

4
�+2g �

u𝑖𝑖 + u𝑖𝑖+1
4

� + g �
3u𝑖𝑖 + 13u𝑖𝑖+1

16
� + g �

3u𝑖𝑖 + 29u𝑖𝑖+1
32

��. 
  
Adding over 𝑖𝑖 from 0 to 𝑛𝑛 − 1, 
 

𝑅𝑅(g, 𝐼𝐼𝑛𝑛) = ∑𝑛𝑛−1
𝑖𝑖=0 ∫u𝑖𝑖+1u𝑖𝑖

g�𝑈𝑈��𝑑𝑑𝑈𝑈� − 1
16
∑𝑛𝑛−1
𝑖𝑖=0 ℎ𝑖𝑖 �g �

29u𝑖𝑖+3u𝑖𝑖+1
32

� + g �13u𝑖𝑖+3u𝑖𝑖+1
16

�  

+2g �5u𝑖𝑖+3u𝑖𝑖+1
8

� + 4g �u𝑖𝑖+3u𝑖𝑖+1
4

� + 4g �3u𝑖𝑖+u𝑖𝑖+1
4

�+2g �u𝑖𝑖+u𝑖𝑖+1
4

� + g �3u𝑖𝑖+13u𝑖𝑖+1
16

� + g �3u𝑖𝑖+29u𝑖𝑖+1
32

��  
 

𝑅𝑅(g, 𝐼𝐼𝑛𝑛) = ∫𝑑𝑑
�
𝑐𝑐̇ g�𝑈𝑈��𝑑𝑑𝑈𝑈� − 1

16
∑𝑛𝑛−1
𝑖𝑖=0 ℎ𝑖𝑖 �g �

29u𝑖𝑖+3u𝑖𝑖+1
32

� + g �13u𝑖𝑖+3u𝑖𝑖+1
16

�  

+2g �
5u𝑖𝑖 + 3u𝑖𝑖+1

8
� + 4g �

u𝑖𝑖 + 3u𝑖𝑖+1
4

� + 4g �
3u𝑖𝑖 + u𝑖𝑖+1

4
�+2g �

u𝑖𝑖 + u𝑖𝑖+1
4

� + g �
3u𝑖𝑖 + 13u𝑖𝑖+1

16
� + g �

3u𝑖𝑖 + 29u𝑖𝑖+1
32

��. 
 
From (7), 

 

|𝑅𝑅(g, 𝐼𝐼𝑛𝑛)| = ��
𝑑𝑑�

𝑐𝑐̇

g�𝑈𝑈��𝑑𝑑𝑈𝑈� −
1

16
�
𝑛𝑛−1

𝑖𝑖=0

ℎ𝑖𝑖 �g �
29u𝑖𝑖 + 3u𝑖𝑖+1

32
� + g �

13u𝑖𝑖 + 3u𝑖𝑖+1
16

� 

+2g �
5u𝑖𝑖 + 3u𝑖𝑖+1

8
� + 4g �

u𝑖𝑖 + 3u𝑖𝑖+1
4

� + 4g �
3u𝑖𝑖 + u𝑖𝑖+1

4
�+2g �

u𝑖𝑖 + u𝑖𝑖+1
4

� + g �
3u𝑖𝑖 + 13u𝑖𝑖+1

16
� + g �

3u𝑖𝑖 + 29u𝑖𝑖+1
32

��� 

 ≤ 1
64
ℎ𝑖𝑖(Γ − 𝛾𝛾). 

 
Hence proved.  

 
𝑾𝑾𝑾𝑾𝑾𝑾𝑾𝑾  ģ′ ∈ 𝑳𝑳𝟐𝟐�𝒄̇𝒄,𝒅𝒅�� 
Theorem 7 Let hi = ųi+1 − ųi = h = d�−ċ

n
(i = 0,1, . . . , n − 1) and let ģ: �ċ, d�� → ℝ be an absolutely continuous 

mapping in (ċ, d�) with ģ′ ∈ L2�ċ, d��. 
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�
𝑑𝑑�

𝑐𝑐̇
g(u)𝑑𝑑u = 𝑐̇𝑐(g, 𝐼𝐼𝑛𝑛) + 𝑅𝑅(g, 𝐼𝐼𝑛𝑛), 

 
and 

|𝑅𝑅(g, 𝐼𝐼𝑛𝑛)| ≤ �37�𝑑̆𝑑 − 𝑐̇𝑐�
3072

𝜎𝜎(g′). 

 
Proof. Applying (22) to the interval [u𝑖𝑖 , u𝑖𝑖+1], then 

 

�
ℎ

16
�g �

15u𝑖𝑖 + u𝑖𝑖+1
16

� + g �
7u𝑖𝑖 + u𝑖𝑖+1

8
� + 2g �

3u𝑖𝑖 + u𝑖𝑖+1
4

� + 8g �
u𝑖𝑖 + u𝑖𝑖+1

2
� + 2g �

u𝑖𝑖+1
2 � + g �

u𝑖𝑖 + 7u𝑖𝑖+1
8

� 

+g �u𝑖𝑖+15u𝑖𝑖+1
16

�� − ∫u𝑖𝑖+1u𝑖𝑖
g�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤ � 37ℎ

3072
(u𝑖𝑖 − u𝑖𝑖+1) �∫u𝑖𝑖+1u𝑖𝑖

�g�𝑈𝑈���
2
𝑑𝑑𝑈𝑈� − �g(u𝑖𝑖+1)−g(u𝑖𝑖)�

2

ℎ
�
1
2
  

 
for 𝑖𝑖 = 0,1, . . . ,𝑛𝑛 − 1. 
Now adding over 𝑖𝑖 from 0 to 𝑛𝑛 − 1, using the triangle Inequality and Cauchy’s inequality twice, we get 

�
ℎ

16
�
𝑛𝑛−1

𝑖𝑖=0

�g �
15u𝑖𝑖 + u𝑖𝑖+1

16
� + g �

7u𝑖𝑖 + u𝑖𝑖+1
8

� + 2g �
3u𝑖𝑖 + u𝑖𝑖+1

4
� + 8g �

u𝑖𝑖 + u𝑖𝑖+1
2

� + 2g �
u𝑖𝑖+1

2 � + g �
u𝑖𝑖 + 7u𝑖𝑖+1

8
� 

+g �
u𝑖𝑖 + 15u𝑖𝑖+1

16
�� − �

u𝑖𝑖+1

u𝑖𝑖

g�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤ � 37ℎ
3072

�
𝑛𝑛−1

𝑖𝑖=0

⎝

⎜
⎛

(u𝑖𝑖 − u𝑖𝑖+1) ��

u𝑖𝑖+1

u𝑖𝑖

�g�𝑈𝑈���
2
𝑑𝑑𝑈𝑈� −

�g(u𝑖𝑖+1) − g(u𝑖𝑖)�
2

ℎ
�

1
2

⎠

⎟
⎞

 

≤ � 37ℎ
3072√𝑛𝑛 �‖g′‖22 −

𝑛𝑛
𝑑𝑑�−𝑐𝑐̇

∑𝑛𝑛−1
𝑖𝑖=0 �g(u𝑖𝑖+1) − g(u𝑖𝑖)�

2�
1
2  

≤ � 37ℎ
3072√𝑛𝑛 �(u𝑖𝑖 − u𝑖𝑖+1)�‖g′‖22 −

�g�𝑑𝑑��−g(𝑐𝑐̇)�
2

𝑑𝑑�−𝑐𝑐̇
��

1
2

  

= �37�𝑑𝑑�−𝑐𝑐̇�
3072

(u𝑖𝑖 − u𝑖𝑖+1)𝜎𝜎(g′).  
 

When ģ′′ ∈ 𝑳𝑳𝟐𝟐�𝒄̇𝒄,𝒅𝒅�� 
Theorem 8 Let hi = ųi+1 − ųi = h = d�−ċ

n
(i = 0,1, . . . , n − 1) and let ģ: �ċ, d�� → ℝ be a twice continuously 

differentiable mapping in (ċ, d�) with ģ′′ ∈ L2�ċ, d��. Then, 
 

�
𝑑𝑑�

𝑐𝑐̇
g(u)𝑑𝑑u = 𝑐̇𝑐(g, 𝐼𝐼𝑛𝑛) + 𝑅𝑅(g, 𝐼𝐼𝑛𝑛), 

 
where 

|𝑅𝑅(g, 𝐼𝐼𝑛𝑛)| 
 

≤ � 2057
24576𝜋𝜋

�
1
2 �𝑑𝑑�−𝑐𝑐̇�

5
2

𝑛𝑛
5
2

�𝑐̇𝑐 − 𝑑̆𝑑�‖g′′‖2.  

 
Proof. Applying (25) to the interval [u𝑖𝑖 , u𝑖𝑖+1], we get 

 
� ℎ
16
�g �29u𝑖𝑖+3u𝑖𝑖+1

32
� + g �13u𝑖𝑖+3u𝑖𝑖+1

16
� + 2g �5u𝑖𝑖+3u𝑖𝑖+1

8
� + 4g �u𝑖𝑖+3u𝑖𝑖+1

4
� + 4g �3u𝑖𝑖+u𝑖𝑖+1

4
� + 2g �u𝑖𝑖+u𝑖𝑖+1

4
�  

+g �3u𝑖𝑖+13u𝑖𝑖+1
16

� + g �3u𝑖𝑖+29u𝑖𝑖+1
32

�� − ∫u𝑖𝑖+1u𝑖𝑖
g�𝑈𝑈��𝑑𝑑𝑈𝑈�� ≤ � 2057

24576𝜋𝜋
�
1
2 ℎ

5
2(u𝑖𝑖 − u𝑖𝑖+1) �∫u𝑖𝑖+1u𝑖𝑖

g′′�𝑈𝑈��𝑑𝑑𝑈𝑈��
1
2.  

 
 By adding over 𝑖𝑖 from 0 to 𝑛𝑛 − 1, applying the triangle inequality and Cauchy’s inequality, we have 
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�
ℎ

16
�
𝑛𝑛−1

𝑖𝑖=0

�g �
29u𝑖𝑖 + 3u𝑖𝑖+1

32
� + g �

13u𝑖𝑖 + 3u𝑖𝑖+1
16

� + 2g �
5u𝑖𝑖 + 3u𝑖𝑖+1

8
� 

+4g �
u𝑖𝑖 + 3u𝑖𝑖+1

4
� + 4g �

3u𝑖𝑖 + u𝑖𝑖+1
4

� + 2g �
u𝑖𝑖 + u𝑖𝑖+1

4
�+g �

3u𝑖𝑖 + 13u𝑖𝑖+1
16

� + g �
3u𝑖𝑖 + 29u𝑖𝑖+1

32
�� − �

u𝑖𝑖+1

u𝑖𝑖

g�𝑈𝑈��𝑑𝑑𝑈𝑈�� 

≤ � 2057
24576𝜋𝜋

�
1
2 ℎ

5
2 ∑𝑛𝑛−1

𝑖𝑖=0 �(u𝑖𝑖 − u𝑖𝑖+1) �∫u𝑖𝑖+1u𝑖𝑖
g′′�𝑈𝑈��𝑑𝑑𝑈𝑈��

1
2�  

≤ �
2057𝑛𝑛

24576𝜋𝜋
�
1
2
ℎ
5
2�
𝑛𝑛−1

𝑖𝑖=0

(u𝑖𝑖 − u𝑖𝑖+1) ��
𝑛𝑛−1

𝑖𝑖=0

�

u𝑖𝑖+1

u𝑖𝑖

g′′�𝑈𝑈��𝑑𝑑𝑈𝑈��

1
2

�
2057

24576𝜋𝜋
�
1
2 �𝑑̆𝑑 − 𝑐̇𝑐�

5
2

𝑛𝑛
5
2

�𝑐̇𝑐 − 𝑑̆𝑑�‖g′′‖2. 

 
Conclusion 

In this paper, we constructed a generalization of 
Ostrowski’s type inequalities for different norms by using  
some famous inequalities. Some perturbed results are 
also discussed. In addition, we gave a new idea of peano 
kernel i.e. 9-step linear kernel. In the last section, we 
applied our obtained results to numerical integration. 
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Introduction 
 

A set-valued optimization problem is a problem which 
has a set-valued objective map. The set optimization 
approach, which is based on the idea of comparing 
values of objective map, is one of the solution concepts 
to solve set-valued optimization problems. For set 
comparison Nishnianidze [1], Young [2], Kuroiwa [3], 
Jahn and Ha [4] and Karaman et. al. [5] defined set order 
relations. One can see [6-20] for further works based on 
these order relations, including existence theorems for 
minimal elements, scalarizations, derivatives and 
optimality conditions etc.  

In this article, the set of minimal elements of a family 
of sets with respect to set order relations 
≼𝑐𝑐 ,≼𝑚𝑚𝑚𝑚 ,≼𝑚𝑚𝑚𝑚,≼𝑚𝑚,≼𝑠𝑠,≼𝑙𝑙 ,≼𝑢𝑢,≼𝑚𝑚1 ,≼𝑚𝑚2  are compared 
each other in detail. The cases when a set of minimal 
elements includes the other one is proved and counter 
examples are given for other cases. Some of the counter 
examples in this article also can be given by using 
relations given in Example 3.4 in [4]. Also, in [Example 
2.2, 11], it is shown that an 𝑚𝑚2 −minimal element may 
not be an 𝑙𝑙 −minimal element and vice versa. But in this 
article, it is also aimed to present different examples to 
contribute to the literature. Finally, all the relations 
presented in this article are summarized in figures.  
 

Known Set Order Relations  
In this section, we recall the known set order 

relations defined by Nischnianidze [1], Young [2], 
Kuroiwa [3], Jahn and Ha [4], Karaman et.al. [5].   

For a normed space (𝑌𝑌, ⃦ ⋅  ⃦) the algebraic sum and 
Minkowski (Pontryagin) difference of 𝐴𝐴 and 𝐵𝐵 is defined 
by  

𝐴𝐴 + 𝐵𝐵: = {𝑎𝑎 + 𝑏𝑏 | 𝑎𝑎 ∈ 𝐴𝐴, 𝑏𝑏 ∈ 𝐵𝐵}, 
       𝐴𝐴−̇𝐵𝐵: = { 𝑥𝑥 ∈ 𝑌𝑌 ∣ 𝑥𝑥 + 𝐵𝐵 ⊂ 𝐴𝐴 }, 

respectively. 
A set 𝐾𝐾 ⊂ 𝑌𝑌 is called a cone if 𝜆𝜆𝜆𝜆 ∈ 𝐾𝐾 for all 𝜆𝜆 ≥ 0 

and 𝑦𝑦 ∈ 𝐾𝐾. In this work, 𝐾𝐾 ⊂ 𝑌𝑌 is a nonempty, convex, 
pointed (𝐾𝐾 ∩ (−𝐾𝐾) = {0𝑌𝑌}), cone with nonempty 
interior. conv 𝐴𝐴 and int 𝐴𝐴 denotes the convex hull of 𝐴𝐴 
and the topological interior of 𝐴𝐴, respectively.  Also, 
𝐵𝐵(𝑥𝑥, 𝜀𝜀) denotes the closed ball with center 𝑥𝑥 and radius 
𝜀𝜀, and  

 
𝒫𝒫(𝑌𝑌) = {𝐴𝐴 ⊂ 𝑌𝑌 ∣ 𝐴𝐴 ≠ ∅}. 
 
A partial order relation ≤𝐾𝐾 is defined on 𝑌𝑌 via cone 𝐾𝐾 

as the following way:  
 
𝑥𝑥 ≤𝐾𝐾 𝑦𝑦 ∶⟺ 𝑦𝑦 − 𝑥𝑥 ∈ 𝐾𝐾. 
 
By using this vector order relation, the set of minimal 

and maximal elements of a nonempty subset 𝐴𝐴 of 𝑌𝑌 are 
given as follows: 

 
min𝐴𝐴 : = { 𝑥𝑥 ∈ 𝐴𝐴 ∣ 𝐴𝐴 ∩ (𝑥𝑥 − 𝐾𝐾) = {𝑥𝑥}}. 
max𝐴𝐴 : = �  𝑥𝑥 ∈ 𝐴𝐴 ∣∣ 𝐴𝐴 ∩ (𝑥𝑥 + 𝐾𝐾) = {𝑥𝑥} �. 

 
The set less order relation ≼𝑠𝑠 was defined by 

Nishnianidze [1] and Young [2],  𝑢𝑢-type less order 
relation ≼𝑢𝑢 and 𝑙𝑙-type less order relation ≼𝑙𝑙 were given 
by Kuroiwa [3] and useful characterizations of these 
relations was given by Jahn and Ha [4] as the following 
definition.   
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Definiton 2.1. Let 𝐴𝐴,𝐵𝐵 ∈ 𝒫𝒫(𝑌𝑌). Then,  
i. 𝐴𝐴 ≼𝑙𝑙 𝐵𝐵:⟺𝐵𝐵 ⊂ 𝐴𝐴 + 𝐾𝐾, 

ii. 𝐴𝐴 ≼𝑢𝑢 𝐵𝐵:⟺ 𝐴𝐴 ⊂ 𝐵𝐵 − 𝐾𝐾, 
iii. 𝐴𝐴 ≼𝑠𝑠 𝐵𝐵:⟺ 𝐵𝐵 ⊂ 𝐴𝐴 + 𝐾𝐾 𝑎𝑎𝑎𝑎𝑎𝑎 𝐴𝐴 ⊂ 𝐵𝐵 − 𝐾𝐾. 

 
Proposition 2.2. [4] Let 𝐴𝐴,𝐵𝐵 ∈ 𝒫𝒫(𝑌𝑌). Then, the 

following assertion holds: 
 

𝐴𝐴 ≼𝑠𝑠 𝐵𝐵 and 𝐵𝐵 ≼𝑠𝑠 𝐴𝐴 ⟺ 𝐵𝐵 + 𝐾𝐾 = 𝐴𝐴 + 𝐾𝐾,𝐵𝐵 − 𝐾𝐾 = 𝐴𝐴 − 𝐾𝐾. 

 
The certainly less order relation ≼𝑐𝑐 is defined as 

follows: 
 
Definition 2.3. [4] Let 𝐴𝐴,𝐵𝐵 ∈ 𝒫𝒫(𝑌𝑌). Then, 

𝐴𝐴 ≼𝑐𝑐 𝐵𝐵 ∶⟺ (𝐴𝐴 = 𝐵𝐵) or (𝐴𝐴 ≠ 𝐵𝐵,∀𝑥𝑥 ∈ 𝐴𝐴 ∀𝑦𝑦 ∈ 𝐵𝐵: 𝑥𝑥 ≤𝐾𝐾 𝑦𝑦). 
 
The minmax less order relation (≼𝑚𝑚), the minmax 

certainly less order relation (≼𝑚𝑚𝑚𝑚) and the minmax 
certainly nondominated order (≼𝑚𝑚𝑚𝑚)  relations are 
defined as: 

 
Definition 2.4. [4] Let 𝐴𝐴,𝐵𝐵 ∈ ℳ.   
i. 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵 ∶⟺ min𝐴𝐴  ≼𝑠𝑠 min𝐵𝐵 and max𝐴𝐴 ≼𝑠𝑠 max𝐵𝐵, 

ii. 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 ∶⟺ (𝐴𝐴 = 𝐵𝐵) 
or (𝐴𝐴 ≠ 𝐵𝐵, min𝐴𝐴 ≼𝑐𝑐 min𝐵𝐵 and max𝐴𝐴 ≼𝑐𝑐 max𝐵𝐵), 

iii. 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 ∶⟺ (𝐴𝐴 = 𝐵𝐵) or (𝐴𝐴 ≠ 𝐵𝐵, max𝐴𝐴 ≼𝑠𝑠 min𝐵𝐵), 

where ℳ =
{𝐴𝐴 ∈ 𝒫𝒫(𝑌𝑌) ∣∣ min𝐴𝐴 and max𝐴𝐴 are nonempty }. 

 
Definition 2.5. [4] Let 𝐴𝐴 ∈ ℳ.  If the following 

equivalent conditions are satisfied 
i. min𝐴𝐴 + 𝐾𝐾 = 𝐴𝐴 + 𝐾𝐾 and max𝐴𝐴 − 𝐾𝐾 = 𝐴𝐴 − 𝐾𝐾, 

ii. 𝐴𝐴 ⊂ min𝐴𝐴 + 𝐾𝐾 and 𝐴𝐴 ⊂ max𝐴𝐴 − 𝐾𝐾, 
then 𝐴𝐴 is said to have the quasi domination property.  
We denote the family of sets which have quasi 

domination property as ℳ0. 
The following relations are satisfied for ≼𝑠𝑠,≼𝑙𝑙 ,≼𝑢𝑢.  
 
Proposition 2.6. [4] Let 𝐴𝐴,𝐵𝐵 ∈ 𝒫𝒫(𝑌𝑌). Then,  
i. 𝐴𝐴 ≼𝑠𝑠 𝐵𝐵 ⟹  𝐴𝐴 ≼𝑙𝑙 𝐵𝐵, 

ii. 𝐴𝐴 ≼𝑠𝑠 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑢𝑢 𝐵𝐵, 
iii. 𝐴𝐴 ≼𝑙𝑙 𝐵𝐵 doesn’t always imply 𝐴𝐴 ≼𝑢𝑢 𝐵𝐵 and vice 

versa.  
 

Proposition 2.7. [4] Let 𝐴𝐴,𝐵𝐵 ∈ ℳ0 with 𝐴𝐴 ≠ 𝐵𝐵. Then,  
i. 𝐴𝐴 ≼𝑐𝑐 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑠𝑠 𝐵𝐵, 

ii. 𝐴𝐴 ≼𝑐𝑐 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵, 
iii. 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 doesn’t always imply 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 and 

vice versa.  
 
Indeed, quasi domination property is not required for 

relations 𝐴𝐴 ≼𝑐𝑐 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵 and  
𝐴𝐴 ≼𝑐𝑐 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 and 𝐴𝐴 ≼𝑐𝑐 𝐵𝐵 ⟹ 𝐴𝐴 ≼𝑠𝑠 𝐵𝐵.  
Following set order relations ≼𝑚𝑚1and ≼𝑚𝑚2were 

introduced by Karaman et.al. [5] 
 
Definition 2.8. Let 𝐴𝐴,𝐵𝐵 ∈ 𝒫𝒫(𝑌𝑌).  

i. 𝐴𝐴 ≼𝑚𝑚1 𝐵𝐵:⟺ (𝐵𝐵−̇𝐴𝐴) ∩ 𝐾𝐾 ≠ ∅, 
ii. 𝐴𝐴 ≼𝑚𝑚2 𝐵𝐵:⟺ (𝐴𝐴−̇𝐵𝐵) ∩ (−𝐾𝐾) ≠ ∅. 
  
≼𝑚𝑚1and ≼𝑚𝑚2  are partial order relations on the family 

of nonempty and bounded subsets of 𝑌𝑌.  
 
Proposition2.9. [4]: Let 𝐴𝐴,𝐵𝐵 ∈ ℳ. Then, following 

statements hold:   
i. 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ≼𝑚𝑚 𝐴𝐴 ⟺

min𝐴𝐴 + 𝐾𝐾 = min𝐵𝐵 + 𝐾𝐾, max𝐴𝐴 − 𝐾𝐾 = max𝐵𝐵 − 𝐾𝐾,
min𝐴𝐴 − 𝐾𝐾 = min𝐵𝐵 − 𝐾𝐾, max𝐴𝐴 + 𝐾𝐾 = max𝐵𝐵 + 𝐾𝐾. 

ii. If 𝐾𝐾 is pointed then,  
𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ≼𝑚𝑚𝑚𝑚 𝐴𝐴 ⟺ min𝐴𝐴 =

min𝐵𝐵 and max𝐴𝐴 = max𝐵𝐵. 
 

iii. If 𝐾𝐾 is pointed and 𝐴𝐴,𝐵𝐵 ∈ ℳ0 then,  
 
𝐴𝐴 ≼𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ≼𝑚𝑚 𝐴𝐴⟺ min𝐴𝐴 = min𝐵𝐵 and 

max𝐴𝐴 = max𝐵𝐵. 
 

Remark 2.10: Quasi domination property was not 
used in the proof of Proposition 2.9 (iii) [Proposition 3.4, 
4]. Since, we assume the pointedness of 𝐾𝐾, the 
proposition can be restated as: 
 

Proposition 2.11: Let 𝐴𝐴,𝐵𝐵 ∈ ℳ. Then, following 
statements are equivalent:   

i. 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ≼𝑚𝑚 𝐴𝐴, 
ii. 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ≼𝑚𝑚𝑚𝑚 𝐴𝐴, 

iii. min𝐴𝐴 = min𝐵𝐵 and max𝐴𝐴 = max𝐵𝐵. 
 

By using these set order relations, minimal element 
of a family of sets is defined as the following way. 
 

Definition 2.12. [4,5,12] Let 𝒮𝒮 ⊂ 𝒫𝒫(𝑌𝑌) and ∗∈
{𝑢𝑢, 𝑙𝑙, 𝑠𝑠,𝑚𝑚, 𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚1,𝑚𝑚2}. The set 𝐴𝐴 ∈ 𝒮𝒮 is called a ∗-
minimal element of  𝒮𝒮 if for any 𝐵𝐵 ∈ 𝒮𝒮 such that 𝐵𝐵 ≼∗ 𝐴𝐴 
implies 𝐴𝐴 ≼∗ 𝐵𝐵. The family of  ∗-minimal elements of  𝒮𝒮 is 
denoted by ∗ −min𝒮𝒮.   
  

Relations Between Minimal Sets with Respect 
to Set Order Relations 

In this section, we compare the set of minimal 
elements of a family of sets with respect to set orders 
mentioned in the previous section.  

 
Proposition 3.1: Let 𝒮𝒮 ⊂ ℳ. Then, we have 𝑚𝑚𝑚𝑚 −

min𝒮𝒮 ⊂ 𝑐𝑐 − min𝒮𝒮. 
Proof: Let 𝐴𝐴 ∈ 𝑚𝑚𝑚𝑚 − min𝒮𝒮 and there exist 𝐵𝐵 ∈

𝒮𝒮 such that 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴. Since ≼𝑐𝑐 is a partial order it suffices 
to show 𝐴𝐴 = 𝐵𝐵.   As 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴 from Proposition 2.7 we 
have 𝐵𝐵 ≼𝑚𝑚𝑚𝑚 𝐴𝐴. Since 𝐴𝐴 is an 𝑚𝑚𝑚𝑚-minimal element of 𝒮𝒮 
we get 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵. So, from the definition of ≼𝑚𝑚𝑚𝑚 we have 
max𝐴𝐴 ≼𝑠𝑠 min𝐵𝐵 which gives 

 
min𝐵𝐵 ⊂ max𝐴𝐴 + 𝐾𝐾, (3.1) 
max𝐴𝐴 ⊂ min𝐵𝐵 − 𝐾𝐾. (3.2) 
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Now, we show that 𝐴𝐴 = 𝐵𝐵. Assume the contrary. 
Inequality 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴 implies that  
 

𝑏𝑏 ≤𝐾𝐾 𝑎𝑎 for all 𝑎𝑎 ∈ 𝐴𝐴 and 𝑏𝑏 ∈ 𝐵𝐵. (3.3) 
 

Let 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚 ∈ min𝐵𝐵. From (3.1) there exists 𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚 ∈
max𝐴𝐴 and 𝑘𝑘1 ∈ 𝐾𝐾 such that 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑘𝑘1. Hence,  
𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚 ≤𝐾𝐾 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚. From (3.3), we have 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚 ≤𝐾𝐾 𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚. 
Pointedness of 𝐾𝐾 gives that 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚. So, 𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚 ∈
max𝐴𝐴. Thus, min𝐵𝐵 ⊂ max𝐴𝐴. Similarly, the converse 
implication can be proved by using (3.2). So, min𝐵𝐵 =
max𝐴𝐴.  This equality implies that 𝐴𝐴 = 𝐵𝐵. Indeed, let 𝑏𝑏 ∈
𝐵𝐵. For any 𝑦𝑦 ∈ max𝐴𝐴 (= min𝐵𝐵), from (3.3), we have 
𝑏𝑏 ≤𝐾𝐾 𝑦𝑦. Since 𝑦𝑦 ∈ min𝐵𝐵 and 𝐾𝐾 is pointed we obtain 𝑏𝑏 =
𝑦𝑦 ∈ min𝐵𝐵 which means 𝐵𝐵 ⊂ min𝐵𝐵. As min𝐵𝐵 ⊂ 𝐵𝐵, we 
get min𝐵𝐵 = 𝐵𝐵. The equality 𝐴𝐴 = max𝐴𝐴 can be shown 
similarly. Therefore, we obtain 𝐵𝐵 = min𝐵𝐵 = max𝐴𝐴 = 𝐴𝐴. 
This contradicts with assumption. So 𝐴𝐴 = 𝐵𝐵 and hence 
𝐴𝐴 ∈ 𝑐𝑐 − min𝒮𝒮.  

Note that a 𝑐𝑐-minimal element does not have to be 
an 𝑚𝑚𝑚𝑚-minimal element. 
  

Example 3.2: Let 𝑌𝑌 = ℝ2, 𝐾𝐾 = ℝ+
2 , 𝐴𝐴 =

𝐵𝐵�(0,0), 1�,𝐶𝐶 = 𝐵𝐵 ��2, 3
2
� , 1� and 𝒮𝒮 = {𝐴𝐴,𝐶𝐶}. Then, we 

have (0,1) ∈ 𝐴𝐴, �2, 1
2
� ∈ 𝐶𝐶 and (0,1) ≰𝐾𝐾 �2, 1

2
� ,

�2, 1
2
� ≰𝐾𝐾 (0,1) which gives 𝐴𝐴 ⋠𝑐𝑐 𝐶𝐶 and 𝐶𝐶 ⋠𝑐𝑐 𝐴𝐴. Hence, 

𝑐𝑐 − min𝒮𝒮 = {𝐴𝐴,𝐶𝐶}. In addition, 
  

min𝐴𝐴 = { (𝑥𝑥,𝑦𝑦) ∣∣ 𝑥𝑥2 + 𝑦𝑦2 = 1, 𝑥𝑥,𝑦𝑦 ≤ 0 },
max𝐴𝐴 = { (𝑥𝑥,𝑦𝑦) ∣∣ 𝑥𝑥2 + 𝑦𝑦2 = 1, 𝑥𝑥,𝑦𝑦 ≥ 0 },

min𝐶𝐶 = � (𝑥𝑥,𝑦𝑦) ∣∣
∣ (𝑥𝑥 − 2)2 + �𝑦𝑦 − 3

2�
2

= 1, 𝑥𝑥 ≤ 2,𝑦𝑦 ≤ 3
2 � ,

max𝐶𝐶 = � (𝑥𝑥,𝑦𝑦) ∣∣
∣ (𝑥𝑥 − 2)2 + �𝑦𝑦 − 3

2�
2

= 1, 𝑥𝑥 ≥ 2,𝑦𝑦 ≥ 3
2 � .

 

 
Since max𝐴𝐴 ⊂ min𝐶𝐶 − 𝐾𝐾 and  min𝐶𝐶 ⊂ max𝐴𝐴 +

𝐾𝐾 we have 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐶𝐶. It is obvious that 𝐶𝐶 ⋠𝑚𝑚𝑚𝑚 𝐴𝐴. So,  
𝐶𝐶 ∉ 𝑚𝑚𝑚𝑚 − min𝒮𝒮.  
 
Proposition 3.3: Let 𝒮𝒮 ⊂ ℳ. Then, we have 𝑚𝑚𝑚𝑚 −

min𝒮𝒮 ⊂ 𝑐𝑐 − min𝒮𝒮. 
Proof: Let 𝐴𝐴 ∈ 𝑚𝑚𝑚𝑚 − min𝒮𝒮 and there exist 𝐵𝐵 ∈

𝒮𝒮 such that 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴. Suppose 𝐵𝐵 ≠ 𝐴𝐴. Since 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴 from 
Proposition 2.7 we have 𝐵𝐵 ≼𝑚𝑚𝑚𝑚 𝐴𝐴. From 𝑚𝑚𝑚𝑚-minimality 
of 𝐴𝐴 we have 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵.  So, by Proposition 2.11, we 
obtain  

 
min𝐴𝐴 = min𝐵𝐵 , max𝐴𝐴 = max𝐵𝐵.  

 
Since 𝐵𝐵 ≠ 𝐴𝐴 and 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴, inequality (3.3) holds. Let 

𝑎𝑎 ∈ 𝐴𝐴. Then, from (3.3) 𝑦𝑦 ≤ 𝑎𝑎 for any 𝑦𝑦 ∈ max𝐵𝐵 =
max𝐴𝐴. As         𝑦𝑦 ∈ max𝐴𝐴 and 𝐾𝐾 is pointed we get 𝑎𝑎 =
𝑦𝑦 ∈ max𝐴𝐴. Hence, 𝐴𝐴 ⊂ max𝐴𝐴 = max𝐵𝐵 ⊂ 𝐵𝐵.  

Let 𝑏𝑏 ∈ 𝐵𝐵. Then, from (3.3), 𝑏𝑏 ≤𝐾𝐾 𝑎𝑎 for all 𝑎𝑎 ∈
min𝐴𝐴 = min𝐵𝐵. Hence from minimality of 𝑎𝑎 and 
pointedness of 𝐾𝐾 we obtain 𝑏𝑏 = 𝑎𝑎 ∈ min𝐵𝐵. Thus, 𝐵𝐵 ⊂

min𝐵𝐵 = min𝐴𝐴 ⊂ 𝐴𝐴. So, 𝐴𝐴 = 𝐵𝐵 which contradicts with 
the assumption.  

 
Proposition 3.4: Let 𝒮𝒮 ⊂ ℳ. Then,  𝑚𝑚 − min𝒮𝒮 ⊂

𝑚𝑚𝑚𝑚 − min𝒮𝒮.  
 
Proof: Let 𝐴𝐴 ∈ 𝑚𝑚 − min𝒮𝒮 and 𝐵𝐵 ≼𝑚𝑚𝑚𝑚 𝐴𝐴 for some 𝐵𝐵 ∈

𝒮𝒮.  Then, from Proposition 2.7 we have 𝐵𝐵 ≼𝑚𝑚 𝐴𝐴. As 𝐴𝐴 is  
𝑚𝑚-minimal element we get 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵. From 

Proposition 2.11 we obtain 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵. Hence, 𝐴𝐴 ∈ 𝑚𝑚𝑚𝑚 −
min𝒮𝒮. 

 
The converse inclusion in Proposition 3.4 is not true 

in general. The following example shows this fact.  
 
Example 3.5: Let 𝑌𝑌 = ℝ2, 𝐾𝐾 = ℝ+

2 ,𝐴𝐴 =
𝐵𝐵�(0,0), 1�,𝐵𝐵 = 𝐴𝐴 ∩ { (𝑥𝑥,𝑦𝑦) ∣∣ 𝑦𝑦 ≥ −𝑥𝑥 }. Then,  

min𝐴𝐴 = { (𝑥𝑥,𝑦𝑦) ∣∣ 𝑥𝑥2 + 𝑦𝑦2 = 1, 𝑥𝑥,𝑦𝑦 ≤ 0 }, min𝐵𝐵 =
conv ��− 1

√2
, 1
√2

 � , � 1
√2

,− 1
√2

 ��,  
max𝐴𝐴 = max𝐵𝐵 = { (𝑥𝑥,𝑦𝑦) ∣∣ 𝑥𝑥2 + 𝑦𝑦2 = 1, 𝑥𝑥,𝑦𝑦 ≥ 0 }.  
 
Since min𝐴𝐴 ⋠𝑐𝑐 min𝐵𝐵 and min𝐵𝐵 ⋠𝑐𝑐 min𝐴𝐴 we have 

𝐴𝐴 ⋠𝑚𝑚𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ⋠𝑚𝑚𝑚𝑚 𝐴𝐴. So, 𝑚𝑚𝑚𝑚 − min𝒮𝒮 = {𝐴𝐴,𝐵𝐵}.  
Furthermore, min𝐴𝐴 ⊂ min𝐵𝐵 − 𝐾𝐾,  min𝐵𝐵 ⊂ min𝐴𝐴 +

𝐾𝐾, max𝐴𝐴 = max𝐵𝐵. Then, we have min𝐴𝐴 ≼𝑠𝑠 min𝐵𝐵 and 
max𝐴𝐴 ≼𝑠𝑠 max𝐵𝐵, i.e. 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵. As min𝐵𝐵 ⊄ min𝐴𝐴 − 𝐾𝐾 
we get 𝐵𝐵 ⋠𝑚𝑚 𝐴𝐴. Hence, 𝑚𝑚 − min𝒮𝒮 = {𝐴𝐴}.  

This example also implies that  𝑚𝑚𝑚𝑚 − min𝒮𝒮 ⊄∗
−min𝒮𝒮 where ∗∈ {𝑠𝑠, 𝑙𝑙,𝑚𝑚1,𝑚𝑚2}. Now, we show this fact.  

It is clear that 𝐴𝐴 ≼𝑠𝑠 𝐵𝐵, 𝐵𝐵 ⋠𝑠𝑠 𝐴𝐴,𝐴𝐴 ≼𝑙𝑙 𝐵𝐵, 𝐵𝐵 ⋠𝑙𝑙 𝐴𝐴. So, 
𝐵𝐵 ∉ 𝑠𝑠 − min𝒮𝒮 and 𝐵𝐵 ∉ 𝑙𝑙 − min𝒮𝒮.  

Furthermore, 𝐴𝐴−̇𝐵𝐵 = {(0,0)} and 𝐵𝐵−̇𝐴𝐴 = ∅. Thus, 
𝐴𝐴 ≼𝑚𝑚2 𝐵𝐵, 𝐵𝐵 ≼𝑚𝑚1 𝐴𝐴,𝐵𝐵 ⋠𝑚𝑚2 𝐴𝐴 and 𝐴𝐴 ⋠𝑚𝑚1 𝐵𝐵. Then it 
follows  

𝑚𝑚2 − min𝒮𝒮 = {𝐴𝐴} and 𝑚𝑚1 − min𝒮𝒮 = {𝐵𝐵}. 
 
Remark 3.6: Also note that an 𝑚𝑚𝑚𝑚 −minimal element 

does not have to be a 𝑢𝑢 −minimal element. For example, 
if  

𝑌𝑌 = ℝ2, 𝐾𝐾 = ℝ+
2 ,𝐴𝐴 = 𝐵𝐵�(0,0), 1�,𝐵𝐵 = 𝐴𝐴 ∩

{ (𝑥𝑥,𝑦𝑦) ∣∣ 𝑦𝑦 ≤ −𝑥𝑥 }, then it can be shown that  𝑚𝑚𝑚𝑚 −
min𝒮𝒮 = {𝐴𝐴,𝐵𝐵} and  

𝑢𝑢 − min𝒮𝒮 = {𝐵𝐵}, similar with Example 3.5. 
The following corollary is a direct consequence of 

Proposition 3.3 and Proposition 3.4.  
 
Corollary 3.7: Let 𝒮𝒮 ⊂ ℳ. Then,  𝑚𝑚− min𝒮𝒮 ⊂ 𝑐𝑐 −

min𝒮𝒮. 
 
Proposition 3.8:  Let 𝒮𝒮 ⊂ 𝒫𝒫(𝑌𝑌). Then 𝑠𝑠 − min𝒮𝒮 ⊂

𝑐𝑐 − min𝒮𝒮.  
Proof: Let 𝐴𝐴 ∈ 𝑠𝑠 − min𝒮𝒮. Suppose there exists 𝐵𝐵 ∈ 𝒮𝒮 

such that 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴 and 𝐴𝐴 ≠ 𝐵𝐵. 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴 implies 
𝐵𝐵 ≼𝑠𝑠 𝐴𝐴 from Proposition 2.7. Since 𝐴𝐴 is an 𝑠𝑠-minimal 
element, we obtain 𝐴𝐴 ≼𝑠𝑠 𝐵𝐵. Therefore,  
𝐵𝐵 ⊂ 𝐴𝐴 + 𝐾𝐾, (3.4) 
𝐴𝐴 ⊂ 𝐵𝐵 − 𝐾𝐾. (3.5) 
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Let 𝑏𝑏 ∈ 𝐵𝐵. Then, from (3.4), there exists 𝑎𝑎 ∈ 𝐴𝐴 and 
𝑘𝑘1 ∈ 𝐾𝐾 such that 𝑏𝑏 = 𝑎𝑎 + 𝑘𝑘. So, 𝑎𝑎 ≤𝐾𝐾 𝑏𝑏. Since 𝐵𝐵 ≼𝑐𝑐 𝐴𝐴 
and 𝐵𝐵 ≠ 𝐴𝐴, we have inequality (3.3) and hence 𝑏𝑏 ≤𝐾𝐾 𝑎𝑎. 
From pointedness of 𝐾𝐾 we obtain 𝑏𝑏 = 𝑎𝑎 ∈ 𝐴𝐴 which gives 
𝐵𝐵 ⊂ 𝐴𝐴. Conversely, let 𝑎𝑎 ∈ 𝐴𝐴. Then from (3.5), there 
exists 𝑏𝑏 ∈ 𝐵𝐵 and 𝑘𝑘2 ∈ 𝐾𝐾 such that 𝑎𝑎 = 𝑏𝑏 − 𝑘𝑘2. Thus, we 
have 𝑎𝑎 ≤𝐾𝐾 𝑏𝑏. The inequality (3.3) implies 
𝑏𝑏 ≤𝐾𝐾 𝑎𝑎. Pointedness of 𝐾𝐾 gives 𝑎𝑎 = 𝑏𝑏 ∈ 𝐵𝐵. Since 𝑎𝑎 ∈ 𝐴𝐴  
is arbitrary we obtain 𝐴𝐴 ⊂ 𝐵𝐵. Therefore, 𝐴𝐴 = 𝐵𝐵 which 
contradicts with the assumption. So, 𝐴𝐴 = 𝐵𝐵 and 𝐴𝐴 ∈ 𝑐𝑐 −
min𝒮𝒮.  

As seen in the following example an 𝑙𝑙 −minimal or an 
𝑢𝑢 −minimal element does not have to be a ∗ −minimal 
element where ∗∈ {𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠,𝑢𝑢,𝑚𝑚1,𝑚𝑚2} or  

 
∗∈ {𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠, 𝑙𝑙,𝑚𝑚1,𝑚𝑚2}, respectively.    

 
Example 3.9: Let 𝑌𝑌 = ℝ2, 𝐾𝐾 = ℝ+

2 ,𝐴𝐴 = [0,1] ×
[0,1],𝐵𝐵 = {(1,1)} and 𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. Then, 𝐴𝐴 ≼𝑢𝑢 𝐵𝐵 and 
𝐵𝐵 ≼𝑢𝑢 𝐴𝐴. Hence, 𝑢𝑢 − min  𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. Since 𝑥𝑥 ≤𝐾𝐾 (1,1) 
for all 𝑥𝑥 ∈ 𝐴𝐴, 𝐴𝐴 ≼𝑐𝑐 𝐵𝐵. Also, the relation 𝐵𝐵 ⋠𝑙𝑙 𝐴𝐴 is 
obvious. So, from Proposition 2.6 and Proposition 2.7 we 
have 𝐴𝐴 ≼∗ 𝐵𝐵 and 𝐵𝐵 ⋠∗ 𝐴𝐴 ,and then it follows  
∗ −min𝒮𝒮 = {𝐴𝐴} where ∗∈ {𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠, 𝑙𝑙}. 

In addition, (0,0) ∈ 𝐴𝐴−̇𝐵𝐵 = {(−1,−1)} + 𝐴𝐴 and 
𝐵𝐵−̇𝐴𝐴 = ∅. Hence, we get 𝐵𝐵 ≼𝑚𝑚1 𝐴𝐴,𝐴𝐴 ≼𝑚𝑚2 𝐵𝐵,𝐴𝐴 ⋠𝑚𝑚1 𝐵𝐵 
and 𝐵𝐵 ⋠𝑚𝑚2 𝐴𝐴.Thus, 𝑚𝑚1 − min𝒮𝒮 = {𝐵𝐵} and 𝑚𝑚2 −
min𝒮𝒮 = {𝐴𝐴}. 

If 𝐴𝐴 = {(0,0)},𝐵𝐵 = [0,1] × [0,1] and 𝒮𝒮 = {𝐴𝐴,𝐵𝐵} one 
can easily see 𝑙𝑙 − min  𝒮𝒮 = {𝐴𝐴,𝐵𝐵}, ∗ −min𝒮𝒮 = {𝐴𝐴} 
where  

∗∈ {𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠,𝑢𝑢,𝑚𝑚1} and 𝑚𝑚2 − min𝒮𝒮 = {𝐵𝐵}. 
 
Also note that an 𝑚𝑚1 −minimal or an 𝑚𝑚2 −minimal 

element does not have to be a ∗ −minimal element 
where 

 
∗∈ {𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠, 𝑙𝑙,𝑢𝑢,𝑚𝑚2} and  
∗∈ {𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠, 𝑙𝑙,𝑢𝑢,𝑚𝑚1}, respectively.  
 
Example 3.10: Let 𝑌𝑌 = ℝ2, 𝐾𝐾 = ℝ+

2 , 𝐴𝐴 =
𝐵𝐵�(0,0), 1�,𝐶𝐶 = 𝐵𝐵((4,4), 2) and 𝒮𝒮 = {𝐴𝐴,𝐶𝐶}. Then, 
𝐴𝐴−̇𝐶𝐶 = ∅ and  

𝐶𝐶−̇𝐴𝐴 = 𝐵𝐵((4,4), 1)} ⊂ 𝐾𝐾. So, we have 𝐴𝐴 ⋠𝑚𝑚2 𝐶𝐶 and 
𝐶𝐶 ⋠𝑚𝑚2 𝐴𝐴, respectively. Hence, 𝑚𝑚2 − min𝒮𝒮 = {𝐴𝐴,𝐶𝐶}. In 
addition,  

 
min𝐴𝐴 = {(𝑥𝑥,𝑦𝑦) ∣ 𝑥𝑥2 + 𝑦𝑦2 = 1, 𝑥𝑥,𝑦𝑦 ≤ 0},
max  𝐴𝐴 = {(𝑥𝑥,𝑦𝑦) ∣ 𝑥𝑥2 + 𝑦𝑦2 = 1, 𝑥𝑥,𝑦𝑦 ≥ 0},
min𝐶𝐶 = { (𝑥𝑥,𝑦𝑦) ∣∣ (𝑥𝑥 − 4)2 + (𝑦𝑦 − 4)2 = 4, 𝑥𝑥,𝑦𝑦 ≤ 4 },
max𝐶𝐶 = { (𝑥𝑥,𝑦𝑦) ∣∣ (𝑥𝑥 − 4)2 + (𝑦𝑦 − 4)2 = 4, 𝑥𝑥,𝑦𝑦 ≥ 4 }.

 

 
Since (𝑥𝑥,𝑦𝑦) ≤𝐾𝐾 (𝑎𝑎, 𝑏𝑏) for all  (𝑥𝑥,𝑦𝑦) ∈ 𝐴𝐴 and (𝑎𝑎, 𝑏𝑏) ∈

𝐶𝐶 it follows 𝐴𝐴 ≼𝑐𝑐 𝐶𝐶.  Also, 𝐶𝐶 ⊄ 𝐴𝐴 − 𝐾𝐾  and 𝐴𝐴 ⊄ 𝐶𝐶 + 𝐾𝐾, 
i.e. 𝐶𝐶 ⋠𝑢𝑢 𝐴𝐴  and 𝐶𝐶 ⋠𝑙𝑙 𝐴𝐴, respectively. Hence, from 
Proposition 2.6 and Proposition 2.7 we have 
𝐴𝐴 ≼∗ 𝐶𝐶 and 𝐶𝐶 ⋠∗ 𝐴𝐴 where  

∗∈ {𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠, 𝑙𝑙,𝑢𝑢}. Thus, 𝐶𝐶 ∉∗ −min𝒮𝒮 for ∗∈
{𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠, 𝑙𝑙,𝑢𝑢}. 

Furthermore, since 𝐴𝐴−̇𝐶𝐶 = ∅ and 𝐶𝐶−̇𝐴𝐴 =
𝐵𝐵((4,4), 1)} ⊂ 𝐾𝐾, we have 𝐶𝐶 ⋠𝑚𝑚1 𝐴𝐴 and 𝐴𝐴 ≼𝑚𝑚1 𝐶𝐶, 
respectively. Thus, 

𝐶𝐶 ∉ 𝑚𝑚1 − min𝒮𝒮. 
If 𝐴𝐴 = 𝐵𝐵�(0,0), 2�,𝐶𝐶 = 𝐵𝐵((4,4), 1), then similarly we 

have, 𝑚𝑚1 − min𝒮𝒮 = {𝐴𝐴,𝐶𝐶} and 𝐶𝐶 ∉∗ −min𝒮𝒮 for  
∗∈ {𝑐𝑐,𝑚𝑚𝑚𝑚,𝑚𝑚𝑚𝑚,𝑚𝑚, 𝑠𝑠, 𝑙𝑙,𝑢𝑢,𝑚𝑚2}.  
Following example shows that a 𝑐𝑐-minimal element 

does not have to be a ∗-minimal element where  
∗∈ { 𝑚𝑚𝑚𝑚,𝑚𝑚,𝑚𝑚1,𝑚𝑚2, 𝑠𝑠, 𝑙𝑙,𝑢𝑢 }. 
 

Example 3.11: Let 𝑌𝑌 = ℝ2, 𝐾𝐾 = ℝ+
2 , 𝐴𝐴 =

𝐵𝐵�(1,1), 1�,𝐵𝐵 = ([0,2] × [0,2])\{(𝑥𝑥,𝑦𝑦) ∣ (𝑥𝑥 − 1)2 +
(𝑦𝑦 − 1)2 > 1, 𝑥𝑥,𝑦𝑦 ≤ 1} and 𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. Since, 
(1,0), (0,1) ∈ 𝐴𝐴 ∩ 𝐵𝐵, (1,0) ≰𝐾𝐾 (0,1) and (0,1) ≰𝐾𝐾 (1,0), 
we have 𝐴𝐴 ⋠𝑐𝑐 𝐵𝐵 and 𝐵𝐵 ⋠𝑐𝑐 𝐴𝐴. Hence,  
𝑐𝑐 − min𝒮𝒮 = {𝐴𝐴,𝐵𝐵}.  

Also, min𝐴𝐴 = min𝐵𝐵 = {(𝑥𝑥,𝑦𝑦) ∣ (𝑥𝑥 − 1)2 +
(𝑦𝑦 − 1)2 = 1, 𝑥𝑥,𝑦𝑦 ≤ 1},  

max𝐴𝐴 = {(𝑥𝑥,𝑦𝑦) ∣ (𝑥𝑥 − 1)2 + (𝑦𝑦 − 1)2 = 1, 𝑥𝑥,𝑦𝑦 ≥
1}  and max𝐵𝐵 = {(2,2)}. 
 

Now, we show this fact for each order relation. 
i. It is obvious that (𝑥𝑥,𝑦𝑦) ≤𝐾𝐾 (2,2) for all (𝑥𝑥,𝑦𝑦) ∈

max𝐴𝐴. So, min𝐴𝐴 ≼𝑐𝑐 min𝐵𝐵 , max𝐴𝐴 ≼𝑐𝑐 max𝐵𝐵, 
i.e.  𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵. Also, 𝐵𝐵 ⋠𝑚𝑚𝑚𝑚 𝐴𝐴 because 
(2,2) ≰𝐾𝐾 (𝑥𝑥,𝑦𝑦) for any (𝑥𝑥,𝑦𝑦) ∈ max𝐴𝐴. 
Therefore, 𝐵𝐵 ∉ 𝑚𝑚𝑚𝑚 − min𝒮𝒮.  

ii. Since min𝐴𝐴 = min𝐵𝐵 and max𝐴𝐴 ≼𝑠𝑠 max𝐵𝐵, we 
have 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵.  Also, max𝐵𝐵 ⋠𝑠𝑠 max𝐴𝐴 which 
implies 𝐵𝐵 ⋠𝑚𝑚 𝐴𝐴. So, 𝐵𝐵 ∉ 𝑚𝑚 − min𝒮𝒮. 

iii. 𝐴𝐴 ⊂ 𝐵𝐵 − 𝐾𝐾 and 𝐵𝐵 ⊄ 𝐴𝐴 − 𝐾𝐾 imply 𝐴𝐴 ≼𝑢𝑢 𝐵𝐵 and 
𝐵𝐵 ⋠𝑢𝑢 𝐴𝐴, respectively. Thus, 𝐵𝐵 ∉  𝑢𝑢 − min𝒮𝒮. 

iv. From (iii) and (iv), we have 𝐴𝐴 ≼𝑠𝑠 𝐵𝐵 and 𝐵𝐵 ⋠𝑠𝑠 𝐴𝐴. 
So,  𝐵𝐵 ∉ 𝑠𝑠 − min𝒮𝒮.  

v. Since 𝐵𝐵−̇𝐴𝐴 = {(0,0)},𝐴𝐴−̇𝐵𝐵 = ∅, we get 
𝐴𝐴 ≼𝑚𝑚1 𝐵𝐵, 𝐵𝐵 ⋠𝑚𝑚1 𝐴𝐴 and 𝐵𝐵 ≼𝑚𝑚2 𝐴𝐴, 𝐴𝐴 ⋠𝑚𝑚2 𝐵𝐵. 
Hence, 𝐵𝐵 ∉ 𝑚𝑚1 − min𝒮𝒮 and 𝐴𝐴 ∉ 𝑚𝑚2 − min𝒮𝒮. 

 
This example also shows that an 𝑚𝑚𝑚𝑚 −minimal 

element does not have to be a ∗-minimal element where  
∗∈ { 𝑚𝑚𝑚𝑚,𝑚𝑚,𝑚𝑚1,𝑚𝑚2, 𝑠𝑠,𝑢𝑢 }. Indeed, max𝐴𝐴 ⋠𝑠𝑠 min𝐵𝐵 

and max𝐵𝐵 ⋠𝑠𝑠 min𝐴𝐴. Hence, 𝑚𝑚𝑚𝑚 − min𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. 
If we consider 𝐴𝐴 = 𝐵𝐵�(1,1), 1�,𝐵𝐵 = ([0,2] × [0,2])\

{(𝑥𝑥,𝑦𝑦) ∣ (𝑥𝑥 − 1)2 + (𝑦𝑦 − 1)2 > 1, 𝑥𝑥,𝑦𝑦 ≥ 1}, it can easily 
be seen that 𝑚𝑚𝑚𝑚 − min𝒮𝒮 = 𝑐𝑐 − min𝒮𝒮 = {𝐴𝐴,𝐵𝐵} and 𝑙𝑙 −
min𝒮𝒮 = {𝐵𝐵}.  

 
Proposition 3.12: Let 𝒮𝒮 ⊂ ℳ0. Then, following 

conditions are satisfied: 
i. 𝑚𝑚 − min𝒮𝒮 ⊂ 𝑚𝑚𝑚𝑚 − min𝒮𝒮, 

ii. 𝑠𝑠 − min𝒮𝒮 ⊂ 𝑚𝑚 − min𝒮𝒮, 
iii. 𝑠𝑠 − min𝒮𝒮 ⊂ 𝑚𝑚𝑚𝑚 − min𝒮𝒮, 
iv. 𝑠𝑠 − min𝒮𝒮 ⊂ 𝑚𝑚𝑚𝑚 − min𝒮𝒮. 

 
 
Proof:  
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i. Let 𝐴𝐴 ∈ 𝑚𝑚 − min𝒮𝒮 and there exist 𝐵𝐵 ∈ 𝒮𝒮 such 
that 𝐵𝐵 ≼𝑚𝑚𝑚𝑚 𝐴𝐴. If 𝐴𝐴 = 𝐵𝐵 then, 𝐴𝐴 is obviously an 
𝑚𝑚𝑚𝑚-minimal  element. If 𝐴𝐴 ≠ 𝐵𝐵 then, 
max𝐴𝐴 ≼𝑠𝑠 min𝐵𝐵. From Proposition 2.7, we have 
𝐵𝐵 ≼𝑚𝑚 𝐴𝐴. Since 𝐴𝐴 ∈ 𝑚𝑚 − min𝒮𝒮, we obtain 
𝐴𝐴 ≼𝑚𝑚 𝐵𝐵. From Proposition 2.11, we get min𝐴𝐴 =
min𝐵𝐵 and max𝐴𝐴 = max𝐵𝐵. Hence, we obtain 
max𝐵𝐵 = max𝐴𝐴 ≼𝑠𝑠 min𝐵𝐵 = min𝐴𝐴 which 
implies 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵. So 𝐴𝐴 ∈ 𝑚𝑚𝑚𝑚 − min𝒮𝒮.  

ii. Let 𝐴𝐴 ∈ 𝑠𝑠 − min𝒮𝒮 and there exist 𝐵𝐵 ∈ 𝒮𝒮 such 
that 𝐵𝐵 ≼𝑚𝑚 𝐴𝐴.  𝐵𝐵 ≼𝑚𝑚 𝐴𝐴 implies 𝐵𝐵 ≼𝑠𝑠 𝐴𝐴 from 
Proposition 2.7. Since  𝐴𝐴 ∈ 𝑠𝑠 − min𝒮𝒮, we have 
𝐴𝐴 ≼𝑠𝑠 𝐵𝐵. Hence, we get 𝐴𝐴 + 𝐾𝐾 = 𝐵𝐵 + 𝐾𝐾 and  
𝐴𝐴 − 𝐾𝐾 = 𝐵𝐵 − 𝐾𝐾 from Proposition 2.2. Also, 
quasi domination property of 𝐴𝐴 and 𝐵𝐵 implies 
min𝐴𝐴 + 𝐾𝐾 = 𝐴𝐴 + 𝐾𝐾 = 𝐵𝐵 + 𝐾𝐾 = min𝐵𝐵 + 𝐾𝐾,  
max𝐴𝐴 − 𝐾𝐾 = 𝐴𝐴 − 𝐾𝐾 = 𝐵𝐵 − 𝐾𝐾 = max𝐵𝐵 − 𝐾𝐾. 
Since, 𝐵𝐵 ≼𝑚𝑚 𝐴𝐴, we have min𝐴𝐴 = min𝐵𝐵 and  
max𝐴𝐴 = max𝐵𝐵. So, from Proposition 2.11, we 
obtain 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵. Thus, 𝐴𝐴 ∈ 𝑚𝑚 − min𝒮𝒮.  

iii. Proof is obtained directly from (ii) and 
Proposition 3.4.   

iv. It can be obtained directly from (i) and (ii).  

If quasi domination property in Proposition 3.12 is 
omitted then, results may not be true as seen in the 
following examples.  
 

Example 3.13: Let 𝐾𝐾 = ℝ+
2 ,  

𝐴𝐴 = { (𝑥𝑥,𝑦𝑦) ∣∣  −𝑥𝑥 < 𝑦𝑦 ≤ 1 − 𝑥𝑥 } ∪
{ (𝑥𝑥,𝑦𝑦) ∣∣ 𝑦𝑦 = −𝑥𝑥, 𝑥𝑥 ≤ 0 },𝐵𝐵 = { (𝑥𝑥,𝑦𝑦) ∣∣ 𝑦𝑦 = 2 − 𝑥𝑥 } and  
𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. Then,  

 
min𝐴𝐴 = { (𝑥𝑥,𝑦𝑦) ∣∣ 𝑦𝑦 = −𝑥𝑥, 𝑥𝑥 ≤ 0 },
max𝐴𝐴 = { (𝑥𝑥,𝑦𝑦) ∣∣ 𝑦𝑦 + 𝑥𝑥 = 1 },

min𝐵𝐵 = max𝐵𝐵 = 𝐵𝐵,
 

 
And 𝐴𝐴 ∉ ℳ0. As min𝐵𝐵 ⊄ min𝐴𝐴 + 𝐾𝐾, we have 

min𝐴𝐴 ⋠𝑠𝑠 min𝐵𝐵. So, 𝐴𝐴 ⋠𝑚𝑚 𝐵𝐵. Also, it is clear that 
𝐵𝐵 ⋠𝑚𝑚 𝐴𝐴.  It follows 𝐴𝐴,𝐵𝐵 ∈ 𝑚𝑚 − min𝒮𝒮. Also, it is obvious 
that max𝐴𝐴 ≼𝑠𝑠 min𝐵𝐵 and max𝐵𝐵 ⋠𝑠𝑠 min𝐴𝐴. Hence, 
𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ⋠𝑚𝑚𝑚𝑚 𝐴𝐴, respectively. Then, we obtain 
𝐵𝐵 ∉ 𝑚𝑚𝑚𝑚 − min𝒮𝒮.  
 

Example 3.14: Let 𝐾𝐾 = ℝ+
2 ,  𝐴𝐴 = {(−1,1)} ∪

int 𝐵𝐵�(1,0), 1�, 𝐵𝐵 = {(0,2)} and 𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. It can be 
easily seen that  

 
min𝐴𝐴 = max𝐴𝐴 = {(−1,1)},
min𝐵𝐵 = max𝐵𝐵 = 𝐵𝐵,  

 
and 𝐴𝐴 ∉ ℳ0. Since 𝐴𝐴 ⊄ 𝐵𝐵 − 𝐾𝐾, we obtain 𝐴𝐴 ⋠𝑢𝑢 𝐵𝐵 

which implies 𝐴𝐴 ⋠𝑠𝑠 𝐵𝐵. Also, as 𝐴𝐴 ⊄ 𝐵𝐵 + 𝐾𝐾 i. e.  𝐵𝐵 ⋠𝑙𝑙 𝐴𝐴 
and it follows 𝐵𝐵 ⋠𝑠𝑠 𝐴𝐴. So, 𝐴𝐴,𝐵𝐵 ∈ 𝑠𝑠 − min𝒮𝒮.  

However, we have 𝐴𝐴 ≼𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ⋠𝑚𝑚 𝐴𝐴 which imply 
𝐵𝐵 ∉ 𝑚𝑚 − min𝒮𝒮. 

Also, since max𝐴𝐴 ≼𝑠𝑠 min𝐵𝐵 and max𝐵𝐵 ⋠𝑠𝑠 min𝐴𝐴 we 
obtain 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ⋠𝑚𝑚𝑚𝑚 𝐴𝐴, respectively. Then,  
𝐵𝐵 ∉ 𝑚𝑚𝑚𝑚 − min𝒮𝒮. 

Furthermore, since (−1,1) ≤𝐾𝐾 (0,2) and 
(0,2) ≰𝐾𝐾 (−1,1), we have min𝐴𝐴 ≼𝑐𝑐 min𝐵𝐵,
max𝐴𝐴 ≼𝑐𝑐 max𝐵𝐵 ,  min𝐵𝐵 ⋠𝑐𝑐 min𝐴𝐴 and 
max𝐵𝐵 ⋠𝑐𝑐 max𝐴𝐴. These relations imply 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 and 
𝐵𝐵 ⋠𝑚𝑚𝑚𝑚 𝐴𝐴.  Hence,  

𝐵𝐵 ∉ 𝑚𝑚𝑚𝑚 − min𝒮𝒮.  
 
An 𝑚𝑚𝑚𝑚 −minimal element does not have to be an 

𝑚𝑚𝑚𝑚 −minimal element. To show this fact Example 3.4 in 
[4] by Jahn and Ha can be used as follows. 

 
Example 3.15 [4] Let 𝐾𝐾 = ℝ+

2 , 𝐴𝐴 =
conv{(−2,0), (−3,−1), (0,−2)},  

𝐵𝐵 = conv{(4,2), (0,2), (4,−2)} and  
𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. Then as proved in [4], we have 𝐴𝐴 ≼𝑚𝑚𝑚𝑚 𝐵𝐵 

and 𝐴𝐴 ⋠𝑚𝑚𝑚𝑚 𝐵𝐵. It is obvious that 𝐵𝐵 ⋠𝑚𝑚𝑚𝑚 𝐴𝐴. Hence, 𝐵𝐵 ∈
𝑚𝑚𝑚𝑚 − min𝒮𝒮 and 𝐵𝐵 ∉ 𝑚𝑚𝑚𝑚 − min𝒮𝒮. 

Next example shows that 𝑚𝑚− min𝒮𝒮 ⊄∗ −min𝒮𝒮 and 
𝑠𝑠 − min𝒮𝒮 ⊄∗ −min𝒮𝒮   where ∗∈ {𝑢𝑢, 𝑙𝑙,𝑚𝑚1,𝑚𝑚2}. 
 

Example 3.16: Let 𝐾𝐾 = ℝ+
2 , 𝐴𝐴 = [−1,1] ×

[−1,1],𝐵𝐵 = {(0,0)} and 𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. Then,  
 

min𝐴𝐴 = {(−1,−1)},
max𝐴𝐴 = {(1,1)},
min𝐵𝐵 = max𝐵𝐵 = {(0,0)}.

 

 
Since (0,0) ≰𝐾𝐾 (−1,−1) and (1,1) ≰𝐾𝐾 (0,0), we 

have min𝐵𝐵 ⋠𝑠𝑠 min𝐴𝐴 and max𝐴𝐴 ⋠𝑠𝑠 max𝐵𝐵, 
respectively. Then, it follows 𝐵𝐵 ⋠𝑚𝑚 𝐴𝐴 and 𝐴𝐴 ⋠𝑚𝑚 𝐵𝐵 and 
𝑚𝑚 − min𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. However, as 𝐵𝐵 = {(0,0)} ⊂ 𝐴𝐴 − 𝐾𝐾 
and 𝐴𝐴 ⊄ {(0,0)} − 𝐾𝐾 = −𝐾𝐾 we obtain 𝐵𝐵 ≼𝑢𝑢 𝐴𝐴 and 
𝐴𝐴 ⋠𝑢𝑢 𝐵𝐵, respectively. Thus, 𝐴𝐴 ∉ 𝑢𝑢 − min𝒮𝒮. Also, since 
𝐵𝐵 = {(0,0)} ⊂ 𝐴𝐴 + 𝐾𝐾 and 𝐴𝐴 ⊄ 𝐵𝐵 + 𝐾𝐾 we get 𝐴𝐴 ≼𝑙𝑙 𝐵𝐵 and 
𝐵𝐵 ⋠𝑙𝑙 𝐴𝐴 . Hence, 𝐵𝐵 ∉ 𝑙𝑙 − min𝒮𝒮. Furthermore, since 
𝐵𝐵 ⋠𝑙𝑙 𝐴𝐴 and 𝐴𝐴 ⋠𝑢𝑢 𝐵𝐵, we have 𝐵𝐵 ⋠𝑠𝑠 𝐴𝐴 and 𝐴𝐴 ⋠𝑠𝑠 𝐵𝐵. So, 
𝑠𝑠 − min𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. In addition, it can be easily seen that 
𝐴𝐴−̇𝐵𝐵 = 𝐴𝐴 and 𝐵𝐵−̇𝐴𝐴 = ∅. Then, it follows 𝐵𝐵 ≼𝑚𝑚1 𝐴𝐴, 
𝐴𝐴 ≼𝑚𝑚2 𝐵𝐵, 𝐴𝐴 ⋠𝑚𝑚1 𝐵𝐵 and 𝐵𝐵 ⋠𝑚𝑚2 𝐴𝐴. So, 𝐴𝐴 ∉ 𝑚𝑚1 − min𝒮𝒮 
and 𝐵𝐵 ∉ 𝑚𝑚2 − min𝒮𝒮. 

The following example implies that an 𝑚𝑚−minimal 
element does not have to be an 𝑠𝑠 −minimal element.  
 

Example 3.17: Let 𝐾𝐾 = ℝ+
2 ,  𝐴𝐴 = conv {(1,0), (0,1)},

𝐵𝐵 = [1,2] × [0,1] and 𝒮𝒮 = {𝐴𝐴,𝐵𝐵}. We have  
 

min𝐵𝐵 = {(1,0)},
max𝐵𝐵 = {(2,1)},
min𝐴𝐴 = max𝐴𝐴 = 𝐴𝐴.

 

 
So, it follows min𝐴𝐴 ⋠𝑠𝑠 min𝐵𝐵 and min𝐵𝐵 ⋠𝑠𝑠 min𝐴𝐴. 

Hence, 𝐴𝐴 ⋠𝑚𝑚 𝐵𝐵 and 𝐵𝐵 ⋠𝑚𝑚 𝐴𝐴. Then, we obtain 𝑚𝑚−
min𝒮𝒮 = {𝐴𝐴,𝐵𝐵}.  Also, we get 𝐴𝐴 ≼𝑙𝑙 𝐵𝐵,𝐴𝐴 ≼𝑢𝑢 𝐵𝐵,𝐵𝐵 ⋠𝑙𝑙 𝐴𝐴 
and  𝐵𝐵 ⋠𝑢𝑢 𝐴𝐴 which imply  𝐴𝐴 ≼𝑠𝑠 𝐵𝐵,𝐵𝐵 ⋠𝑠𝑠 𝐴𝐴. Thus, 𝐵𝐵 ∉ 𝑠𝑠 −
min𝒮𝒮. 

The results in this article are summarized in Figures 1-
9 below.  
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We have  

 
 

So, these relations will be omitted in the figures. 

 
Figure 1. Comparison of 𝑐𝑐 −minimal elements with others 

 

 
Figure 2. Comparison of 𝑚𝑚𝑚𝑚 −minimal elements with others 

under quasi domination assumption 
 

 
Figure 3. Comparison of 𝑚𝑚𝑚𝑚 −minimal elements with others 

without quasi domination assumption 
 

 
Figure 4. Comparison of 𝑚𝑚𝑚𝑚 −minimal elements with others 

under quasi domination assumption 

 
Figure 5. Comparison of 𝑚𝑚𝑚𝑚 −minimal elements with others 

without quasi domination assumption 
 

 
Figure 6. Comparison of 𝑚𝑚 −minimal elements with others 

under quasi domination property assumption 
 

 
Figure 7. Comparison of 𝑚𝑚 −minimal elements with others 

without quasi domination assumption 
 

 
Figure 8. Comparison of 𝑠𝑠 −minimal elements with others 

under quasi domination property assumption 
 

 
Figure 9: Comparison of 𝑠𝑠 −minimal elements with others 

without quasi domination assumption 
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Introduction 
 

In recent years, excessive use of pesticides in 
agriculture, unplanned urbanization, illegal industrial 
activities, and seepage of chemicals into groundwater 
have contributed to the deterioration of water 
quality. Hazardous substances can sometimes cause 
serious health problems even at low concentrations, so 
treatment is often required to achieve sustainability. 
Several factors, including source geometry, solute shape 
and orientation, play an important role in influencing the 
concentration profile throughout transport process. The 
complex structure of the aquifer systems makes 
forecasting the degree of contamination and remedial 
measures extremely challenging. In order to deal with 
groundwater pollution, it is imperative to study solute 
transport in groundwater systems. To efficiently estimate 
and predict such problems, mathematical models are 
very useful. The advection-dispersion equation (ADE) 
mathematically describes the physical, chemical and 
biological processes that are primarily responsible for the 
movement of pollutants in porous media.  Analytical or 
semi-analytical solutions of the advection-dispersion 
equation are often used for preliminary risk assessment 
of groundwater pollution and accurate prediction of 
pollution intensity in aquifer systems.  

Many studies have been published in the literature to 
solve the advection-dispersion equation (ADE) assuming 
constant pore velocity and dispersion coefficient (Shi et 
al., 2016, [1] Guerrero et al., 2013 [2]). However, 
groundwater flow fluctuates both in temporally and 

spatially due to the different recharge rates of aquifer 
systems at different locations and time. Especially in 
summer and rainy season, the change of groundwater 
flow pattern is more obvious. The dispersion coefficient 
measured in the laboratory is quite different from the 
dispersion coefficient obtained in the field. Bear (1972) 
[3] and Mishra et al., (1991) [4] observed these 
discrepancies in dispersion as scale dependence of the 
dispersivity. Elder (1959) [5] derived an expression for 
the longitudinal dispersion coefficient for an infinitely 
wide open channel assuming a logarithmic velocity 
distribution using Taylor's theory. After establishing that 
the transverse velocity distribution is the dominant 
mechanism for longitudinal diffusion, Fischer (1967) [6] 
proposed an alternative formulation for the longitudinal 
diffusion coefficient. According to stochastic analysis, the 
dispersion transport is time dependent and rises until it 
reaches an asymptotic value (Gelhar et al., 1979) [7]. 
Valocchi (1989) [8] used spatial moment analysis to 
investigate how adsorption kinetics affects the spatial 
moments of depth-averaged pollution plumes. Shan and 
Javendel (1997) [9] developed an analytical solution for 
solute transport in a vertical section of a homogeneous 
aquifer with steady and uniform groundwater flow. In a 
semi-infinite homogeneous river, Wadi et al., (2014) [10] 
obtained an analytical solution to the one-dimensional 
solute transport problem using the Laplace transform 
technique. Kumar and Yadav (2014) [11] developed a 1D 
analytical solution for conservative solute transport in 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0003-0467-3862
https://orcid.org/0000-0002-1311-5435
https://orcid.org/0000-0003-0467-3862
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heterogeneous porous media for uniform and varying 
pulse type input point sources. Natarajan (2016) [12] 
studied the effect of time- and distance-dependent 
dispersion coefficients on the transport of multi-species 
pollutants in porous media. Rubol et al., (2016) [13] 
simulated solute transport in the soil layer of plant roots 
using the advection-diffusion equation (ADE) with 
spatially variable coefficients. Kumar et al., (2019) [14] 
investigated the effect of the source/sink term on the 
transport of solutes in porous media. Younes et al., 
(2020) [15] studied the effect of travel distance on the 
dispersion value in porous media and found that the 
difference in travel distance is mainly determined by the 
transverse dispersion. Yadav et al., (2023) [16] studied 
analytical solutions for scale and time dependent solute 
transport in heterogeneous porous medium. 

As this work could have a big impact on other 
research areas that uses forms of the ADE, such as the 
study of fish survival in rivers, radionuclide release from 
an area source, and radioactive substance dispersion 
released from nuclear power plants among others. For 
determining conditions and suitable locations for fish 
survival by using the solution of the two coupled 
pollution and aeration equations by Raafat, P. B., et.al 
(2023)[17]. A novel analytical approach for advection 
diffusion equation for radionuclide release from an area 
source by Esmail et. al (2020)[18]. 

In the current model, the Laplace Integral Transform 
approach is employed to get analytical solutions for the 
convection-diffusion equation to explain a conservative 
solute transport process in a heterogeneous porous 
formation. The variable coefficients of the ADE are 
reduced to constant coefficients by employing 
appropriate transformations that take into account the 
space and time-dependent expressions. Dispersion and 
velocity both depend on space and time and are 
considered separately for each time period. Such studies 
may be updated daily, monthly, fortnightly or annually 
based on information obtained from different positions 
and times within the contaminated area. This work may 
also apply to other physical conditions that are affected 
by an increase in source concentration. The developed 
model is very useful for understanding the concentration 
levels at any position and time and in the aquifer 
systems. 
 
Mathematical Formulation and Analytical Solutions 

 
Here, we focus on groundwater flow that transports a 

neutral and inert solute through a heterogeneous porous 
medium. The solute is conservative and the porous 
structure is heterogeneous, adsorbing and semi-infinitely 
long. The one-dimensional contaminant transport 
equation can be expressed in Cartesian form as follows 
(Bear, 1972) [3]:   

( ) ( ) µγ +−−
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Where, 𝑐𝑐[𝑀𝑀𝐿𝐿−3] is the contaminant concentration at 
position 𝑥𝑥[𝐿𝐿] and time 𝑡𝑡[𝑇𝑇]. 𝐷𝐷(𝑥𝑥, 𝑡𝑡)[𝐿𝐿2𝑇𝑇−1] and 
𝑈𝑈(𝑥𝑥, 𝑡𝑡) [𝐿𝐿𝑇𝑇−1] are longitudinal dispersion coefficient and 
groundwater velocity, respectively. 𝛾𝛾[𝑇𝑇−1] is the first 
order decay constant and  𝜇𝜇[𝑀𝑀𝐿𝐿−3𝑇𝑇−1] is the zero order 
production rate coefficient for solute which represents 
internal/external production of the solute in the 
medium. All solute transport through porous media is 
affected by a dimensionless quantity called the 
retardation factor (𝑅𝑅). Adsorption causes a significant 
delay, which is considered as a retardation factor in the 
equation. The zero gradient boundary condition is 
enforced at the outlet, which can not only meet the mass 
balance requirements, but also ensure the consistency of 
the concentration at ∞→x . 

In the process of finding the analytical solution of the 
convection-diffusion equation by using the Laplace 
Integral Transformation, it is necessary to convert the 
variable coefficients into constant coefficients. The time- 
and position-dependent dispersion and groundwater 
velocity along the longitudinal direction is taken in 
degenerated form as follows: 

 
𝑈𝑈(𝑥𝑥, 𝑡𝑡) = 𝑈𝑈0(1 + 𝑎𝑎𝑎𝑎)𝐹𝐹(𝑡𝑡),
𝐷𝐷 = 𝐷𝐷0(1 + 𝑎𝑎𝑎𝑎)2𝐹𝐹(𝑡𝑡),
𝛾𝛾 = 𝛾𝛾0𝐹𝐹(𝑡𝑡),
𝜇𝜇 = 𝜇𝜇0𝐹𝐹(𝑡𝑡),
𝑅𝑅 = 𝑅𝑅0 ⎭

⎪
⎬

⎪
⎫

 (2) 

 
where, 𝐷𝐷0 and 𝑈𝑈0 denote the initial dispersion 

coefficient and longitudinal groundwater velocity, 
respectively. 𝛾𝛾0, 𝜇𝜇0 and 𝑅𝑅0 are the respective initial first-
order decay constant, zero-order production coefficient 
and retardation factor, respectively. 

where, 
 

𝐹𝐹(𝑡𝑡) = �
𝑓𝑓1 (𝑚𝑚1𝑡𝑡) ; 0 ≤ 𝑡𝑡 < 𝑡𝑡1
𝑓𝑓2 (𝑚𝑚2𝑡𝑡) ; 𝑡𝑡1 ≤ 𝑡𝑡 < 𝑡𝑡2
𝑓𝑓3 (𝑚𝑚3𝑡𝑡) ; 𝑡𝑡2 ≤ 𝑡𝑡 < ∞

� (3) 

 
 
The expression 𝑓𝑓𝑖𝑖(𝑚𝑚𝑖𝑖𝑡𝑡); 𝑖𝑖 = 1,2,3 is dimensionless. 

𝑚𝑚𝑖𝑖 are unsteady parameters having dimension, inverse 
of time variable. Here  𝑓𝑓1 (𝑚𝑚1𝑡𝑡) is chosen such that 
𝑓𝑓1 (𝑚𝑚1𝑡𝑡) = 1 for 𝑚𝑚1 = 0 or 𝑡𝑡 = 0. It is obvious that 𝐹𝐹(𝑡𝑡) 
is dimensionless function. a is the heterogeneity 
parameter having dimension, inverse of position 
variable. 

 
Analytical Solution of the Problem for Uniform 

Input Point Source 
The first condition Eq. (4) is an initial condition that 

says, at time 0=t , there is some uniformly 
concentration 𝑐𝑐𝑖𝑖 everywhere in the semi-infinite flow 
domain where, 0≥x .The second condition Eq. (5) 
specifies continuous injection of a uniform input from 
the inlet boundary at 0=x  (Yadav and Kumar, 
2018)[16]. At other end as ,∞→x  it is assumed that a 
gradient of zero concentration exist forever Eq. (6). 

https://inis.iaea.org/collection/NCLCollectionStore/_Public/48/031/48031826.pdf?r=1
https://inis.iaea.org/collection/NCLCollectionStore/_Public/48/031/48031826.pdf?r=1
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So, the consideration of initial and boundary 
conditions for the above governing Eq. (1) are as follows: 

 
Initial and Boundary Conditions 

𝑐𝑐(𝑥𝑥, 𝑡𝑡) = 𝑐𝑐𝑖𝑖;  𝑡𝑡 = 0, 𝑥𝑥 ≥ 0 (4) 
 

𝑐𝑐(𝑥𝑥, 𝑡𝑡) = 𝑐𝑐0𝐺𝐺(𝑡𝑡);   𝑥𝑥 = 0, 𝑡𝑡 > 0 (5) 
 

𝜕𝜕𝜕𝜕(𝑥𝑥,𝑡𝑡)
𝜕𝜕𝜕𝜕

= 0; 𝑥𝑥 → ∞, 𝑡𝑡 ≥ 0                                                                                             (6) 
 

where, 𝐺𝐺(𝑡𝑡) = 𝑚𝑚∗ ∫ 𝐹𝐹(𝑡𝑡)𝑑𝑑𝑑𝑑𝑡𝑡
0  (7) 

 
where, 𝑚𝑚∗ is unsteady parameters having dimension, 

inverse of time variable and  )(tG is also dimensionless 
function. 

Incorporating of Eq.(2) into Eqs. (1) and ( 4-6) yields, 
we have as follows: 

 

𝑅𝑅0
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 =

𝜕𝜕
𝜕𝜕𝜕𝜕 �𝐷𝐷0(1 + 𝑎𝑎𝑎𝑎)2𝐹𝐹(𝑡𝑡)

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 − 𝑈𝑈0(1 + 𝑎𝑎𝑎𝑎)𝐹𝐹(𝑡𝑡)𝑐𝑐�

− 𝛾𝛾0𝐹𝐹(𝑡𝑡)𝑐𝑐 + 𝜇𝜇0𝐹𝐹(𝑡𝑡) 
(8) 

 
The initial and boundary conditions are reduced as 

follows: 
 

𝑐𝑐(𝑥𝑥, 𝑡𝑡) = 𝑐𝑐𝑖𝑖 ; 𝑡𝑡 = 0, 𝑥𝑥 ≥ 0 (9) 
 
𝑐𝑐(𝑥𝑥, 𝑡𝑡) = 𝑐𝑐0𝐺𝐺(𝑡𝑡) ; 𝑥𝑥 = 0, 𝑡𝑡 > 0 (10) 
 
𝜕𝜕𝜕𝜕(𝑥𝑥,𝑡𝑡)

𝜕𝜕𝜕𝜕
= 0;     𝑥𝑥 → ∞, 𝑡𝑡 ≥ 0                                                                                                                                                        (11) 

 
Mathematical substitution can simplify the structure 

of the equation and provide greater degree of freedom 
for the solution. So, we introduce the following 
transformation Eq. (12) to keep the variable coefficient 
independence of space in Eq. (8) [19]: 

 
𝑋𝑋 = ∫ 1

(1+𝑎𝑎𝑎𝑎)
𝑑𝑑𝑑𝑑𝑥𝑥

0 or𝑋𝑋 = 1
𝑎𝑎

𝑙𝑙𝑙𝑙𝑙𝑙(1 + 𝑎𝑎𝑎𝑎)                                                                                                                                            (12) 
 
The value of the variable 𝑋𝑋 is 0 for 𝑥𝑥 = 0 and 𝑋𝑋 > 0 

for 𝑥𝑥 > 0.  
In order to determine the analytical solution to the 

convection-diffusion equation using the Laplace integral 
transform, the variable coefficients must be changed to 
constant coefficients. Incorporating Eq. (12) into Eqs. (8-
11) yields: 
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where,  

 
aDUU 001 −=   ,   aU001 += γγ , 

( ) 0,0;, =≥= tXictXc  
(14) 

 
  

𝑐𝑐(𝑋𝑋, 𝑡𝑡) = 𝑐𝑐0𝐺𝐺(𝑡𝑡);   𝑋𝑋 = 0, 𝑡𝑡 > 0 (15) 
 
𝜕𝜕𝜕𝜕(𝑋𝑋,𝑡𝑡)

𝜕𝜕𝜕𝜕
= 0;𝑋𝑋 → ∞, 0≥t                                                                                                                                        (16) 

 
We introduce the new time variable 𝑇𝑇 with the help of 
the following transformation Eq.(17) as follows (Crank, 
1975) [20]: 
 

( ) ( ) ( )∫+∫+∫ ∫==
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dttmfdt
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It is obvious that 𝑇𝑇 = 0 for 𝑡𝑡 = 0 and 𝑇𝑇 > 0 for  𝑡𝑡 >

0.  
Use the transformation given in Eq. (17), Eqs. (13-16) 

simplifies to the following form: 
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𝑐𝑐(𝑋𝑋, 𝑇𝑇) = 𝑐𝑐𝑖𝑖 ; 𝑇𝑇 = 0, 𝑋𝑋 ≥ 0   (19) 

 
𝑐𝑐(𝑋𝑋, 𝑇𝑇) = 𝑐𝑐0𝑚𝑚∗𝑇𝑇;   𝑋𝑋 = 0, 𝑇𝑇 > 0  (20) 

 
𝜕𝜕𝜕𝜕(𝑋𝑋,𝑇𝑇)

𝜕𝜕𝜕𝜕
= 0; 𝑋𝑋 → ∞, 𝑇𝑇 ≥ 0    (21) 

 
We employ another transformation as follows to 

remove the convective term from the Eq. (18): 
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Where, ( )TXk , is the dependent variable that 
depends on the position and time variables. 

Eqs.(18-21) are converted to the following form by 
applying the transformation in Eq. (22), as : 
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𝑘𝑘(𝑋𝑋, 𝑇𝑇) = �𝑐𝑐𝑖𝑖 − 𝜇𝜇0

𝛾𝛾1
� 𝑒𝑒𝑒𝑒𝑒𝑒( − 𝛽𝛽𝛽𝛽); 𝑋𝑋 ≥ 0, 𝑇𝑇 = 0   (24) 

 
𝑘𝑘(𝑋𝑋, 𝑇𝑇) = �𝑐𝑐0𝑚𝑚∗𝑇𝑇 − 𝜇𝜇0

𝛾𝛾1
� 𝑒𝑒𝑒𝑒𝑒𝑒(𝜂𝜂2𝑇𝑇)  ;  𝑋𝑋 = 0, 𝑇𝑇 > 0                                                                                                             (25) 

 
𝜕𝜕𝜕𝜕(𝑋𝑋,𝑇𝑇)

𝜕𝜕𝜕𝜕
+ 𝛽𝛽𝛽𝛽(𝑋𝑋, 𝑇𝑇) = 0; 𝑋𝑋 → ∞, 𝑇𝑇 > 0                                                                                                                                                                                                                 (26) 

 

where, 𝜂𝜂2 = 1
𝑅𝑅0

�𝑈𝑈1
2

4𝐷𝐷0
+ 𝛾𝛾1� , 𝛽𝛽 = 𝑈𝑈1

2𝐷𝐷0
.  

 
We solve this boundary value problem in the Laplace 
domain by applying the Laplace Integral Transformation 
Technique (LITT) to the Eqs. (23-26) as follows: 
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𝑘̄𝑘(𝑋𝑋, 𝑝𝑝) = 𝑐𝑐0𝑚𝑚∗

(𝑝𝑝−𝜂𝜂2)2 𝑒𝑒𝑒𝑒𝑒𝑒 �−𝑋𝑋�𝑝𝑝𝑅𝑅0
𝐷𝐷0

� −

𝜇𝜇0
𝛾𝛾1

1
(𝑝𝑝−𝜂𝜂2)

𝑒𝑒𝑒𝑒𝑒𝑒 �−𝑋𝑋�𝑝𝑝𝑅𝑅0
𝐷𝐷0

� − �𝑐𝑐𝑖𝑖 −

𝜇𝜇0
𝛾𝛾1

� 1
(𝑝𝑝−𝜌𝜌2)

𝑒𝑒𝑒𝑒𝑒𝑒 �−𝑋𝑋�𝑝𝑝𝑅𝑅0
𝐷𝐷0

� + �𝑐𝑐𝑖𝑖 − 𝜇𝜇0
𝛾𝛾1

� 𝑒𝑒𝑒𝑒𝑒𝑒(−𝛽𝛽𝛽𝛽)
(𝑝𝑝−𝜌𝜌2)

                                                                                                                                                                                                              

(27) 

 
 
 
 
 

Where 

.
002

1
DR

U
=ρ  

The analytic solution to the advection dispersion 
equation, applying an Inverse Laplace Integral to the Eq. 
(27) and apply the transformation Eq. (22) in reverse 
order, we have: 

𝑐𝑐(𝑋𝑋, 𝑇𝑇) = �
𝑚𝑚∗𝑐𝑐0𝐽𝐽1(𝑋𝑋, 𝑇𝑇) −

𝜇𝜇0

𝛾𝛾1
𝐻𝐻1(𝑋𝑋, 𝑇𝑇) − �𝑐𝑐𝑖𝑖 −

𝜇𝜇0

𝛾𝛾1
� 𝐼𝐼1(𝑋𝑋, 𝑇𝑇) + �𝑐𝑐𝑖𝑖 −

𝜇𝜇0

𝛾𝛾1
�

𝑒𝑒𝑒𝑒𝑒𝑒(−𝛽𝛽𝛽𝛽 + 𝜌𝜌2𝑇𝑇)
� 

𝑒𝑒𝑒𝑒𝑒𝑒 � 𝑈𝑈1
2𝐷𝐷0

− 1
𝑅𝑅0

� 𝑈𝑈1
2

4𝐷𝐷0
+ 𝛾𝛾1�� + 𝜇𝜇0

𝛾𝛾1
  

(28) 

 
where,  

𝐽𝐽1(𝑋𝑋, 𝑇𝑇) =
1

4𝜂𝜂
�2𝜂𝜂𝜂𝜂 − �

𝑅𝑅0

𝐷𝐷0
𝑋𝑋� 𝑒𝑒𝑒𝑒𝑒𝑒 �𝜂𝜂2𝑇𝑇 − 𝜂𝜂�

𝑅𝑅0

𝐷𝐷0
𝑋𝑋� 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �

�𝑅𝑅0

2�𝐷𝐷0𝑇𝑇
𝑋𝑋 − 𝜂𝜂√𝑇𝑇�

+
1

4𝜂𝜂
�2𝜂𝜂𝜂𝜂 + �

𝑅𝑅0

𝐷𝐷0
𝑋𝑋� 𝑒𝑒𝑒𝑒𝑒𝑒 �𝜂𝜂2𝑇𝑇 + 𝜂𝜂�

𝑅𝑅0

𝐷𝐷0
𝑋𝑋� 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �

�𝑅𝑅0

2�𝐷𝐷0𝑇𝑇
𝑋𝑋 + 𝜂𝜂√𝑇𝑇� 

( )





































































++

+−−

=

TX
TD

R
erfcX

D

R
T

TX
TD

R
erfcX

D

R
T

TXH

ηηη

ηηη

02
0

0

02exp

02
0

0

02exp

2

1
,1  

 
( )TXI ,1 is obtained by replacing η  with ρ in 𝐻𝐻1(𝑋𝑋, 𝑇𝑇). 

 
Analytical solution of the problem for varying 

input point source 
In this case, we also consider a one-dimensional 

transport problem with decay and source terms in a 
semi-infinite heterogeneous porous domain. The varying 
nature of the input point source is described by Eq. (29), 
applied along the flow to the analytical solution of the 
advection dispersion equation. 

In the first scenario, the concentration of the input at 
the origin )0( =x  of the medium always remains the 
same, which may not be possible in the real world. Illegal 
human activities on the surface of the earth may lead to 
an increase/decrease in pollution levels at the source. 
Such condition is mathematically expressed as mixed-
type condition Eq. (29). 

 

−𝐷𝐷(𝑥𝑥, 𝑡𝑡)
𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)

𝜕𝜕𝜕𝜕
+ 𝑈𝑈(𝑥𝑥, 𝑡𝑡)𝑐𝑐 = 𝑈𝑈(𝑥𝑥, 𝑡𝑡)𝑐𝑐0𝐺𝐺(𝑡𝑡) ;  

𝑥𝑥 = 0, 𝑡𝑡 > 0 
(29) 

 
Substituting the expression of Eq. (2) into Eq. (29), we 

have: 
 

( )
0,0);(000

,
0 >==+

∂

∂
− txtGcUcU

x

txc
D  (30) 

 
Incorporating the transformation of Eq. (12), Eq. (30) 

reduced as follows: 
 

( )
0,0);(000

,
0 >==+

∂

∂
− tXtGcUcU

X

tXc
D  (31) 

 
Incorporating Eq. (17), Eq. (31) can be simplified as 

follows:  
 

−𝐷𝐷0
𝜕𝜕𝜕𝜕(𝑋𝑋,𝑇𝑇)

𝜕𝜕𝜕𝜕
+ 𝑈𝑈0𝑐𝑐 = 𝑈𝑈0𝑐𝑐0𝑚𝑚∗𝑇𝑇 ;  𝑋𝑋 = 0, 𝑇𝑇 > 0                                                                                                         (32) 

 
Using transformation given in Eq. (22), the Eq. (32) 
reduces into following form; 
 

−𝐷𝐷0
𝜕𝜕𝜕𝜕(𝑋𝑋, 𝑇𝑇)

𝜕𝜕𝜕𝜕
+ �𝑈𝑈0 −

𝑈𝑈1

2
� 𝑘𝑘

= 𝑈𝑈0 �𝑐𝑐0𝑚𝑚∗𝑇𝑇

−
𝜇𝜇0

𝛾𝛾1
� 𝑒𝑒𝑒𝑒𝑒𝑒(𝜂𝜂2𝑇𝑇)  ;  𝑋𝑋 = 0, 𝑇𝑇 > 0 

(33) 
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where, 𝜂𝜂2 = 1
𝑅𝑅0

�𝑈𝑈1
2

4𝐷𝐷0
+ 𝛾𝛾1� 

 

Apply the Laplace Integral Transformation technique 
in Eq.(33) using  Eqs.(23,24, 26) as in previous case, 
obtained following result:  

 

𝑘̄𝑘(𝑋𝑋, 𝑝𝑝) =
𝑈𝑈0𝑐𝑐0𝑚𝑚∗

�𝑅𝑅0𝐷𝐷
0

1
(𝑝𝑝 − 𝜂𝜂2)2��𝑝𝑝 + 𝜎𝜎�

𝑒𝑒𝑒𝑒𝑒𝑒 �−𝑋𝑋�
𝑝𝑝𝑅𝑅0

𝐷𝐷0
� −

𝑈𝑈0𝜇𝜇0

𝛾𝛾1�𝑅𝑅0𝐷𝐷
0

1
(𝑝𝑝 − 𝜂𝜂2)��𝑝𝑝 + 𝜎𝜎�

𝑒𝑒𝑒𝑒𝑒𝑒 �−𝑋𝑋�
𝑝𝑝𝑅𝑅0

𝐷𝐷0
� 

 

−
𝑈𝑈0

�𝑅𝑅0𝐷𝐷
0

�𝑐𝑐𝑖𝑖 −
𝜇𝜇0

𝛾𝛾1
�

1
(𝑝𝑝 − 𝜌𝜌2)��𝑝𝑝 + 𝜎𝜎�

𝑒𝑒𝑒𝑒𝑒𝑒 �−𝑋𝑋�
𝑝𝑝𝑅𝑅0

𝐷𝐷0
� + �𝑐𝑐𝑖𝑖 −

𝜇𝜇0

𝛾𝛾1
�

𝑒𝑒𝑒𝑒𝑒𝑒(−𝛽𝛽𝛽𝛽)
(𝑝𝑝 − 𝜌𝜌2)  

(34) 

 

where, 𝜌𝜌 = 𝑈𝑈0−𝑎𝑎𝐷𝐷0
2�𝑅𝑅0𝐷𝐷0

, 𝜎𝜎 = 𝑈𝑈0+𝑎𝑎𝐷𝐷0
2�𝑅𝑅0𝐷𝐷0

. 
 
Taking the Inverse Laplace Integral Transform into Eq. (34) and use the transformation Eq. (22), we obtain the 

desired solution of the advection-diffusion equation as follows: 
 

𝐶𝐶(𝑥𝑥, 𝑇𝑇) = �
𝑚𝑚∗𝑐𝑐0𝑈𝑈0

�𝑅𝑅0𝐷𝐷0
𝐼𝐼(𝑋𝑋, 𝑇𝑇) +

𝑈𝑈0𝜇𝜇0

𝛾𝛾1�𝑅𝑅0𝐷𝐷0
𝐽𝐽(𝑋𝑋, 𝑇𝑇) −

𝑈𝑈0

�𝑅𝑅0𝐷𝐷0
�𝑐𝑐𝑖𝑖 −

𝜇𝜇0

𝛾𝛾1
� 𝐻𝐻(𝑋𝑋, 𝑇𝑇) + �𝑐𝑐𝑖𝑖 −

𝜇𝜇0

𝛾𝛾1
�

𝑒𝑒𝑒𝑒𝑒𝑒(𝛽𝛽𝛽𝛽 − 𝜌𝜌2𝑇𝑇)
� 

𝑒𝑒𝑒𝑒𝑒𝑒 � 𝑈𝑈1
2𝐷𝐷0

𝑋𝑋 − 1
𝑅𝑅0

� 𝑈𝑈1
2

4𝐷𝐷0
� 𝑇𝑇� + 𝜇𝜇0

𝛾𝛾1
                    

     

(35) 

where 

𝐼𝐼(𝑋𝑋, 𝑇𝑇) = 𝑐𝑐1 �
1

√𝜋𝜋𝜋𝜋
𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝑅𝑅0𝑋𝑋2

4𝐷𝐷0𝑇𝑇
� + 𝜂𝜂 𝑒𝑒𝑒𝑒𝑒𝑒 �𝜂𝜂2𝑇𝑇 − 𝜂𝜂�

𝑅𝑅0

𝐷𝐷0
𝑋𝑋� 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �

1
2

�
𝑅𝑅0

𝐷𝐷0
𝑋𝑋 − 𝜂𝜂√𝑇𝑇��

+ 𝑐𝑐2

⎩
⎪⎪
⎨

⎪⎪
⎧

�1 − 𝜂𝜂�
𝑅𝑅0

𝐷𝐷0
𝑋𝑋 + 2𝜂𝜂2𝑇𝑇� 𝑒𝑒𝑒𝑒𝑒𝑒 �𝜂𝜂2𝑇𝑇 − 𝜂𝜂�

𝑅𝑅0

𝐷𝐷0
𝑋𝑋�

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �
1
2

�
𝑅𝑅0

𝐷𝐷0
𝑋𝑋 − 𝜂𝜂√𝑇𝑇� + 2𝜂𝜂𝜂𝜂 �

1
√𝜋𝜋𝜋𝜋

𝑒𝑒𝑒𝑒𝑒𝑒 �−
𝑅𝑅0𝑋𝑋2

4𝐷𝐷0𝑇𝑇
��

⎭
⎪⎪
⎬

⎪⎪
⎫

+ 𝑐𝑐3 �
1

√𝜋𝜋𝜋𝜋
𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝑅𝑅0𝑋𝑋2

4𝐷𝐷0𝑇𝑇
� − 𝜂𝜂 𝑒𝑒𝑒𝑒𝑒𝑒 �𝜂𝜂2𝑇𝑇 + 𝜂𝜂�

𝑅𝑅0

𝐷𝐷0
𝑋𝑋� 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �

1
2

�
𝑅𝑅0

𝐷𝐷0
𝑋𝑋 + 𝜂𝜂√𝑇𝑇�� 

 

𝑐𝑐4

⎩
⎪
⎨

⎪
⎧

�1 + 𝜂𝜂�
𝑅𝑅0

𝐷𝐷0
𝑋𝑋 + 2𝜂𝜂2𝑇𝑇� 𝑒𝑒𝑒𝑒𝑒𝑒 �𝜂𝜂2𝑇𝑇 + 𝜂𝜂�

𝑅𝑅0

𝐷𝐷0
𝑋𝑋� 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �

1
2

�
𝑅𝑅0

𝐷𝐷0
𝑋𝑋 + 𝜂𝜂√𝑇𝑇�

−2𝜂𝜂𝜂𝜂 �
1

√𝜋𝜋𝜋𝜋
𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝑅𝑅0𝑋𝑋2

4𝐷𝐷0𝑇𝑇
��

⎭
⎪
⎬

⎪
⎫

+ 𝑐𝑐5 �
1

√𝜋𝜋𝜋𝜋
𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝑅𝑅0𝑋𝑋2

4𝐷𝐷0𝑇𝑇
� − 𝜌𝜌 𝑒𝑒𝑒𝑒𝑒𝑒 �𝜌𝜌2𝑇𝑇 + 𝜌𝜌�

𝑅𝑅0

𝐷𝐷0
𝑋𝑋� 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �

1
2

�
𝑅𝑅0

𝐷𝐷0
𝑋𝑋 + 𝜌𝜌√𝑇𝑇�� 

Denklemi buraya yazın. 
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02exp22
02
0

0

02exp
)(2

1

02
0

0

02exp
)(2

1
),(







































































+×+
−

++

+
−

−−−
+

=

TX
TD

R
erfcX

D

R
TTX

TD

R
erfc

X
D

R
TTX

TD

R
erfcX

D

R
TTXJ

σσσ
ση

η
η

ηη
ση

ηηη
ση

 

 

𝑐𝑐1 = − 2𝜂𝜂+𝜎𝜎
4𝜂𝜂3(𝜂𝜂+𝜎𝜎)2, 𝑐𝑐2 = 1

4𝜂𝜂2(𝜂𝜂+𝜎𝜎),  𝑐𝑐3 = − 2𝜂𝜂−𝜎𝜎
4𝜂𝜂3(𝜂𝜂−𝜎𝜎)2, 𝑐𝑐4 = 1

4𝜂𝜂2(𝜎𝜎−𝜂𝜂), 
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𝑐𝑐5 = 1
(𝜎𝜎−𝜂𝜂)2(𝜎𝜎+𝜂𝜂)2, 

 

∫=+=
t

dttFTax
a

X
0

,)(),1log(
1

 
 
The value of 𝐻𝐻(𝑋𝑋, 𝑇𝑇) is obtained by replacing η with 

ρ  in 𝐽𝐽(𝑋𝑋, 𝑇𝑇) 
 
Result and Discussion 
 

Analytical solutions are developed for the advection-
diffusion equation (ADE) under the hypothetical scenario 
of time-dependent groundwater flow in a 1D 
heterogeneous porous formulation. Point source is 
considered to enter the domain from the left end 0=x . 
Separate graphs are drawn to show the effect of each 
parameter on the variation in solute concentration. For a 
set of input hydrological data, the obtained analytical 
solutions Eq. (28) and Eq. (35) for uniform and varying 
input point sources are shown with various graphs. The 
values of the parameters and empirical constants 
involved in the boundary conditions and the governing 
equations are taken from published papers, e.g. (Kumar 
et al., 2010)[21]. The parameters affecting the 
concentration distribution are illustrated with the help of 
various graphs.Contaminant concentration values are 
evaluated for longitudinal porous domains 0 ≤ 𝑥𝑥(𝑘𝑘𝑘𝑘) ≤
25.  The values of common input parameters and 
constants are assumed as follows:  

 
𝑐𝑐0(kg/km3) = 1.0,𝑐𝑐𝑖𝑖(kg/km3) 
= 0.1,𝑈𝑈0(km/year) = 0.65, 𝜇𝜇0(kg/km3𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) =

0.11,𝛾𝛾0(𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.11. 
 
The mathematical expression for a time-dependent 

function )(tF that varies in each time domain is 
assumed to be as follows: 

 

𝐹𝐹(𝑡𝑡) =

⎩
⎨

⎧
𝑒𝑒𝑒𝑒𝑒𝑒   (𝑚𝑚1𝑡𝑡) ; 0 ≤ 𝑡𝑡 < 𝑡𝑡1
𝑠𝑠1 𝑒𝑒𝑒𝑒𝑒𝑒(𝑚𝑚2(𝑡𝑡 − 𝑡𝑡1)) + 𝑠𝑠2 ; 𝑡𝑡1 ≤ 𝑡𝑡 < 𝑡𝑡2

𝑠𝑠3
𝑚𝑚3(𝑡𝑡 − 𝑡𝑡2)

𝑚𝑚3(𝑡𝑡 − 𝑡𝑡2) + 1
+ 𝑠𝑠4; 𝑡𝑡2 ≤ 𝑡𝑡 < ∞

 

 
The values of the unsteady parameters 𝑚𝑚∗,𝑚𝑚1,𝑚𝑚2 and 
𝑚𝑚3 are 0.4(𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1), 0.1(𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1),0.3 (𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) and 
0.4 (𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1), respectively. The values of time 𝑡𝑡1 and 𝑡𝑡2 
are taken 1(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦)and 5(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) , respectively and the 
value of 𝑠𝑠1 =  0.36839, 𝑠𝑠2 =   0.736781 𝑠𝑠3 =
 0.917324and 𝑠𝑠4 =  1.9598795012568466 , 
respectively. 
 

Uniform input solution 
Figs. (1-4) demonstrate the concentration pattern of 

a uniform input point source for a heterogeneous porous 
medium described by the analytical solution Eq. (28). 

 

 
Figure 1. Contaminant concentration profile obtained in 

Eq. (28) for different time t(year)=1,4,7 
 

Fig.(1) demonstrates dimensionless concentration 
distributions for different time 𝑡𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 1,4,7 and given 
groundwater velocity 𝑈𝑈0(𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟−1) = 0.65, dispersion 
coefficients 𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.67 and retardation factor

15.1=R  while other parameters are fixed. It exemplifies the 
pattern of concentration dispersion caused by a constant 
uniform point source. Concentration levels were found to be 
higher for longer time, lower for shorter time, and then 
stabilize as moved away from the source boundary. The 
concentration value appears different at different times at 
the origin, decreases rapidly as the position increases, and 
tends to be stable at the other end. 

 
Figure 2. Contaminant concentration profile obtained in 

Eq. (28) for different dispersion 𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) =
0.67,1.07,1.67 

 
Fig.(2) shows the effect of various dispersion 

coefficients 𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.67,1.07,1.67 on the 
concentration distribution for a specific period of time 

2)( =yeart and retardation factor 15.1=R while other 
parameters remain unchanged. It can be seen that the 
concentration pattern near the entry point becomes 
more pronounced as the dispersion coefficient increases. 
Although the concentration values for all dispersion 
coefficients at the entry point )0( =x are the same. The 
concentration level decreases with space from a starting 
point ( 0=x ) and becomes constant towards the outlet 
boundary. 
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Figure 3. Contaminant concentration profile obtained in 

Eq. (28) for different retardation 𝑅𝑅 = 1.15,1.35,1.55 
 
Fig.(3) depicts the effect of several retardation factor 

𝑅𝑅 = 1.15,1.35,1.55for dispersion coefficient 
𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.67, on pollutant concentrations at 
time 𝑡𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 2.For different retardation factors, the 
concentration values at the entry point are same, but 
fluctuations in the concentration distribution can be 
observed near the boundary point and towards the other 
boundary in the steady state. 

 

 
Figure 4. Contaminant concentration profile obtained in 

Eq. (28) for different velocity 𝑈𝑈0(𝑘𝑘𝑘𝑘𝑘𝑘𝑒𝑒𝑒𝑒𝑟𝑟−1) =
0.65,0.95,1.15 

 
Fig. (4) shows the effect of variation of different 

ground water velocity 𝑈𝑈0(𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟−1) =
0.65,0.95,1.05at common values of time 𝑡𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 2, 
retardation factor 15.1=R and dispersion coefficient

67.0)12(0 =−yearkmD , keeping the other parameters 

constant.  It can be observed that the concentration 
pattern is higher for higher ground water velocity, the 
variation in the concentration distribution profile is quite 
significant the near inlet boundary. Near the middle 
position from 5.1=x to 4.2=x , the greatest change 
can be seen. 
 
Varying input solution 

Figs. (5–8) display the solute concentration 
patterns for varying input point sources in the 
heterogeneous porous medium described by Eq. (35). 

 
Figure 5. Contaminant concentration profile obtained in 

Eq. (35) for different time 𝑡𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 1,4,7 
 

Fig.(5) illustrates the dimensionless concentration 
distribution for different time 𝑡𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 1,4,7and for fix 
retardation factor 𝑅𝑅 = 1.15, ground water velocity 

65.0)1(0 =−yearkmU and dispersion coefficient 

𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.67. It reveals the concentration 
distribution pattern produced by a uniform continuous 
point source. Concentration levels near to the source 
boundary are observed to be higher for higher time and 
lower for lower time, and stabilize after a distance away 
from the origin. 

 

 
Figure 6. Contaminant concentration profile obtained in 

Eq. (35) for different dispersion 𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) =
0.67,1.07,1.67 
 
Fig.6. shows the pollutant concentration with various 

dispersion coefficients𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.67,1.07,1.67 
at time 𝑡𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 2, retardation factor 𝑅𝑅 = 1.15and 
ground water velocity 𝑈𝑈0(𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟−1) = 0.65, keeping 
the other parameters fixed. The variation in solute 
concentration caused by various diffusion coefficients in 
both space and time are shown in this figure. It can be 
observed that at particular position the concentration 
level is higher for lower dispersion coefficient near the 
source boundary but after some distance traveled from 
the origin order gets reversed. This is due to the fact that 
dispersion phenomenon causes the spreading of the 
plume in the medium. 
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Figure 7. Contaminant concentration profile obtained in 

Eq. (35) for different retardation 𝑅𝑅 = 1.15,1.35,1.55 
 
Fig. (7) shows the pollutant concentration with 

various retardation factors 𝑅𝑅 = 1.15,1.35,1.55 on the 
concentration distribution for dispersion coefficient 
at 𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.67, time 𝑡𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 2, ground 
water velocity 𝑈𝑈0(𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟−1) = 0.65, and keeping all 
other parameters are fixed. For each location on a 
certain domain, the pollution concentration decreases as 
the retardation factor increases. The solute 
concentration is directly affected by the retardation 
factor (R) during solute transport. It is clear that as the 
retardation factor increases, the concentration level 
decreases, and near the inlet boundary, the 
concentration profile changes significantly. At particular 
point, the lower the retardation factor, the higher the 
concentration level. 

 

 
Figure 8. Contaminant concentration profile obtained in 

Eq. (35) for different velocity 𝑈𝑈0(𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑟𝑟−1) =
0.65,0.95,1.15 
 
Fig.(8) shows the effect of groundwater flow velocity 

𝑈𝑈0(𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.65,0.95,1.05on the concentration 
profile for a fixed retardation factor𝑅𝑅 = 1.15 and 
dispersion coefficient𝐷𝐷0(𝑘𝑘𝑚𝑚2𝑦𝑦𝑦𝑦𝑦𝑦𝑟𝑟−1) = 0.67 at time 
𝑡𝑡(𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦) = 2 and keeping all other parameters fixed. The 
concentration distribution fluctuates more near the inlet 
boundary, and it can also be observed that the higher the 
groundwater velocity, the steeper the concentration 
distribution. 
 

Special Case I. If we take 𝑐𝑐𝑖𝑖 = 0,𝛾𝛾 = 0, 0=µ ,𝑅𝑅 =
1,𝐹𝐹(𝑡𝑡) = 1, 𝐺𝐺(𝑡𝑡) = 1 in our  model  for uniform input 
point source then obtained analytical solution of the 
problem for uniform input point source is  similar to one  
obtained by Kumar et al. (2010) [21]and given by; 
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Special Case II.  If we take 𝑐𝑐𝑖𝑖 = 0, 𝛾𝛾 = 0, 𝜇𝜇 = 0, 𝑅𝑅 =

1, 𝐹𝐹(𝑡𝑡) = 1, 𝐺𝐺(𝑡𝑡) = 1 in our  model  for varying input 
point source then obtained analytical solution of the 
problem for varying input point source is  similar to one  
obtained by Jaiswal et al. (2011) [22]and given by; 
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where,  
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Conclusions 

 
With solute degrading at varying rate, an analytical 

solution of this kind vividly shows concentration details 
at various time domains. Such solutions are important 
for assessing contamination levels in a variety of 
downstream conditions away from the source of 
ingestion. From the obtained solution, we can estimate 
the variation of the concentration with time and space. 
The fact that the values of groundwater velocity and 
diffusivity vary over time intervals makes the results 
more realistic. The obtained results show that temporally 
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dependent input sources have a significant impact on 
pollutant transport. The two key parameters, diffusion 
coefficient and retardation factor, have a great influence 
on the change of solute concentration. Aquifers are 
generally heterogeneous in nature. Current 
mathematical models can predict the concentration of 
pollutants in the medium, which can help to take 
remedial measures. The developed mathematical model 
can be considered as an effective tool for understanding 
the transport behavior of pollutants in surface water and 
groundwater phenomena. Changes in dispersion and 
velocity have an impact on the levels of pollutant 
concentration in the aquifer system. From the obtained 
solution we can estimate the variation of the 
concentration with time and space. The results of this 
study can be used to enhance the planning and 
management of water pollution problems, as well as the 
many physical conditions defined by traffic phenomena. 
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Introduction 
 

Besides the recent developments in the numerical 
methods, the finite element method (FEM) is one of the 
oldest but still popular numerical scheme for the solution 
of the engineering and mathematical boundary value 
problems even defined in complex geometries. 
Therefore, many researchers are paid attention to 
generate the different version of FEM with the 
combination of other modern numerical schemes. As 
results of these attentions, thousands of papers and 
hundreds of books are produced in the academic 
literature.  H-version, p-version, hp-adaptive version, 
scaled boundary finite element version, stabilized 
versions, discontinuous version, extended version and 
smoothed versions are the most known ones. In order to 
formulate the real life problems, 3D-FEM is well suited 
numerical scheme for the solutions of the problems that 
don’t have the analytical result. Therefore addition to 2-
D case, we will pay attention to 3-D FEM applications 
(see [1-16] and references therein). 

Noticed that, after 20𝑡𝑡ℎ century many authors 
performed both analytical and numerical studies about 
MagnetoHydroDynamic (MHD) due to the it’s 
applications in many different areas such as MHD ion 
propulsion, liquid-metal and cooling of nuclear reactors, 
power generation, etc. Derivation of the corresponding 
differential equations using the Navier-Stokes equations, 
Maxwell equations with the Lorentz force and the theory 
of the MHD can be found in [17-19]. 

It is known that the value of the Hartmann number 
that exist in the MHD flow equations is large for the case 
of strong magnetic applications in which case the 

corresponding equation becomes convection dominated. 
However, standard numerical methods have some 
numerical troubles in the sense of stability for these type 
of problems. The FEM has advantage that one can 
consider different stabilization techniques additional to 
the standard formulation. Streamline Upwind Petrov-
Galerkin (SUPG) method [20] is one of the mostly 
preferred stabilization technique in which stable 
solutions are obtained by adding mesh-dependent terms 
to the standard Galerkin FEM formulation.   Even there 
are many papers in different areas as applications of 
MHD and stabilized FEM, let’s refer only a few of them 
on recent years [21-34] and references therein.  

We first considered the solution of the 2-D version of 
the coupled MHD equation which is firstly introduced in 
[35] with magnetic induction of exterior region using the 
Boundary Element Method (BEM) in [36] and DRBEM 
[37]. Then FEM-BEM coupling approach with stabilization 
is applied to the extended version of the problem by 
considering an insulated solid inside the fluid case in [38]. 
As a further stage, we decided to consider the 3-D 
version of the same problem. Firstly, as a 3-D application 
of FEM-BEM coupling approach is applied by Han Aydın 
in [39]. After giving the details of the stabilization in 3-D 
FEM in [40], this study is prepared as the next step 
application of the most general case of the coupled MHD 
problem in 3-D domains. Another contribution of this 
study to the literature beside the 3-D stabilized FEM 
application is obtaining the accurate solutions of the 
huge sized sparse systems using open source libraries. 
Therefore, as our knowledge, this study will fill the gap 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-1419-9458
https://orcid.org/0000-0001-9775-5271
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on literature in this research area and demonstrate FEM 
only solution of the MHD equations. 

   The rest of the paper is organized as follows: The 
following section describes the mathematical modeling 
and FEM formulation of the considered 3 different cases 
with the addition stabilized terms0.  In Numerical Results 
and Discussion we will display the figures of the obtained 
numerical solutions with required explanations. Finally, 
some concluding remarks are provided in the last 
section. 

 
Mathematical Modeling 

 
Mathematical modeling of the considered MHD flow 

problem can be derived using Navier-Stokes equations 
and Maxwell equations from electromagnetic theory 
using also the Ohm’s law. Before writing the 
corresponding coupled system of partial differential 
equations, let’s define some notations. The subscripts 
𝑠𝑠, 𝑓𝑓 [or 𝐹𝐹] and 𝑒𝑒 corresponds to solid, fluid and external 
medium, respectively. Then the solid domain is 𝛺𝛺𝑠𝑠 ∈ 𝐼𝐼𝑅𝑅3, 
the fluid domain is 𝛺𝛺𝑓𝑓 ∈ 𝐼𝐼𝑅𝑅3 and the domain of the 
external medium is 𝛺𝛺𝑒𝑒 ∈ 𝐼𝐼𝑅𝑅3. Similarly, the normal 
vectors are also defined as 𝑛𝑛𝑠𝑠,𝑛𝑛𝑓𝑓,𝑛𝑛𝑒𝑒. The parameters 
𝑅𝑅𝑅𝑅,𝑅𝑅ℎ,𝑅𝑅𝑚𝑚𝑠𝑠,𝑅𝑅𝑚𝑚𝑓𝑓 and 𝑅𝑅𝑚𝑚𝑒𝑒 are the Reynolds number, 
magnetic pressure, magnetic Reynolds number of the 
solid, magnetic Reynolds number of the fluid and 
magnetic Reynolds number of the external medium, 
respectively. 

We consider 3 different problem configurations in the 
context of this study as; 

 
(a)       

                                                                           
(b) 

 
(c) 

Figure 1. Problem configurations for different three cases   
 
Case 1: Fluid inside an external medium 
This is the first case of the considered MHD problem. 

We assume that the fluid is through the domain 𝛺𝛺𝑓𝑓due 
to the constant pressure gradiend and the fluid is 
viscous, incompressible and electrically conducting. Also 
there is an externally applied magnetic field with an 
intensity 𝐵𝐵0where it’s direction through 𝑥𝑥 axis with and 
angle 𝛽𝛽 and through 𝑧𝑧 axis with and angle 𝛼𝛼. The fluid 
domain is surrounded with an electrically conducting 
external domain 𝛺𝛺𝑒𝑒 Figure 1(a). Then the system of 
coupled partial differential equations are defined as [39]. 

 
 

𝛻𝛻2𝑉𝑉𝑓𝑓 + 𝑅𝑅𝑅𝑅 ⋅ 𝑅𝑅ℎ ⋅ (𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐 𝛽𝛽 𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽 𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼 𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
) = −1

𝛻𝛻2𝐵𝐵𝑓𝑓 + 𝑅𝑅𝑚𝑚𝑓𝑓 ⋅ (𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐 𝛽𝛽 𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽 𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼 𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
) = 0 ⎭

⎪
⎬

⎪
⎫

 𝑖𝑖𝑖𝑖 𝛺𝛺𝑓𝑓   (1) 

 
 

𝛻𝛻2𝐵𝐵𝑒𝑒 = 0 𝑖𝑖𝑖𝑖 𝛺𝛺𝑒𝑒 (2) 

 
with the boundary conditions   
 

𝑉𝑉𝑓𝑓 = 0
𝐵𝐵𝑒𝑒 = 𝐵𝐵𝑓𝑓

1
𝑅𝑅𝑚𝑚𝑒𝑒

𝜕𝜕𝐵𝐵𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
=

1
𝑅𝑅𝑚𝑚𝑓𝑓

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝑛𝑛𝑓𝑓⎭
⎬

⎫
 ∈ 𝜕𝜕𝛺𝛺𝑓𝑓 ∩  𝜕𝜕𝛺𝛺𝑒𝑒 = 𝛤𝛤𝑓𝑓𝑓𝑓 . (3) 

 
Noticed that even the external medium is unbounded, 
due to the FEM formulation, we need to define an 
artificial boundary on the outer side of the external 
domain 𝛺𝛺𝑒𝑒 as 𝛤𝛤𝑒𝑒for the domain discretization where 
either 𝐵𝐵𝑒𝑒 = 0 (known as the Drichlet type boundary 
condition) or 𝜕𝜕𝐵𝐵𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
= 0 (Neumann type boundary 

condition) are specified on that boundary. The Drichlet 

type boundary condition is compatible with the behavior 
of the real potential solution of eB such that it is 
assumed that 𝐵𝐵𝑒𝑒 → 0 as [𝑥𝑥2 + 𝑦𝑦2 + 𝑧𝑧2] → ∞which is 
called as Saint-Venant principle [36]. Similarly, the 
Neumann type boundary condition corresponds to the 
free exit behavior of the induced magnetic field. 
However, if this type of boundary condition is specified, 
induced magnetic field solutions can be obtained up to a 
constant. Therefore, in order to obtain a unique solution, 
the obtained induced magnetic values should be 
normalized by using the identity   
 

= 0
Ω

Ω∫∫∫ Bd  (4) 

   
where 𝐵𝐵 = 𝐵𝐵𝑠𝑠 ∪ 𝐵𝐵𝑓𝑓 ∪ 𝐵𝐵𝑒𝑒. 
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Case 2: Fluid around a solid 
As a second case, we assume that there is an 

electrically conducting solid inside the fluid having the 
domain sΩ  (Figure 1(b)). The rest of the fluid conditions 

are all same as in the previous case. Then, the system of 
equations and the boundary conditions are written as; 

𝛻𝛻2𝐵𝐵𝑠𝑠 = 0 𝑖𝑖𝑖𝑖 𝛺𝛺𝑠𝑠 (5) 

 

𝛻𝛻2𝑉𝑉𝑓𝑓 + 𝑅𝑅𝑅𝑅 ⋅ 𝑅𝑅ℎ ⋅ (𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐 𝛽𝛽
𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
) = −1

𝛻𝛻2𝐵𝐵𝑓𝑓 + 𝑅𝑅𝑚𝑚𝑓𝑓 ⋅ (𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐 𝛽𝛽
𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽

𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼

𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
) = 0

⎭
⎪
⎬

⎪
⎫

 𝑖𝑖𝑖𝑖 𝛺𝛺𝑓𝑓 (6) 

 
with the coupled boundary conditions on the intersection of the fluid and solid domains as   
 

𝑉𝑉𝑓𝑓 = 0
𝐵𝐵𝑓𝑓 = 𝐵𝐵𝑠𝑠

1
𝑅𝑅𝑚𝑚𝑓𝑓

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝑛𝑛𝑓𝑓
=

1
𝑅𝑅𝑚𝑚𝑠𝑠

𝜕𝜕𝐵𝐵𝑠𝑠

𝜕𝜕𝑛𝑛𝑠𝑠⎭
⎬

⎫
 ∈ 𝜕𝜕𝛺𝛺𝑓𝑓 ∩  𝜕𝜕𝛺𝛺𝑠𝑠 = 𝛤𝛤𝑠𝑠𝑠𝑠 (7) 

 
and additionally we assume that the exterior side of the fluid domain is insulated so 𝐵𝐵𝑓𝑓 = 0  on that boundary.  
 

Case 3: Fluid around a solid and inside an external medium 
Finally, in the third case which is the combination of the first two cases, we consider a fluid both inside an 

electrically conducting exterior medium and around a conducting medium Figure 1(c). Then the full system of 
equations are written as: 
 

𝛻𝛻2𝐵𝐵𝑠𝑠 = 0 𝑖𝑖𝑖𝑖 𝛺𝛺𝑠𝑠 (8) 

 

𝛻𝛻2𝑉𝑉𝑓𝑓 + 𝑅𝑅𝑅𝑅 ⋅ 𝑅𝑅ℎ ⋅ (𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐 𝛽𝛽
𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝜕𝜕
) = −1

𝛻𝛻2𝐵𝐵𝑓𝑓 + 𝑅𝑅𝑚𝑚𝑓𝑓 ⋅ (𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐 𝛽𝛽
𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽

𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼

𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
) = 0

⎭
⎪
⎬

⎪
⎫

 𝑖𝑖𝑖𝑖 𝛺𝛺𝑓𝑓 (9) 

 

𝛻𝛻2𝐵𝐵𝑒𝑒 = 0 𝑖𝑖𝑖𝑖 𝛺𝛺𝑒𝑒 (10) 
 

with the boundary conditions on the intersection of the fluid and solid domains as   
 

𝑉𝑉𝑓𝑓 = 0
𝐵𝐵𝑓𝑓 = 𝐵𝐵𝑠𝑠

1
𝑅𝑅𝑚𝑚𝑓𝑓

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝑛𝑛𝑓𝑓
= 1

𝑅𝑅𝑚𝑚𝑠𝑠

𝜕𝜕𝐵𝐵𝑠𝑠

𝜕𝜕𝑛𝑛𝑠𝑠

�  ∈ 𝜕𝜕𝛺𝛺𝑓𝑓 ∩  𝜕𝜕𝛺𝛺𝑠𝑠 = 𝛤𝛤𝑠𝑠𝑠𝑠  and  

𝑉𝑉𝑓𝑓 = 0
𝐵𝐵𝑒𝑒 = 𝐵𝐵𝑓𝑓

1
𝑅𝑅𝑚𝑚𝑒𝑒

𝜕𝜕𝐵𝐵𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
= 1

𝑅𝑅𝑚𝑚𝑓𝑓

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝑛𝑛𝑓𝑓

�  ∈ 𝜕𝜕𝛺𝛺𝑓𝑓 ∩  𝜕𝜕𝛺𝛺𝑒𝑒 = 𝛤𝛤𝑓𝑓𝑓𝑓 (11) 

 
and similar to the first case, on 𝛤𝛤𝑒𝑒 either 𝐵𝐵𝑒𝑒 = 0or 𝜕𝜕𝐵𝐵

𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
= 0. 

 
FEM Formulation 
As a first step we will reformulate the given equation in the fluid domain by change of a new variable 𝐵𝐵𝐹𝐹as 𝐵𝐵𝐹𝐹 =

𝑅𝑅𝑅𝑅⋅𝑅𝑅ℎ⋅𝐵𝐵𝑓𝑓

𝐻𝐻𝐻𝐻
 where 𝐻𝐻𝐻𝐻 = �𝑅𝑅𝑅𝑅 ⋅ 𝑅𝑅ℎ ⋅ 𝑅𝑅𝑚𝑚𝑓𝑓 is the Hartmann number of the fluid. Then the equations are written in the new 

form as [39] 
 

𝛻𝛻2𝑉𝑉𝑓𝑓 + �𝑀𝑀𝑥𝑥
𝜕𝜕𝐵𝐵𝐹𝐹

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝐵𝐵𝐹𝐹

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝐵𝐵𝐹𝐹

𝜕𝜕𝜕𝜕
� = −1

𝛻𝛻2𝐵𝐵𝐹𝐹 + �𝑀𝑀𝑥𝑥
𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑉𝑉𝑓𝑓

𝜕𝜕𝜕𝜕
� = 0

⎭
⎪
⎬

⎪
⎫

 𝑖𝑖𝑖𝑖 𝛺𝛺𝑓𝑓 (12) 
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for 𝑀𝑀𝑥𝑥 = 𝐻𝐻𝐻𝐻 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐 𝛽𝛽 ,𝑀𝑀𝑦𝑦 = 𝐻𝐻𝐻𝐻 𝑠𝑠𝑠𝑠𝑠𝑠 𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠 𝛽𝛽 and 
𝑀𝑀𝑧𝑧 = 𝐻𝐻𝐻𝐻 𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼. Then as a second step, we will decouple 
these coupled equations using the following 
transformation by defining the new variables 𝑈𝑈1(𝑥𝑥,𝑦𝑦, 𝑧𝑧) 
and 𝑈𝑈2(𝑥𝑥,𝑦𝑦, 𝑧𝑧) as 
 
𝑈𝑈1 = 𝑉𝑉𝑓𝑓 + 𝐵𝐵𝐹𝐹 ,
𝑈𝑈2 = 𝑉𝑉𝑓𝑓 − 𝐵𝐵𝐹𝐹 ,

 (13) 

 
then equations become 
 

𝛻𝛻2𝐵𝐵𝑠𝑠 = 0 𝑖𝑖𝑖𝑖 𝛺𝛺𝑠𝑠 (14) 

 
𝛻𝛻2𝑈𝑈1 + 𝑀𝑀 ⋅ 𝛻𝛻𝑈𝑈1 = −1

𝛻𝛻2𝑈𝑈2 − 𝑀𝑀 ⋅ 𝛻𝛻𝑈𝑈2 = −1
� 𝑖𝑖𝑖𝑖 𝛺𝛺𝑓𝑓 (15) 

 

𝛻𝛻2𝐵𝐵𝑒𝑒 = 0 𝑖𝑖𝑖𝑖 𝛺𝛺𝑒𝑒 (16) 

 

where 𝑀𝑀 = (𝑀𝑀𝑥𝑥,𝑀𝑀𝑦𝑦,𝑀𝑀𝑧𝑧). 
Before obtaining the finite element formulation of 

the given equations, let’s define the required function 
spaces. 

• 𝐿𝐿2(𝛺𝛺) : the space of square integrable functions 
over the domain 𝛺𝛺,  

• 𝐻𝐻1(𝛺𝛺) : the Sobolev space of 𝐿𝐿2(𝛺𝛺) functions 
whose derivatives are square integrable functions in 𝛺𝛺,  

• 𝐻𝐻01(𝛺𝛺) : the Sobolev subspace of 𝐻𝐻1(𝛺𝛺) functions in 
𝛺𝛺 with zero value on the boundary 𝜕𝜕𝜕𝜕.  

 
In order to construct the FEM formulation, the 

problem domain should be partitioned to the elements 
(linear tetrahedron elements in our computations) in a 
standard way (e.g. no overlapping, no vertex on the edge 
or side of a neighboring elements, etc). Then, we can 
obtain the standard Galerkin FEM weak formulation to 
the these decoupled system of equations by employing 
the linear function space 𝐿𝐿 = (𝐻𝐻01(𝛺𝛺))2 as: Find 
{𝐵𝐵𝑠𝑠;𝑈𝑈1;𝑈𝑈2;𝐵𝐵𝑒𝑒} ∈ {𝐿𝐿 × 𝐿𝐿 × 𝐿𝐿 × 𝐿𝐿} such that   

 
 

𝑎𝑎(𝛻𝛻𝐵𝐵𝑠𝑠,𝛻𝛻𝑠𝑠) − ℓ(
𝜕𝜕𝐵𝐵𝑠𝑠

𝜕𝜕𝑛𝑛𝑠𝑠
, 𝑠𝑠) + 𝑎𝑎(𝛻𝛻𝑈𝑈1,𝛻𝛻𝑤𝑤1) − 𝑏𝑏(𝑀𝑀𝑥𝑥

𝜕𝜕𝑈𝑈1

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈1

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈1

𝜕𝜕𝜕𝜕
,𝑤𝑤1) − ℓ(

𝜕𝜕𝑈𝑈1

𝜕𝜕𝑛𝑛𝑓𝑓
,𝑤𝑤1)

+ 𝑎𝑎(𝛻𝛻𝑈𝑈2,𝛻𝛻𝑤𝑤2) + 𝑏𝑏(𝑀𝑀𝑥𝑥
𝜕𝜕𝑈𝑈2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈2

𝜕𝜕𝜕𝜕
,𝑤𝑤2) − ℓ(

𝜕𝜕𝑈𝑈2

𝜕𝜕𝑛𝑛𝑓𝑓
,𝑤𝑤2) + 𝑎𝑎(𝛻𝛻𝐵𝐵𝑒𝑒 ,𝛻𝛻𝑒𝑒)

− ℓ(
𝜕𝜕𝐵𝐵𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
, 𝑒𝑒) = 𝑏𝑏(1,𝑤𝑤1) + 𝑏𝑏(1,𝑤𝑤2) 

(17) 

 
1 2{ ; ; ; } { }∀ ∈ × × ×s w w e L L L L  where ( , )a u v∇ ∇ , ( , )b u v  and ( , )u v  are the usual bi-linear and linear 

forms for the domain and boundary integrals such that 
 

𝑎𝑎(∇𝑢𝑢,∇𝑣𝑣) = �
Ω

�
∂𝑢𝑢
∂𝑥𝑥

∂𝑣𝑣
∂𝑥𝑥

+
∂𝑢𝑢
∂𝑦𝑦

∂𝑣𝑣
∂𝑦𝑦

+
∂𝑢𝑢
∂𝑧𝑧

∂𝑣𝑣
∂𝑧𝑧
� 𝑑𝑑Ω ,  𝑏𝑏(𝑢𝑢, 𝑣𝑣) = �

Ω
(𝑢𝑢𝑢𝑢)𝑑𝑑Ω 

and ℓ(𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

, 𝑣𝑣) = ∬𝛤𝛤 �𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝑣𝑣� 𝑑𝑑𝑑𝑑𝑑𝑑 

 
Then, the variational formulation is written by the choice of finite dimensional subspaces 𝐿𝐿ℎ ⊂ 𝐿𝐿,  defined by 

discretization of the domain to the linear tetrahedron elements as [7]: Find {𝐵𝐵ℎ𝑠𝑠;𝑈𝑈ℎ1;𝑈𝑈ℎ2;𝐵𝐵ℎ𝑒𝑒} ∈ {𝐿𝐿ℎ × 𝐿𝐿ℎ × 𝐿𝐿ℎ ×
𝐿𝐿ℎ} such that   

 

𝑎𝑎(𝛻𝛻𝐵𝐵ℎ𝑠𝑠,𝛻𝛻𝑠𝑠ℎ) − ℓ(
𝜕𝜕𝐵𝐵ℎ𝑠𝑠

𝜕𝜕𝑛𝑛𝑠𝑠
, 𝑠𝑠ℎ) + 𝑎𝑎(𝛻𝛻𝑈𝑈ℎ1,𝛻𝛻𝑤𝑤ℎ1) − 𝑏𝑏(𝑀𝑀𝑥𝑥

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
,𝑤𝑤ℎ1) − ℓ(

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝑛𝑛𝑓𝑓
,𝑤𝑤ℎ1)

+ 𝑎𝑎(𝛻𝛻𝑈𝑈ℎ2,𝛻𝛻𝑤𝑤ℎ2) + 𝑏𝑏(𝑀𝑀𝑥𝑥
𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
,𝑤𝑤ℎ2) − ℓ(

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝑛𝑛𝑓𝑓
,𝑤𝑤ℎ2)

+ 𝑎𝑎(𝛻𝛻𝐵𝐵ℎ𝑒𝑒 ,𝛻𝛻𝑒𝑒ℎ) − ℓ(
𝜕𝜕𝐵𝐵ℎ𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
, 𝑒𝑒ℎ) = 𝑏𝑏(1,𝑤𝑤ℎ1) + 𝑏𝑏(1,𝑤𝑤ℎ2) 

(18) 

 
1 2{ ; ; ; } { }∀ ∈ × × ×h h h h h h h hs w w e L L L L  

 



Aydın, Erdoğan / Cumhuriyet Sci. J., 44(3) (2023) 547-560 

551 

𝑎𝑎(𝛻𝛻𝐵𝐵ℎ𝑠𝑠,𝛻𝛻𝑠𝑠ℎ) − ℓ(
𝜕𝜕𝐵𝐵ℎ𝑠𝑠

𝜕𝜕𝑛𝑛𝑠𝑠
, 𝑠𝑠ℎ) + 𝑎𝑎(𝛻𝛻𝑈𝑈ℎ1,𝛻𝛻𝑤𝑤ℎ1) − 𝑏𝑏(𝑀𝑀𝑥𝑥

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
,𝑤𝑤ℎ1) − ℓ(

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝑛𝑛𝑓𝑓
,𝑤𝑤ℎ1)

+ 𝜏𝜏𝐾𝐾 ⋅ 𝑏𝑏(−𝑀𝑀𝑥𝑥
𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
−𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
−𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
− 1,−𝑀𝑀𝑥𝑥

𝜕𝜕𝑤𝑤ℎ1

𝜕𝜕𝜕𝜕
− 𝑀𝑀𝑦𝑦

𝜕𝜕𝑤𝑤ℎ1

𝜕𝜕𝜕𝜕
−𝑀𝑀𝑧𝑧

𝜕𝜕𝑤𝑤ℎ1

𝜕𝜕𝜕𝜕
)

+ 𝑎𝑎(𝛻𝛻𝑈𝑈ℎ2,𝛻𝛻𝑤𝑤ℎ2) + 𝑏𝑏(𝑀𝑀𝑥𝑥
𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
,𝑤𝑤ℎ2) − ℓ(

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝑛𝑛𝑓𝑓
,𝑤𝑤ℎ2) + 𝜏𝜏𝐾𝐾

⋅ 𝑏𝑏(𝑀𝑀𝑥𝑥
𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
− 1,𝑀𝑀𝑥𝑥

𝜕𝜕𝑤𝑤ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑤𝑤ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑤𝑤ℎ2

𝜕𝜕𝜕𝜕
) + 𝑎𝑎(𝛻𝛻𝐵𝐵ℎ𝑒𝑒 ,𝛻𝛻𝑒𝑒ℎ)

− ℓ(
𝜕𝜕𝐵𝐵ℎ𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
, 𝑒𝑒ℎ) = 𝑏𝑏(1,𝑤𝑤ℎ1) + 𝑏𝑏(1,𝑤𝑤ℎ2) 

(19) 

 
with the stabilization parameter  

2

 if 1
2

=

 if < 1
12

K
k

K

K
k

h Pe
Ha

h Pe

τ


≥







 (20) 

where ℎ𝐾𝐾 Kh  is the diameter of the element 𝐾𝐾which is 
calculated as the longest side of the corresponding 
tetrahedron element, 𝑃𝑃𝑒𝑒𝐾𝐾 = ℎ𝐾𝐾

𝐻𝐻𝐻𝐻
6

 is the Peclet number. 
Now, one can turn back to original unknowns with 

inverse transformations   
 

𝑉𝑉𝑓𝑓 =
𝑈𝑈1 + 𝑈𝑈2

2  and 𝐵𝐵𝐹𝐹 =
𝑈𝑈1 − 𝑈𝑈2

2  →  𝐵𝐵𝑓𝑓

=
𝐻𝐻𝐻𝐻

𝑅𝑅𝑅𝑅 ⋅ 𝑅𝑅ℎ𝐵𝐵
𝐹𝐹   

 

(21) 

 
and since the coefficients 

𝑅𝑅𝑚𝑚𝑓𝑓

𝑅𝑅𝑚𝑚𝑒𝑒
≥ 1 and 

𝑅𝑅𝑚𝑚𝑓𝑓

𝑅𝑅𝑚𝑚𝑠𝑠
≥ 1, use the 

relations in the coupled boundary conditions as 
 

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝑛𝑛𝑓𝑓
=
𝑅𝑅𝑚𝑚𝑓𝑓

𝑅𝑅𝑚𝑚𝑠𝑠

𝜕𝜕𝐵𝐵𝑠𝑠

𝜕𝜕𝑛𝑛𝑠𝑠
 and 

𝜕𝜕𝐵𝐵𝑓𝑓

𝜕𝜕𝑛𝑛𝑓𝑓
=
𝑅𝑅𝑚𝑚𝑓𝑓

𝑅𝑅𝑚𝑚𝑒𝑒

𝜕𝜕𝐵𝐵𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
 (22) 

 
Then one gets the final variational form of the equations 
as   

 
 

 𝑎𝑎(𝛻𝛻𝐵𝐵ℎ𝑠𝑠,𝛻𝛻𝑠𝑠ℎ) − ℓ(𝜕𝜕𝐵𝐵ℎ
𝑠𝑠

𝜕𝜕𝑛𝑛𝑠𝑠
, 𝑠𝑠ℎ) + 𝑎𝑎(𝛻𝛻𝑈𝑈ℎ1,𝛻𝛻𝑤𝑤ℎ1) − 𝑏𝑏(𝑀𝑀𝑥𝑥

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
,𝑤𝑤ℎ1) − ℓ(𝜕𝜕𝑈𝑈ℎ

1

𝜕𝜕𝑛𝑛𝑓𝑓
,𝑤𝑤ℎ1) + 𝜏𝜏𝐾𝐾 ⋅

𝑏𝑏(−𝑀𝑀𝑥𝑥
𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
− 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
− 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ1

𝜕𝜕𝜕𝜕
− 1,−𝑀𝑀𝑥𝑥

𝜕𝜕𝑤𝑤ℎ1

𝜕𝜕𝜕𝜕
− 𝑀𝑀𝑦𝑦

𝜕𝜕𝑤𝑤ℎ1

𝜕𝜕𝜕𝜕
− 𝑀𝑀𝑧𝑧

𝜕𝜕𝑤𝑤ℎ1

𝜕𝜕𝜕𝜕
) + 𝑎𝑎(𝛻𝛻𝑈𝑈ℎ2,𝛻𝛻𝑤𝑤ℎ2) + 𝑏𝑏(𝑀𝑀𝑥𝑥

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+

𝑀𝑀𝑦𝑦
𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
,𝑤𝑤ℎ2) − ℓ(𝜕𝜕𝑈𝑈ℎ

2

𝜕𝜕𝑛𝑛𝑓𝑓
,𝑤𝑤ℎ2) + 𝜏𝜏𝐾𝐾 ⋅ 𝑏𝑏(𝑀𝑀𝑥𝑥

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑧𝑧

𝜕𝜕𝑈𝑈ℎ2

𝜕𝜕𝜕𝜕
− 1,𝑀𝑀𝑥𝑥

𝜕𝜕𝑤𝑤ℎ2

𝜕𝜕𝜕𝜕
+ 𝑀𝑀𝑦𝑦

𝜕𝜕𝑤𝑤ℎ2

𝜕𝜕𝜕𝜕
+

𝑀𝑀𝑧𝑧
𝜕𝜕𝑤𝑤ℎ2

𝜕𝜕𝜕𝜕
) + 𝑎𝑎(𝛻𝛻𝐵𝐵ℎ𝑒𝑒 ,𝛻𝛻𝑒𝑒ℎ) − ℓ(𝜕𝜕𝐵𝐵ℎ

𝑒𝑒

𝜕𝜕𝑛𝑛𝑒𝑒
, 𝑒𝑒ℎ) = 𝑏𝑏(1,𝑤𝑤ℎ1) + 𝑏𝑏(1,𝑤𝑤ℎ2) 

(23) 

 
We will obtain the system of linear equations in matrix-vector forms 

 

Case 1: �
𝐾𝐾 + 𝑆𝑆 −𝑅𝑅𝑅𝑅 ⋅ 𝑅𝑅ℎ ⋅ 𝐶𝐶 0

−𝑅𝑅𝑚𝑚𝑓𝑓 ⋅ 𝐶𝐶 𝐾𝐾 + 𝑆𝑆 −
𝑅𝑅𝑚𝑚𝑓𝑓

𝑅𝑅𝑚𝑚𝑒𝑒
⋅ 𝑄𝑄

0 0 𝐾𝐾
� �
𝑉𝑉𝑓𝑓
𝐵𝐵𝑓𝑓

𝐵𝐵𝑒𝑒
� = �

𝑅𝑅1
𝑅𝑅2
0
� (24) 

 

Case 2: �
𝐾𝐾 0 0
0 𝐾𝐾 + 𝑆𝑆 −𝑅𝑅𝑅𝑅 ⋅ 𝑅𝑅ℎ ⋅ 𝐶𝐶

−
𝑅𝑅𝑚𝑚𝑓𝑓

𝑅𝑅𝑚𝑚𝑠𝑠
⋅ 𝑄𝑄 −𝑅𝑅𝑚𝑚𝑓𝑓 ⋅ 𝐶𝐶 𝐾𝐾 + 𝑆𝑆

� �
𝐵𝐵𝑠𝑠

𝑉𝑉𝑓𝑓
𝐵𝐵𝑓𝑓
� = �

0
𝑅𝑅1
𝑅𝑅2
� (25) 

 

Case 3: 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝐾𝐾 0 0 0

0 𝐾𝐾 + 𝑆𝑆 −𝑅𝑅𝑅𝑅 ⋅ 𝑅𝑅ℎ ⋅ 𝐶𝐶 0

−
𝑅𝑅𝑚𝑚𝑓𝑓

𝑅𝑅𝑚𝑚𝑠𝑠
⋅ 𝑄𝑄 −𝑅𝑅𝑚𝑚𝑓𝑓 ⋅ 𝐶𝐶 𝐾𝐾 + 𝑆𝑆 −

𝑅𝑅𝑚𝑚𝑓𝑓

𝑅𝑅𝑚𝑚𝑒𝑒
⋅ 𝑄𝑄

0 0 0 𝐾𝐾 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

⎩
⎪⎪
⎨

⎪⎪
⎧
𝐵𝐵𝑠𝑠

𝑉𝑉𝑓𝑓

𝐵𝐵𝑓𝑓

𝐵𝐵𝑒𝑒⎭
⎪⎪
⎬

⎪⎪
⎫

=

⎩
⎪⎪
⎨

⎪⎪
⎧

0

𝑅𝑅1

𝑅𝑅2

0 ⎭
⎪⎪
⎬

⎪⎪
⎫

 (26) 

 
where , ,K C S  and Q  are the matrices and 1R  and 2R  are the vectors with the entries   

𝐾𝐾𝑖𝑖𝑖𝑖 = �
Ω

�
∂𝑁𝑁𝑖𝑖
∂𝑥𝑥

∂𝑁𝑁𝑗𝑗
∂𝑥𝑥

+
∂𝑁𝑁𝑖𝑖
∂𝑦𝑦

∂𝑁𝑁𝑗𝑗
∂𝑦𝑦

+
∂𝑁𝑁𝑖𝑖
∂𝑧𝑧

∂𝑁𝑁𝑗𝑗
∂𝑧𝑧

�𝑑𝑑Ω, 
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𝐶𝐶𝑖𝑖𝑖𝑖 = �
Ω

�𝑀𝑀𝑥𝑥
∂𝑁𝑁𝑖𝑖
∂𝑥𝑥

+ 𝑀𝑀𝑦𝑦
∂𝑁𝑁𝑖𝑖
∂𝑦𝑦

+ 𝑀𝑀𝑧𝑧
∂𝑁𝑁𝑖𝑖
∂𝑧𝑧

�𝑁𝑁𝑗𝑗𝑑𝑑Ω,   𝑄𝑄𝑖𝑖𝑖𝑖 = �
Γ

∂𝑁𝑁𝑖𝑖
∂𝑛𝑛

𝑁𝑁𝑗𝑗𝑑𝑑 ∂Ω, 

 

𝑆𝑆𝑖𝑖𝑖𝑖 = �
Ω

𝜏𝜏𝐾𝐾 �𝑀𝑀𝑥𝑥
∂𝑁𝑁𝑖𝑖
∂𝑥𝑥

+ 𝑀𝑀𝑦𝑦
∂𝑁𝑁𝑖𝑖
∂𝑦𝑦

+ 𝑀𝑀𝑧𝑧
∂𝑁𝑁𝑖𝑖
∂𝑧𝑧

� �𝑀𝑀𝑥𝑥
∂𝑁𝑁𝑗𝑗
∂𝑥𝑥

+ 𝑀𝑀𝑦𝑦
∂𝑁𝑁𝑗𝑗
∂𝑦𝑦

+ 𝑀𝑀𝑧𝑧
∂𝑁𝑁𝑗𝑗
∂𝑧𝑧

�𝑑𝑑Ω, 

 
𝑅𝑅1𝑖𝑖 = ∭Ω 𝑁𝑁𝑖𝑖𝑑𝑑Ω ,     𝑅𝑅2𝑖𝑖 = ∭Ω 𝜏𝜏𝐾𝐾 �𝑀𝑀𝑥𝑥

∂𝑁𝑁𝑖𝑖
∂𝑥𝑥

+ 𝑀𝑀𝑦𝑦
∂𝑁𝑁𝑖𝑖
∂𝑦𝑦

+ 𝑀𝑀𝑧𝑧
∂𝑁𝑁𝑖𝑖
∂𝑧𝑧
� 𝑑𝑑Ω. 

 
One can obtain the all unknown values from the solution of these system of linear equations. Noticed that, due 

to the structure of the FEM formulation, obtained linear system of equations are in sparse form. Therefore it is better 
to solve the system using an efficient sparse solver. 

 
Highlights of the Algorithm 
• Initialize the parameters and the problem domain. 
• Calculate the element matrices and vectors using the stabilized formulation (if the element is on 

the fluid domain) and apply the global matrix contribution. 
• Apply the boundary conditions 
• Solve the obtained system using Umfpack sparse solver. 

 
Numerical Results and Discussion 
 
In this section, we will demonstrate the proposed 

numerical scheme over some test problems in terms of 
the contour line figures as 2-D slices of the 3-D domain 
solutions. The problem domains are selected as 

2 2 2{( , , ) | 1}Ω = + + ≤s x y z x y z , 
2 2 2{( , , ) | 1}Ω = + + ≤f x y z x y z for Case1 and 

2 2 2{( , , ) |1 4}Ω = ≤ + + ≤f x y z x y z  for Cases 2 

and 3 and 2 2 2{( , , ) |1 4}Ω = ≤ + + ≤e x y z x y z  for 

Case 1 and 2 2 2{( , , ) | 4 9}Ω = ≤ + + ≤e x y z x y z  for 
Case 3. For the comparision, we have also tested the 
cubic domain for Case1 as 

{( , , ) | 1 , , 1}Ω = − ≤ ≤f x y z x y z and 

{( , , ) | 2 , , 2} \Ω = − ≤ ≤ Ωe fx y z x y z . Additionally, 

all we know that the resulting coefficient matrix in FEM 
formulation is in sparse form and its size is too large for 
the 3-D domain problems especially for the Case 3. On 
the numerical implementation side, user modified 

version of an open source sparse solver UMFPACK with 
long integer data types for the large sized systems is used 
with OpenMP support in GNU Fortran compiler in order 
to reduce the storage size and the computational time. 
Finally, the domain integrals over the tetrahedron 
elements and and the boundary integrals over the 
triangular elements are calculated numerilcally using 5 
points and 4 points numerical quadrature methods, 
respectively such that numerical values are equal to the 
analytical values of the integrals.  

 
Effect of the stabilization: 
Before giving the results for the considered cases, we 

want to display the effect of the stabilization. It is seen 
from Figure 2 that even over the rough mesh and high 
values of the problem parameters (
Re 10,  10,  100fRh Rm= = = ), there are some 

instabilities and oscillations on the solution contours 
obtained from standard Galerkin FEM formulation (left 
sub-figures (a) and (c)), the stabilized formulation 
eliminates these numerical difficulties (right sub-figures 
(b) and (d)) especially on the velocity solutions. 
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(a)                                                                                                                      (b) 

             
(c)                                                                                                                        (d)    

Figure 2. Velocity (a-b) and induced magnetic field (c-d) contour lines for different 𝑥𝑥 − 𝑦𝑦 − 𝑧𝑧 slices for 𝑅𝑅𝑅𝑅 = 10,𝑅𝑅ℎ =
10,𝑅𝑅𝑚𝑚𝑓𝑓 = 100,𝑅𝑅𝑚𝑚𝑒𝑒 = 1,𝛼𝛼 = 𝜋𝜋/2, 𝛽𝛽 = 𝜋𝜋/2. 

 
Case 1: 
In this subsection, we displayed the effect of ratio of  

f

e

Rm
Rm

on the contour lines of the induced magnetic field 

solutions. It is seen from Figure 3 that even the 
continuity requirement is satified, there is a strong 

change on the intersection of the fluid and external 
domain boundary. Due to the Drichlet type boundary 
condition, contour lines close themselves on the exterior 
side of the external domain. Velocity contour lines are 
also compatible with the 2-D case of the considered 
MHD problem. 
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(b)                                                                                                                      (b) 

             
(d)                                                                                                                        (d)    

Figure 3. Velocity (a-b) and induced magnetic field (c-d) contour lines for different 𝑥𝑥 − 𝑦𝑦 − 𝑧𝑧 slices for 𝑅𝑅𝑅𝑅 = 10,𝑅𝑅ℎ =
1,𝑅𝑅𝑚𝑚𝑓𝑓 = 10,𝑅𝑅𝑚𝑚𝑒𝑒 = 1,𝛼𝛼 = 𝜋𝜋/2, 𝛽𝛽 = 𝜋𝜋/2. 

 
 
For the comparison, the same problem configuration 

is considered for the cubic domain in Figure 4 as defined 
above. Noticed that the behavior of the both spherical 
and cubic domains are similar to each other except the 

numerical difficulties at the corners on the induced 
magnetic field solution lying on the exterior region as 
predicted.  
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(c)                                                                                                                      (b) 

             
(e)                                                                                                                        (d)    

Figure 4. Velocity (a-b) and induced magnetic field (c-d) contour lines for different 𝑥𝑥 − 𝑦𝑦 − 𝑧𝑧 slices for 𝑅𝑅𝑅𝑅 = 10,𝑅𝑅ℎ =
1,𝑅𝑅𝑚𝑚𝑓𝑓 = 10,𝑅𝑅𝑚𝑚𝑒𝑒 = 1,𝛼𝛼 = 𝜋𝜋/2, 𝛽𝛽 = 𝜋𝜋/2. 

 
In Figure 5, we tested the effect of Neumann type 

boundary condition, effect of the high value of the 
Hartmann number and also the effect of direction of the 
applied external magnetic field ( = /2, = /4α π β π ).  It is 
seen that there is a boundary layer formation where it’s 

position is changing depending on the selected slice due 
to the value of β and the flow becomes stagnant. One 
can see that the contour lines of the induced magnetic 
field are perpendicular to the exterior boundary due to 
the effect of the Neumann type boundary condition. 
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(a)                                                                                                                      (b) 

             
(c)                                                                                                                        (d)    

Figure 5. Velocity (a-b) and induced magnetic field (c-d) contour lines for different 𝑥𝑥 − 𝑦𝑦 − 𝑧𝑧 slices for 𝑅𝑅𝑅𝑅 = 10,𝑅𝑅ℎ =
5,𝑅𝑅𝑚𝑚𝑓𝑓 = 50,𝑅𝑅𝑚𝑚𝑒𝑒 = 1,𝛼𝛼 = 𝜋𝜋/2, 𝛽𝛽 = 𝜋𝜋/4. 

 
Case 2: 
In order visualize the solid inside a fluid case, we 

selected the problem parameters as 𝑅𝑅𝑅𝑅 = 50,𝑅𝑅ℎ =
5,𝑅𝑅𝑚𝑚𝑓𝑓 = 10,𝑅𝑅𝑚𝑚𝑠𝑠 = 1,𝛼𝛼 = 𝜋𝜋/2, 𝛽𝛽 = 0. We want to 
display the effects of high values of problem parameters 

𝑅𝑅𝑅𝑅 and 𝑅𝑅ℎ 𝑅𝑅ℎ on the flow behavior. It is seen that 
contour lines of both velocity and induced magnetic field 
are parallel with direction of the externally applied 
magnetic field due to the high value of the Hartmann 
number (see Figure 6). 
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(a)                                                                                                                      (b) 

             
(c)                                                                                                                        (d)    

Figure 6. Velocity (a-b) and induced magnetic field (c-d) contour lines for different 𝑦𝑦 − 𝑧𝑧 slices for 𝑅𝑅𝑅𝑅 = 50,𝑅𝑅ℎ =
5,𝑅𝑅𝑚𝑚𝑓𝑓 = 10,𝑅𝑅𝑚𝑚𝑠𝑠 = 1,𝛼𝛼 = 𝜋𝜋/2, 𝛽𝛽 = 0. 

 
Case 3: 
Finally, let’s display the numerical solutions for the 

most general case. In Figure 7, we selected the problem 
parameters 𝑅𝑅𝑚𝑚𝑠𝑠 = 1,𝑅𝑅𝑚𝑚𝑓𝑓 = 1,𝑅𝑅𝑚𝑚𝑒𝑒 = 1 in order to 

display the smooth continuation of the contour lines of 
induced magnetic field solutions. It is also seen that the 
velocity takes it’s maximum value at the center of the 
fluid domain as expected. 
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(a)                                                                                                                      (b) 

             
(c)                                                                                                                        (d)    

Figure 7. Velocity (a-b) and induced magnetic field (c-d) contour lines for different 𝑦𝑦 − 𝑧𝑧 slices for 𝑅𝑅𝑅𝑅 = 1,𝑅𝑅ℎ =
1,𝑅𝑅𝑚𝑚𝑠𝑠 = 1,𝑅𝑅𝑚𝑚𝑓𝑓 = 1,𝑅𝑅𝑚𝑚𝑒𝑒 = 1,𝛼𝛼 = 𝜋𝜋/2, 𝛽𝛽 = 𝜋𝜋/2. 

 
Additionally, in Figure 8, we have compared the induced magnetic field solutions for different problem 

parameters. One can see that contour lines are again parallel with the direction of  0B  and flow behavior is 
compatible with the literature results [36-39]. 
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(a)                                                                                                                      (b) 

Figure 8. Induced magnetic field contour lines for the 𝑦𝑦 slice for  𝑅𝑅𝑅𝑅 = 10,𝑅𝑅ℎ = 1,𝑅𝑅𝑚𝑚𝑠𝑠 = 10,𝑅𝑅𝑚𝑚𝑓𝑓 = 100,𝑅𝑅𝑚𝑚𝑒𝑒 =
1,𝛼𝛼 = 𝜋𝜋/2, 𝛽𝛽 = 𝜋𝜋/2 (a) and for 𝑅𝑅𝑅𝑅 = 5,𝑅𝑅ℎ = 5,𝑅𝑅𝑚𝑚𝑠𝑠 = 5,𝑅𝑅𝑚𝑚𝑓𝑓 = 50,𝑅𝑅𝑚𝑚𝑒𝑒 = 1,𝛼𝛼 = 𝜋𝜋/4, 𝛽𝛽 = 𝜋𝜋/4 (b). 
 

Conclusion 
 

The SUPG typed stabilized FEM formulation of the 3-
D MHD flow problem with three different problem 
configurations which have not been considered in the 
previous literature studies are provided in this study in a 
detail way. The proposed formulations are tested on 
some benchmark problems. Obtained solutions are 
displayed in terms of figures and one can see that the 
numerical solutions are stable and agree with the 2-D 
version of the similar problems.  
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Introduction 
 

Integro-Differential Equations (IDEs) are types of 
mathematical equations that involve both derivatives 
and integrals. They arise in various fields of science and 
engineering, including physics, biology, economics, and 
finance, where systems exhibit memory or history-
dependent behavior. Unlike Ordinary Differential 
Equations (ODEs) that involve only derivatives, integro-
differential equations incorporate the influence of past 
values of the unknown function through the integration 
term. Integro-differential equations often appear in 
problems involving diffusion, propagation of waves, 
population dynamics, and control theory, among others. 
They provide a more realistic description of phenomena 
that exhibit memory effects or spatial interactions. Since 
most IDEs cannot be solved analytically, researchers have 
focused on developing numerical methods to obtain 
approximate solutions. Several authors have contributed 
to this area. For example, [1] employed the differential 
transform method, [2] used the Bernstein operational 
matrix approach, [3] applied the Chebyshev collocation 
method, [4] employed Lucas collocation method, and [5] 
introduced the reliable iterative method for Volterra-
Fredholm IDEs. In [6], Euler polynomials with the least 
squares method are used to solve IDEs. In [7], the 
Adomian decomposition method was used to solve 
Boundary Value Problems (BVPs) associated with fourth-
order IDEs. The Trapezoidal rule and the Variational 
Iteration Method (VIM) were investigated for linear IDEs 
in [8], and VIM was also employed in [9] to solve fourth-

order IDEs. For Fredholm-Volterra IDEs, various methods 
were utilized. [10] employed the projection method 
based on a Bernstein collocation approach; [11] used the 
Bernstein collocation method; [12] applied a fixed-point 
iterative algorithm; [13] utilized the Chebyshev 
polynomial approach; and [14] employed a collocation 
method based on Bernstein polynomials. In [15], a new 
numerical method was developed specifically for solving 
systems of Volterra IDEs. In [16], the Lucas polynomial is 
employed to solve nonlinear differential equations with 
variable delays. The use of third-kind Chebyshev 
polynomials for solving IDEs was examined in [17] and 
[18]. In [19], Chebyshev Computational Approach  is used 
to find the numerical solution Volterra-Fredholm integro-
differential equations. Other methods mentioned in this 
study include the Hermite collocation method [20], the 
extended minimal residual method [21], the quadrature-
difference method [22], and Adomian's decomposition 
approach [23], which were used to solve Fredholm IDEs. 
Based on the works mentioned above, this study propose 
a computational algorithm that utilizes shifted Legendre 
polynomials. This technique is inspired by previous 
research and aims to enhance the outcomes achieved by 
[18]. 

The general form of the class of problem considered 
in this work is given as: 

�𝜌𝜌𝑖𝑖(𝑤𝑤)𝜉𝜉𝑖𝑖(𝑤𝑤)
𝑛𝑛

𝑖𝑖=0

= 𝑓𝑓(𝑤𝑤) + � 𝐾𝐾(𝑤𝑤, 𝜐𝜐)𝜉𝜉(𝑣𝑣)𝑑𝑑𝑑𝑑 
𝑤𝑤

0
 (1) 
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�𝜌𝜌𝑖𝑖(𝑤𝑤)𝜉𝜉𝑖𝑖(𝑤𝑤)
𝑛𝑛

𝑖𝑖=0

= 𝑓𝑓(𝑤𝑤) + � 𝐾𝐾(𝑤𝑤, 𝜐𝜐)𝜉𝜉(𝑣𝑣)𝑑𝑑𝑑𝑑,
1

0
 (2) 

 
with the initial conditions  
 
𝜉𝜉𝑟𝑟(0) = 𝜉𝜉𝑟𝑟        𝑟𝑟 = 0,1,2,⋯𝑛𝑛 − 1. 
 
Where  𝑟𝑟th represent derivatives,  𝐾𝐾 and 𝜌𝜌𝑖𝑖(𝑤𝑤), 𝑖𝑖 =

0,1,2,⋯𝑛𝑛 with  𝜌𝜌𝑖𝑖(𝑤𝑤) ≠ 0  are known functions, 𝑓𝑓(𝑤𝑤) is 
a known function and 𝜉𝜉𝑖𝑖(𝑤𝑤)  is the 𝑖𝑖th derivatives of the 
unknown function 𝜉𝜉(𝑤𝑤) to be determined, and (1) and 
(2) are referred to as Volterra and Fredholm IDEs 
respectively. 

 
Materials and Method 

 
Definition 1: An integral equation is an equation that 

has an unknown function, 𝜉𝜉(𝑤𝑤), that appears under the 
integral sign. Standard integral equation has the 
following form: 

 
𝜉𝜉(𝑤𝑤) = 𝑓𝑓(𝑤𝑤) + 𝜆𝜆 ∫ 𝐾𝐾(𝑤𝑤, 𝑡𝑡)𝜉𝜉(𝑡𝑡)𝑑𝑑𝑑𝑑  ℎ(𝑤𝑤)

𝑔𝑔(𝑤𝑤) ,            
 
where K(w,t) is a function of two variables 𝑤𝑤 and 𝑡𝑡 

known as the kernel or the nucleus of the integral 
equation, 𝑔𝑔(𝑤𝑤) and ℎ(𝑤𝑤) are the limits of integration, 𝜆𝜆 
is a constant parameter. 

Definition 2: Legendre’s polynomial of degree n is 
denoted and defined by 

 

τ𝑛𝑛(𝑤𝑤) = ∑ (−1)𝑟𝑟 (2𝑛𝑛−2𝑟𝑟)!
2𝑛𝑛.𝑟𝑟!(𝑛𝑛−𝑟𝑟)!(𝑛𝑛−2𝑟𝑟)!

𝑤𝑤𝑛𝑛−2𝑟𝑟[𝑛𝑛2]
𝑟𝑟=0  , 

 
where   
 

�𝑛𝑛
2
� = �

𝑛𝑛
2

       𝑖𝑖𝑖𝑖  𝑛𝑛 𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
𝑛𝑛−1
2

, 𝑖𝑖𝑖𝑖 𝑛𝑛 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜.
  

 
𝑛𝑛𝑛𝑛𝑛𝑛(𝑤𝑤) = (2𝑛𝑛 − 1)𝑤𝑤𝜏𝜏𝑛𝑛−1(𝑤𝑤) − (𝑛𝑛 − 1)𝜏𝜏𝑛𝑛−2(𝑥𝑥);𝑛𝑛 ≥ 2 
, starting with 

 
𝜏𝜏0(𝑤𝑤) = 1, 𝜏𝜏1(𝑤𝑤) = 𝑤𝑤 
 
Hence, the first few of Legendre Polynomials on the 

interval [-1,1] is given below: 
 

  𝜏𝜏0(𝑤𝑤) = 1
𝜏𝜏1(𝑤𝑤) = 𝑤𝑤

𝜏𝜏2(𝑤𝑤) =
1
2

(3𝑤𝑤2 − 1)

𝜏𝜏3(𝑤𝑤) =
1
2

(5𝑤𝑤3 − 3𝑤𝑤) ⎭
⎪
⎬

⎪
⎫

 (3) 

 
The shifted equivalent of (3) that valid in [0, 1] are 

given as 
 

  𝜏𝜏∗0(𝑤𝑤) = 1
𝜏𝜏∗1(𝑥𝑥) = 2𝑤𝑤 − 1

𝜏𝜏∗2(𝑤𝑤) = 6𝑤𝑤2 − 6𝑤𝑤 + 1
𝜏𝜏∗3(𝑥𝑥) = 20𝑤𝑤3 − 30𝑤𝑤2 + 20𝑤𝑤 − 1 ⎭

⎬

⎫
 (4) 

 
Definition 3: Absolute Error: We defined absolute 

error as follows in this study: Absolute Error=|𝛕𝛕(𝑤𝑤) −
𝜏𝜏(𝑤𝑤)|;  −1 ≤ 𝑤𝑤 ≤ 1,    where 𝛕𝛕(𝑤𝑤) is the exact solution 
and 𝜏𝜏(𝑤𝑤) is the approximate solution. 

 
Proposed Method 
 
In order to find the numerical approximation to the 

general class of problem considered in this study, we 
assumed an approximate solution by means of the 
shifted Legendre polynomials in the form: 

 
(𝑤𝑤) = ∑  𝜏𝜏∗𝑟𝑟(𝑤𝑤)𝑛𝑛

𝑟𝑟=0 𝑐𝑐𝑟𝑟, (5) 
 
where,  𝑐𝑐𝑟𝑟 , 𝑟𝑟 = 0(1)𝑛𝑛   are to be found.                                                                                           

Thus, substituting Eq. (5) into Eq. (1) gives 
 

�𝜌𝜌𝑖𝑖(𝑤𝑤)�𝜏𝜏∗𝑖𝑖𝑟𝑟(𝑤𝑤)
𝑛𝑛

𝑟𝑟=0

𝑐𝑐𝑟𝑟

𝑛𝑛

𝑖𝑖=0

= 𝑓𝑓(𝑤𝑤) + � 𝑘𝑘(𝑤𝑤, 𝑣𝑣)�𝜏𝜏∗𝑟𝑟(𝜐𝜐)
𝑛𝑛

𝑟𝑟=0

𝑐𝑐𝑟𝑟𝑑𝑑𝑑𝑑 ,
𝑤𝑤

𝑎𝑎
 

(6) 

 
where 𝜏𝜏∗𝑖𝑖(𝑤𝑤)  is the 𝑖𝑖th derivative of  𝜏𝜏∗(𝑤𝑤) .                                               
 
Let  𝑝𝑝(𝑤𝑤) = ∑ 𝜌𝜌𝑖𝑖(𝑤𝑤)∑ 𝜏𝜏∗𝑖𝑖𝑟𝑟(𝑤𝑤)𝑛𝑛

𝑟𝑟=0 𝑐𝑐𝑟𝑟𝑛𝑛
𝑖𝑖=0  and  𝑞𝑞(𝑤𝑤) 

= ∫ 𝑘𝑘(𝑤𝑤, 𝑣𝑣)∑ 𝜏𝜏∗𝑟𝑟(𝜐𝜐)𝑛𝑛
𝑟𝑟=0 𝑐𝑐𝑟𝑟𝑑𝑑𝑑𝑑 𝑤𝑤

𝑎𝑎 .      
 
Thus, equation (6) becomes 

 
𝑝𝑝(𝑤𝑤) − 𝑞𝑞(𝑤𝑤) = 𝑓𝑓(𝑤𝑤) (7) 

 
The linear algebraic system of equations in (𝑛𝑛 + 1) 

unknown constants  𝑒𝑒 ,
𝑖𝑖𝑠𝑠 is obtained by collocating Eq. (7) 

at the evenly spaced point 𝑤𝑤𝑖𝑖 = 𝑎𝑎 + (𝑏𝑏−𝑎𝑎)𝑖𝑖
𝑛𝑛

 , (𝑖𝑖 = 0(1)𝑛𝑛). 
Additional equations are obtained from initial 

conditions Eq. (3), which are represented in matrix form: 
 

 

(8) 

 
where Ζ𝑖𝑖′𝑠𝑠 and Ζ𝑖𝑖∗′𝑠𝑠 are the coefficients of 𝑐𝑐𝑖𝑖𝑖𝑖    and  

Ε𝑖𝑖′𝑠𝑠 are values of 𝑓𝑓(𝑤𝑤𝑖𝑖).   The matrix inversion approach 
is then used to solve the system of equations in order to 
obtain the unknown constants. 
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(9) 

 
The required approximate solution is obtained by 

solving Eq. (9) and then substituting the unknown 
constant values into the assumed approximate solution. 

 
Numerical Examples 
Example 1 [18]: Consider the second-order Fredholm 

integro-differential equation  
 
𝜉𝜉(𝑖𝑖𝑖𝑖)(𝑤𝑤) = 𝑒𝑒𝑤𝑤 − 4

3
𝑤𝑤 + ∫ 𝑤𝑤𝑤𝑤𝑤𝑤(𝜐𝜐)𝑑𝑑𝑑𝑑 1

0   
 
Subject to the initial conditions 

 
𝜉𝜉(0) = 1, 𝜉𝜉′(0) = 2. 
 
The exact solution is 𝜉𝜉(𝑤𝑤) = 𝑤𝑤 + 𝑒𝑒𝑤𝑤   
 
By applying the aforementioned technique to 

example 1, which is solved at n = 9, we obtained the 
following constants and the necessary approximation: 

 
𝑐𝑐0 = 2.21828182923867, 𝑐𝑐1 = 1.34515451545867, 
𝑐𝑐2 = 0.139863996066064, 𝑐𝑐3 = 0.0139312558593461, 
𝑐𝑐4 = 0.000992587579099529, 𝑐𝑐5 = 0.0000550476656947328, 
𝑐𝑐6 = 0.00000249897543908013, 𝑐𝑐7 = 9.59643311863878 × 10−8, 
𝑐𝑐8 = 3.20747900718829 × 10−9, 𝑐𝑐9 = 1.18693253142732 × 10−10 

  
𝜉𝜉(𝑤𝑤) = 0.9999999999 + 1.999999998𝑤𝑤 +

0.5000000002𝑤𝑤2 + 0.1666668768𝑤𝑤3 +
0.04166493183𝑤𝑤4 + 0.008339701772𝑤𝑤5 +
0.001376126408𝑤𝑤6 + 0.0002131111947𝑤𝑤7 +
0.00001531135797𝑤𝑤8 + 0.000005770865966𝑤𝑤9  

 
Table 1. Shows comparison of the absolute errors for Example 1. 
𝒘𝒘𝒊𝒊 Absolute Error 

of our Method 
n=9 

Absolute Error 
of our Method 

n=10 

Absolute 
Error of our 

Method 
n=11 

Absolute 
Error of our 

Method 
n=15 

Absolute 
Error of our 

Method 
n=16 

Absolute 
Error of our 

Method 
n=17 

Absolute 
Error of [5] 

n=10 

0.0 1.000E-10 9.000E-10 9.000E-10 1.000E-10 9.000E-10 1.000E-10 4.79E-06 

0.2 0.000E+00 7.100E-10 7.200E-10 4.000 E+00 3.000E-10 1.000E-10 5.03E-06 

0.4 1.000E-10 1.220E-09 1.230E-09 1.100E-09 2.900E-09 1.100E-09 6.74E-06 

0.6 0.000E+00 3.000E-10 1.300E-09 1.000E-09 2.200E-09 3.100E-09 7.91E-06 

0.8 0.000E+00 1.000E-10 1.200E-09 1.000E-09 1.800E-09 1.100E-09 7.58E-06 

1.0 0.000E+00 1.000E-10 1.000E-09 1.100E-09 2.000E-10 2.100E-09 1.11E-05 

 

 

 Figure 1. Shows the graphical representation of the 
exact and approximate solutions to the Example 1. 

Example 2. [18]: Consider fourth-order Volterra 
integro- differential equation  

 
𝜉𝜉(𝑖𝑖𝑖𝑖)(𝑤𝑤) = −1 + 𝜉𝜉(𝑤𝑤) + ∫ (𝑤𝑤 − 𝜐𝜐)𝜉𝜉(𝜐𝜐)𝑑𝑑𝑑𝑑 𝑤𝑤

0   
 
Subject to the initial conditions 
𝜉𝜉(0) = −1, 𝜉𝜉′(0) = 1, 𝜉𝜉′′(0) = 1, 𝜉𝜉′′′(0) = −1.  
 
The exact solution is 𝜉𝜉(𝑤𝑤) = sin𝑤𝑤 − cos𝑤𝑤  
 
By applying the aforementioned technique to 

example 2, which is solved at n = 9, we obtained the 
following constants and the necessary approximation: 
 
𝑐𝑐0 = −0.381773289713882, 𝑐𝑐1 = 0.661692203358418, 
𝑐𝑐2 = 0.0325913563567896, 𝑐𝑐3 = −0.0111522290510834, 
𝑐𝑐4 = −0.000234317964781481, 𝑐𝑐5 = 0.0000444449128009975, 
𝑐𝑐6 = 5.93499121704253 × 10−7, 𝑐𝑐7 = −7.78764893501739 × 10−8, 
𝑐𝑐8 = −7.57650814696993 × 10−10 𝑐𝑐9 = 7.61473616036433 × 10−11 

 
𝜉𝜉(𝑤𝑤) = −1.000000001 + 𝑤𝑤 + 0.5𝑤𝑤2 −

0.166666666𝑤𝑤3 − 0.04166666964𝑤𝑤4 +
0.00833351048𝑤𝑤5 + 0.001388125394𝑤𝑤6 −
0.0001969077181𝑤𝑤7 − 0.00002641124722𝜏𝜏8 +
0.000003702284721𝑤𝑤9  
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Table 2. Shows comparison of the absolute errors for Example 2. 

𝒘𝒘𝒊𝒊 
Absolute Error 
of our Method 

n=9 

Absolute Error 
of our Method 

n=10 

Absolute 
Error of our 

Method 
n=11 

Absolute 
Error of our 

Method 
n=15 

Absolute 
Error of our 

Method 
n=16 

Absolute 
Error of our 

Method 
n=17 

Absolute 
Error of [5] 

n=10 

0.0 1.000E-09 0.000E+00 0.000E+00 0.000E+00 0.000E+00 0.000E+00 6.00E-09 

0.2 1.030E-09 1.416E-10 2.000E-10 1.870E-10 0.000E+00 3.000E-10 2.10E-09 

0.4 7.400E-10 4.070E-10 3.700E-10 3.018E-10 0.000E+00 0.000E+00 6.20E-09 

0.6 2.000E-10 5.993E-10 6.000E-10 5.548E-10 1.000E-09 9.000E-10 6.80E-09 

0.8 9.000E-10 9.746E-10 8.000E-10 7.561E-10 1.000E-09 2.000E-10 4.77E-09 

1.0 3.100E-09 1.228E-09 1.200E-09 1.244E-09 1.000E-09 1.000E-09 9.55E-07 
 

 

 Figure 2. Shows the graphical representation of the 
exact and approximate solutions to the Example 2. 

 
Example 3. [18]: Consider the following second-order 

Volterra integro- differential equation  

 
𝜉𝜉(𝑖𝑖𝑖𝑖)(𝑤𝑤) = 2 − 2𝑤𝑤 sin𝑤𝑤 − ∫ (𝑤𝑤 − 𝜐𝜐)𝜉𝜉(𝜐𝜐)𝑑𝑑𝑑𝑑 𝑤𝑤

0   
 
Subject to the initial conditions 
 
𝜉𝜉(0) = 0, 𝜉𝜉′(0) = 0. 
 
The exact solution is 𝜉𝜉(𝑤𝑤) = wsin𝑤𝑤   
 
By applying the aforementioned technique to 

example 3, which is solved at n = 9, we obtained 
following constants and the necessary approximation: 

 
𝑐𝑐0 = 0.301168679731766, 𝑐𝑐1 = 0.435959616897170, 
𝑐𝑐2 = 0.121472377673670,  𝑐𝑐3 = −0.0153164866040020, 
𝑐𝑐4 = −0.00191302106873919,  𝑐𝑐5 = 0.0000925800901348493, 
𝑐𝑐6 = 0.00000746980787237939,  𝑐𝑐7 = −2.17442225378117 × 10−7 
𝑐𝑐8 = −1.28999931101810 × 10−8  

 
𝜉𝜉(𝑤𝑤) = −1.24991699 × 10−11 − 9.910471 ×

10−11𝑤𝑤 + 𝑤𝑤2 + 3.37729139 × 10−9𝑤𝑤3 −
0.1666699038𝑤𝑤4 + 0.00001365628761𝑤𝑤5 +
0.008301749153𝑤𝑤6 + 0.0000428124374𝑤𝑤7 −
0.0002324198696𝑤𝑤8 + 0.00001475487962𝑤𝑤9  

 
Table 3. Shows comparison of the absolute errors for Example 3. 

𝒘𝒘𝒊𝒊 

Absolute Error 

of our Method 

n=9 

Absolute Error 

of our Method 

n=10 

Absolute 

Error of our 

Method 

n=11 

Absolute 

Error of our 

Method 

n=15 

Absolute 

Error of our 

Method 

n=16 

Absolute 

Error of our 

Method 

n=17 

Absolute 

Error of [5] 

n=10 

0.0 1.250E-11 2.297E-11 4.294E-11 4.761E-11 4.803E-11 6.272E-11 1.13E-10 

0.2 3.100E-10 2.000E-11 7.706E-12 3.309E-11 3.522E-11 9.268E-11 2.56E-07 

0.4 7.000E-10 1.000E-10 2.571E-10 1.003E-10 1.944E-13 1.162E-10 2.22E-07 

0.6 1.000E-09 4.000E-10 6.571E-10 0.000E+00 1.150E-10 2.513E-10 1.68E-07 

0.8 1.300E-09 5.000E-10 6.571E-10 9.654E-11 1.533E-10 2.206E-10 5.38E-07 

1.0 1.700E-09 6.000E-10 9.571E-10 2.143E-10 3.412E-10 1.952E-10 9.55E-07 
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Figure 3: Shows the graphical representation of the exact 
and approximate solutions to the Example 3. 
 

Conclusion 
This work introduced a numerical approach for 

solving linear integro-differential equations by combining 
shifted Legendre polynomials with the collocation 
method. The method was applied to three specific 
numerical examples, and the results were compared to a 
previous study [18] that used the collocation method 
with Chebyshev third-kind polynomials at n = 10. The 
table of results clearly indicates that the proposed 
technique outperformed the method employed in [18] in 
terms of performance. The errors obtained using the 
suggested method were consistently smaller than those 
reported in [18]. This demonstrates the superiority of the 
recommended approach for solving IDEs. Based on these 
findings, we strongly recommend adopting the provided 
approach when dealing with linear integro-differential 
equations. 
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Introduction 
 

Land use, chemical use, population growth, and 
distribution all have an impact on the environment. 
Sediments play a significant role in determining the level 
of contamination in aquatic systems [1]. They represent 
the history of pollution by acting as both toxin 
transporters and sinks, providing a record of watershed 
inputs into aquatic ecosystems [2, 3]. Metals are among 
the pollutants that have a substantial environmental 
impact. They accumulate in suspended particles and 
sediment instead of being eliminated from water by self-
purification, which allows them to enter the food chain 
by being eaten by higher-level species [4, 5]. They are a 
constant in aquatic environments, moving only within 
different regions of them [6]. 

Using the energy dispersive X-ray fluorescence 
technique, sediment pollution in Lake Victoria has been 
linked to anthropogenic activity [7]. Additionally, to study 
heavy metal pollution, surface sediments from the Suez 
Gulf [5], Seyhan Dam [8], Egirdir Lake [9], and and Wadi 
Al Arab Dam [4] were statistically analyzed. Dam lakes 
are essential for irrigation and the supply of drinking 
water. Karacaören Dam Lake is one of Turkey's most 
important dam lakes. Numerous investigations have 
shown that heavy metal contamination, especially in 
aquatic environments, has been present on a global scale 
for more than ten years. What makes this dam notable is 

the lack of a scientific assessment of the level of 
pollution. 

Marine habitat contamination is still a serious 
ecological issue on a global scale. The two primary 
sources of pollution are man-made and natural sources. 
The main causes of natural pollution are wave action, 
glacier erosion, ore-bearing rocks, metals released from 
sediments by chemical reactions, wind-blown dust, 
forest fires, chemical leaching of bedrock, water drainage 
basins, runoff from banks, and small amounts of 
vegetation. The primary sources of anthropogenic 
emissions include mining operations, industrial waste 
disposal, fossil fuel consumption in automobiles, and the 
smelting and refining of metals [10-14]. Anthropogenic 
sources, particularly those near coastal sediment, have a 
considerable impact on the metal's production [15]. As a 
result, sediments in marine environments can teach 
aquatic systems about heavy metal pollutants. 

The pollution of heavy metals has a big impact on 
how contaminated aquatic systems are. It is generally 
known that sediments play a crucial role in the entry of 
heavy metals into the marine ecosystem [16, 17]. 
Sediment is therefore essential in determining the extent 
of heavy metal contamination in the marine environment 
[18, 19]. 

Using Karacaören-I Dam Lake as a case study, an 
investigation of a small-scale rainbow trout farm 

http://xxx.cumhuriyet.edu.tr/
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(Oncorhynchus mykiss Walbaum, 1792) in Turkey's 
inland waters was done [20]. Trace metals in sediment 
and water, as well as their bioaccumulation, were 
studied in samples of carp (Cyprinus carpio L., 1758) 
obtained from the Karacaoren (I) Dam Lake in Turkey 
[21]. The fatty acid makeup of the muscle lipids of five 
fish species from Turkey's Işıklı and Karacaören Dam 
Lakes was examined [22].  Checking for the presence of 
heavy metals and metal levels in five distinct fish species 
from Işkl Dam Lake and Karacaören Dam Lake in Turkey 
[23]. For Turkey's Pikeperch (Sander lucioperca Linnaeus, 
1758), changes in the population structure of 
Karacaoren-I Dam Lake were examined [24]. The 
mortality ratio and stock of the vimba (Vimba vimba 
tenella (Nordmann, 1840)) species in Karacaoren I Dam 
Lake were investigated (Burdur-Turkey) [25]. An analysis 
of the biological traits, chemical make-up, and meat yield 
of the Vimbra (Vimba vimba tenella (Nordmann, 1840)) 
population in the Karacaören I Dam Lake was conducted 
[26, 27]. The importance of the lake is increased by the 
desire to use it as a water source, but there is a lack of 
evidence that the lake is polluted, which has attracted 
attention. This investigation is important for revealing 
the pollution in sediments. 

Recent years have seen a rise in the significance of 
technological research in preventing environmental 
contamination. Our concern for the environment has 
sparked the development of technologies like electric 
cars and renewable energy sources. Despite how 
important these developments are, there is still the 
problem of identifying and remediating environmental 
harm. This study is essential for determining the area's 
risk of environmental pollution and for providing 
information for further research. 

 
Materials and Methods 

 
Sample Locations 
Despite the fact that the Karacaören II Dam Lake was 

initially built to meet the needs for irrigation and energy, 
it is thought to be used today for drinking water. When 
the area is geologically analyzed, it is known that it 
contains minerals like copper, lead, and zinc, according 
to statistics from the MTA agency. Along with these 
contaminants, cage fishing is reportedly practiced in a 
number of towns, parks, highways, and man-made 
structures. In order to evaluate the entire lake using the 
study's findings, twelve sampling stations were chosen. 
The road, the agricultural area, the residential area, etc. 
were all taken into account when choosing the points, as 
well as the fact that the intervals were almost equal. 
Coordinates are given based on the features. The 
coordinates and maps for these twelve locations are 
shown in the graphic below. Samples will be available for 
four seasons. The locations shown in Figure 1 were the 
sites where the sediment samples were collected in May, 
August, November, and February. 

 
Figure 1. Sampling points of the study area by using 
google earth   
 
Sediment Samples 
At the locations shown in Table 1, sediment samples 

were taken from the fish farms in the lake in May, 
August, November, and February. 

 
Table 1 Coordinates for the current sediment specimens 
Sample Station Latitude Longitude 

1 37°20'17.18"K 30°48'38.43"D 
2 37°19'57.47"K 30°48'46.08"D 
3 37°19'35.50"K 30°48'53.95"D 
4 37°19'7.07"K 30°48'51.59"D 
5 37°18'46.29"K 30°48'51.91"D 
6 37°18'22.71"K 30°48'42.59"D 
7 37°17'57.85"K 30°48'51.89"D 
8 37°18'14.49"K 30°49'2.37"D 
9 37°18'40.79"K 30°49'8.82"D 

10 37°18'33.76"K 30°49'31.32"D 
11 37°18'33.76"K 30°49'31.32"D 
12 37°19'59.69"K 30°49'20.32"D 

 
Samples will be collected during all four seasons. 

Using a "Van Ween grap," samples were taken from the 
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lake's bottom. The lengthy sampling process was caused 
by the old settlements (trees, ruins of homes, etc.) in the 
reservoir. On occasion, samples were taken by 
approaching the edges. For elemental and radioactivity 
analyses, enough sediment samples were gathered, 
placed in clean bags, and delivered to the lab. 

 
Sample Preparation for Sediment 
The sediment samples were dried for 96 hours at 105 

Celsius in the oven after being put in plastic containers 
and brought to the laboratory environment (4 seasons x 
12 stations) [28]. To reduce the effect of particle size that 
could result in measurement errors, these dry materials 
were ground in the grinding mill, powdered in agate, and 
then passed through a 37-mm sieve. It can be seen that 
by doing this, the EDXRF readings' margin of error is 
decreased. Powdered sediment samples were placed in 
plastic bags with a code that indicated their approximate 
weight of 20 g for EDXRF studies. 200 g of samples were 
placed into plastic-lidded containers, whose mouths 
were then tightly sealed in order to measure 
radioactivity. After that, the samples were given some 
time to balance. Samples were kept in a cold 
environment in the lab prior to the measurement 
process. 

 
Energy Dispersive X-ray Fluorescence 

Measurement System  
An energy dispersive X-ray fluorescence spectrometer 

(EDXRF) is typically used to evaluate distinct X-rays and 
scattering photons produced by photon-matter 
interaction quantitatively and qualitatively. The elements 
themselves are calculated by calculating the energy of 
the X-rays that were collected from the sample that was 
being studied, and the amount of the elements is 
calculated by counting the incoming rays. As a result of 
its quickness and sensitivity, simplicity of use, and lack of 
material damage, it is essential in technological and 
scientific research. In order to calculate the 
concentrations of heavy metals (in the Na-U element 
range), this method analyzes samples in all forms, 
including solid (mineral, metal, polymer), liquid (water, 
oil, petroleum products), thin film, and pressed powder. 
It allows us to analyze it. 

 
Calculations 
Restrictions on detection based on the effectiveness 

of the device as measured by net measurement time; 
 

𝐷𝐷𝐷𝐷 =
3𝐶𝐶
𝑁𝑁𝑝𝑝

�𝑁𝑁𝑏𝑏
𝑡𝑡

                                            (1) 

                                                                                  
The acronyms in the equation stand for detection 

limit (DL), concentration (C), net peak count (NPC), 
background count rate (BCR), and time (t) in that order 
[28].Based on measurement time, Table 2 shows 
detection limits. 

 

Table 2 Limits on detection dependent on time 
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2,36 1,10 0,93 0,39 0,43 0,47 0,52 0,20 0,34 0,98 1,37 

 

The comparison with the sediment reference material 
(NRCMESS-3) used to assess the measurement accuracy 
of the EDXRF system is shown in Table 3. 

 

Table 3 Results of a certified reference material sediment 
(NRCMESS-3) concentration 

Element NRCMESS-3  
(parts per million) 

Measured  
(parts per million) 

Calcium %1,47±0,06 %1,54 
Chromium 105±4 108 
Manganese 324±12 316 

Iron %4,34±0,11 %4,40 
Nickel 46,9±2,2 45,1 

Copper 33,9±1,6 35,4 
Zinc 159±8 157 

Arsenic 21,2±1,1 21,4 
Strontium 129±11 130 

Lead 21,1±0,7 19,2 
 

Calculation of the geo-accumulation index (I 
Geo) of sediment samples 

The geo-accumulation index (Igeo) will be used to 
assess the level of metal contamination in sediment 
samples. The formula for the geo-accumulation index is 
as follows: 
 

𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔 = log2 �
𝐶𝐶𝑛𝑛

1.5 ∗ 𝐵𝐵𝑛𝑛
�   (2) 

 

The background matrix adjustment factor resulting 
from lithogenic effects is 1.5, where Cn = the 
concentration of n heavy metals in the residue, Bn = the 
mean geochemical background value of element n, and 
[29]. Table 4 presents the evaluation criteria in light of 
the collected data. 

 

Table 4 Geo-accumulation Classification [30] 
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Description 

≤0 0 No contamination. 
0-1 1 No contamination to minimal 

contamination. 
1-2 2 The contamination level is average. 
2-3 3 There is a mild to severe level of 

contamination. 
3-4 4 There is significant contamination. 
4-5 5 There is moderately to extremely 

moderate contamination. 
5< 6 There is too much contamination. 
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Enhancement factor 
It is a method for evaluating metal pollution caused by 

pollutants in working environments as well as pollution 
caused by people. In particular, Al and Fe components are 
used in the normalizing operations. The enrichment factor 
can be calculated using the formula below [31]; 
 

EF =  
X Fe (Sediment)⁄

X/Fe (Earth Crust)  (3) 
 

The amount of metal in the sediment is represented by X. 
Fe (sediment) is the metal with the highest concentration in 
the investigated sediment. The earth's crust contains a lot of 
Fe [32]. The evaluation criteria are shown in Table 5 along 
with the EF results. 

 

Table 5 Enhancement Factor [33] 
Enhancement factor Description 

≤1 No enhancement. 
3-5 Minimum enhancement. 

5-10 Average enhancement. 
10-25 From average to severe 

enhancement. 
25-50 Severe enhancement. 
>50 Very severe enhancement. 

 
 

Statistical Calculation 
The dry weight values were used to calculate the metal 

content of the sediment samples, and the results were given 
as parts per million. These grouped data were fed into the 
Statistical Package for the Social Sciences Environment. We 
examined the connections between the elements themselves 
as well as the connections between the position and the 
elements. All statistical analyses were performed in a 
computer environment using the Statistical Package for the 
Social Sciences application. 

 
Results and Discussion 

 
Metal Values in Sediment Samples 
The results of the study showed that lead, aluminum, 

chromium, manganese, iron, nickel, copper, zinc, arsenic, and 
other elements were present in the sediment samples. The 
seasonal variations in the samples are shown in Tables 6–9. 

 
 
 
 
 

Table 6: Metal concentrations (parts per million) of sediment samples for the period of May 
Station 

No Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 156430 1845 1334,6 702,28 32890 213,88 46,58 72,94 6,84 2,86 14,08 
2 153293 1788 817,92 685,21 27437 134,19 45,15 55,46 6,98 Not detected 11,03 
3 179057 1398 507,89 569,36 34563 221,92 45,11 45,24 4,06 1,01 10,04 
4 154954 2324 527,61 641,52 29667 166,16 43,98 56,41 8,89 1,26 11,73 
5 130850 3250 547,32 713,68 24770 110,39 42,85 67,57 13,7 1,51 13,42 
6 182377 Not detected 449,74 711,80 36633 244,03 39,99 100,7 3,89 1,78 11,81 
7 186940 Not detected 566,71 742,15 39663 285,72 42,35 76,36 4,52 2,38 11,40 
8 191503 Not detected 683,67 772,50 42693 327,40 44,72 52,00 5,15 2,98 10,98 
9 195070 Not detected 648,71 786,48 42023 325,30 49,00 57,78 5,24 Not detected 13,54 

10 188220 Not detected 630,40 867,24 40553 273,72 38,00 51,33 7,08 Not detected 11,53 
11 125866 10160 164,21 981,90 13700 Not detected 26,78 39,29 2,99 Not detected 9,471 
12 186203 1298 537,30 841,16 38937 269,22 41,86 53,29 3,67 Not detected 13,52 

Minimum 125866 1298 164,21 569,36 13700 110,39 26,78 39,29 2,99 1,01 9,47 
Maximum 195070 10160 1334,60 981,90 42693 327,40 49,00 100,70 13,70 2,98 14,08 
Average 169230 3152 618,01 751,27 33627 233,81 42,20 60,70 6,08 1,97 11,88 

 
Table 7: Metal concentrations (parts per million) of sediment samples for the period of August 

Station No Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 
1 152855 1906 593,91 620,36 32485 226,95 38,35 41,70 5,29 0,93 11,87 
2 171600 ND 572,99 707,81 39360 292,94 95,56 55,62 3,73 Not detected 14,99 
3 146415 1936 699,62 666,02 34175 247,61 45,41 44,62 6,37 0,85 12,02 
4 128095 4385 598,37 981,81 33530 232,05 78,18 63,31 9,24 2,49 13,51 
5 153950 5960 614,41 679,01 34750 228,54 48,51 60,30 3,17 Not detected 16,60 
6 170960 4125 839,07 698,92 37360 268,74 47,86 56,29 3,62 Not detected 14,67 
7 187970 2290 1063,7 718,82 39970 308,94 47,20 52,29 4,06 Not detected 12,75 
8 167810 Not detected 672,94 680,98 34630 235,45 37,75 43,08 5,50 Not detected 12,02 
9 145020 1683 969,87 836,21 33660 219,00 35,14 42,60 5,51 Not detected 11,60 

10 153615 4960 808,65 681,40 32570 249,49 40,11 63,05 4,00 Not detected 13,83 
11 141300 6895 1144,3 664,12 26530 162,70 32,33 52,66 5,19 Not detected 12,39 
12 166590 5065 677,34 665,94 32250 244,19 45,67 64,70 3,94 Not detected 11,76 

Minimum 128095 1683 572,99 620,36 26530 162,70 32,33 41,70 3,17 0,85 11,60 
Maximum 187970 6895 1144,3 981,81 39970 308,94 95,56 64,70 9,24 2,49 16,60 
Average 157182 3921 771,26 716,78 34273 243,05 49,34 53,35 4,97 1,42 13,17 
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Table 8: Metal concentrations (parts per million) of sediment samples for the period of November 
Station No Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 172255 2960 639,01 880,63 40665 340,40 51,93 78,04 8,07 Not detected 12,87 
2 180655 Not detected 599,82 744,48 41600 292,12 45,94 55,16 5,67 1,44 13,27 
3 167545 1585 687,03 668,42 32900 211,07 38,75 40,62 5,73 0,51 12,18 
4 175165 1562 966,14 790,36 39695 246,11 48,34 71,08 9,05 0,73 17,58 
5 151355 2485 478,91 797,07 38215 214,87 59,62 58,70 10,9 3,18 15,21 
6 162615 1899 480,19 740,17 36350 202,89 51,50 53,97 9,64 Not detected 12,45 
7 179405 2595 615,94 707,72 34085 218,47 42,89 75,06 5,16 Not detected 10,45 
8 193630 Not detected 535,56 697,48 38560 272,59 42,13 51,27 4,35 1,73 12,28 
9 195085 1552 597,33 711,69 42450 305,28 57,45 64,63 5,52 Not detected 16,83 

10 180155 Not detected 653,37 694,72 33185 233,08 35,74 44,22 4,71 Not detected 10,50 
11 169960 Not detected 555,49 852,37 37970 234,71 36,94 43,96 7,16 0,91 11,79 
12 187065 Not detected 650,47 790,29 44315 350,99 53,74 57,56 3,50 Not detected 14,14 

Minimum 151335 1552 478,91 668,42 32900 202,89 35,74 40,62 3,50 0,51 10,45 
Maximum 195085 2960 966,14 880,63 44315 350,99 59,62 78,04 10,9 3,18 17,58 
Average 176241 2091 621,61 756,82 38333 260,22 47,08 57,86 6,62 1,42 13,3 

 

Table 9: Metal concentrations (parts per million) of sediment samples for the period of February 
Station  

No 
Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 192420 2830 528,89 587,37 35665 287,91 42,93 58,59 3,24 Not detected 13,19 
2 196875 Not detected 539,73 636,98 39030 273,00 48,41 66,93 4,67 Not detected 12,28 
3 215460 Not detected 480,33 635,14 39920 270,05 49,05 57,83 5,16 1,10 10,89 
4 138420 Not detected 916,31 690,71 37265 234,86 49,75 55,25 5,95 Not detected 19,74 
5 93690 4195 631,61 790,77 23495 164,27 44,67 36,76 10,1 Not detected 7,99 
6 175375 Not detected 603,35 796,63 45165 308,35 46,67 55,03 11,3 1,62 14,54 
7 192540 1649 542,87 724,94 39380 268,71 44,77 64,36 4,71 Not detected 11,13 
8 197945 1072 463,07 650,38 41480 292,53 53,64 63,64 3,96 Not detected 11,45 
9 188075 Not detected 510,90 684,50 40150 282,53 43,06 53,75 4,75 Not detected 12,02 

10 170310 Not detected 769,30 710,55 33220 229,18 39,72 47,59 4,78 Not detected 10,69 
11 194330 1566 869,26 1076,6 50230 337,19 72,41 81,30 5,94 Not detected 19,33 
12 129720 1612 479,27 318,78 26840 105,6 25,57 43,78 4,33 Not detected 10,01 

Minimum 93690 1072 463,07 318,78 23495 105,60 25,57 36,76 3,24 1,10 7,99 
Maximum 215460 4195 916,31 1076,6 50230 337,19 72,41 57,06 11,3 1,62 19,74 
Average 173763 2154 611,24 691,95 37653 254,52 46,72 77,90 5,74 1,36 12,77 

 
The concentration of heavy metals in the sea and lake 

bottoms has risen over time as a result of the rocks going 
through processes like fragmentation, transit, 
sedimentation, and human activity. Metals in water-
soluble forms precipitate and amass in the sediment, 
especially in wide areas where rivers meet lakes and 
seas. Heavy metal accumulation is more pronounced. 
The results of the study showed that lead, aluminum, 
chromium, manganese, iron, nickel, copper, zinc, arsenic, 
and other elements were present in the sediment 
samples. Based on the average values of the samples, the 
concentration changes of the element’s chromium, 
nickel, copper, zinc, arsenic, and lead are depicted in 
figures 2–8. Chromium, nickel, copper, zinc, and other 
changes are depicted in figures 2 through 8. Based on the 
average values of the samples, the concentration 
changes of the element’s chromium, nickel, copper, zinc, 
arsenic, and lead are depicted in figures 2–8. Based on 
the average values of the samples, Figures 2–8 depict 
changes in the concentrations of the element’s 
chromium, nickel, copper, zinc, arsenic, and lead as well 
as changes in accordance with the global "freshwater 
sediment quality" standards (Table 10). 

 
 

Table 10: Freshwater sediment quality criteria 
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Arsenic 4,1 5,9 7,6 17 23 
Chrome 25 37 57 90 120 
Copper 22 36 63 200 700 

Lead 25 35 52 91 150 
Mercury 0,094 0,17 0,25 0,49 0,87 

Nickel Not 
detected 

Not 
detected 

47 Not 
detected 

Not 
detected 

Zinc 80 120 170 310 770 
* Environment Canada and Ministère du Développement durable, de 
l’Environnement et des Parcs du Québec. 2007, “Criteria for the Asse 
ssment of Sediment Quality in Quebec and Application Frameworks: 
Prevention, Dredging and Remediation” 39 p 
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Figure 2. Seasonal variation of copper concentration 

versus sampling points of the study area 
 

 
Figure 3. Seasonal variation of zinc concentration versus 

sampling points of the study area 
 

 
Figure 4. Seasonal variation of lead concentration versus 

sampling points of the study area 
 

 
Figure 5. Seasonal variation of arsenic concentration 

versus sampling points of the study area 
 

 
Figure 6. Seasonal variation of nickel concentration 

versus sampling points of the study area 
 

 
Figure 7. Seasonal variation of chrome concentration 

versus sampling points of the study area 
 

 
Figure 8. Seasonal variation of mercury concentration 

versus sampling points of the study area 
 
Aluminum: During the month of February, the 

aluminum value was measured at 93690-215460 parts 
per million (minimum-maximum). At each station, the 
aluminum value was calculated as follows: 125866-
195070 (minimum-maximum) parts per million in May, 
128095 (minimum-maximum) parts per million in August, 
and 151335-195085 (minimum-maximum) parts per 
million in November. The average values of the eras were 
found to be high (80000 parts per million) when 
compared to the average abundance value of Karuskopf 
[33] in the earth's crust. 

 Sulphur: Sulphur values were detected in May at 
stations 6, 7, 8, 9, and 10 because they were below the 
detection thresholds. The min-max range during this 
time was measured to be 1298-10160 parts per million. 
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In August, it was undetectable at stations 2 and 8. The 
change range is between 1683 and 6895 parts per 
million. In November, it was undetectable at stations 
2,8,10,11, and 12. The min-max range for this time 
period was 1552-2960 parts per million. At stations 
2,3,4,6,9, and 10 in February, it was undetectable. The 
fluctuation range is 107-4195 parts per million.  2400 
parts per million is the average abundance value in the 
crust of the planet. 

Chromium: The element chromium has been 
detected at all times and locations. The change occurred 
between 164.21 and 1334.60 parts per million 
(minimum-maximum) when all time periods were 
considered. It has been noted that when the 
international standards for freshwater sediment quality 
are taken into account, the chromium element's effect 
level is above the diffuse effect threshold [33] defined 
the sediment range as 41-125 parts per million. 

Iron: Taking into account all four seasons, iron 
concentrations ranged from 13700 to 50230 parts per 
million. Iron concentrations were also found in other 
lakes, according to studies (Table 21). In most instances, 
the concentration values are comparable. Our values on 
average were less abundant than the average abundance 
in the earth's crust, which was estimated by [32] to be 
47200 parts per million. 

Nickel: The nickel element's change range in our 
investigation is between 105.6 and 350.99 parts per 
million. When the international standards for the quality 
of freshwater sediment are taken into account, it has 
been noted that the nickel element's effect level is higher 
than the transient effect level. 

Copper: Copper was discovered throughout the 
sampling's locations and times. Between 25.57 and 95.56 
parts per million, there can be a change. The effect level 
of the copper element was found to be above the 

temporary effect level at stations 2 and 4 in the period of 
November and at station no. 11 in the period of 
February, while other values were below this, according 
to the international standards for freshwater sediment 
quality. 

Zinc: The zinc element fluctuated between 36.76 and 
100.70 parts per million at all times and locations. For 
the month of May, all concentrations' effect levels—with 
the exception of station 6—are below the level for 
uncommon effects. 

Arsenic: The arsenic element in the investigation had 
a concentration range (minimum-maximum) of 2.99-
13.70 parts per million. The influence level of the 
element Arsenic is transient while taking into account the 
periods of May, August, and November at station 4, May, 
November, and February periods at station 5, November, 
and February periods at station 6, and November at 
station 1. The other numbers, which are above the OEL, 
have been seen to be below this level. 

Mercury: Mercury was discovered at stations 1, 3, 4, 
8, 2, 3, and 5 in May, at stations 1, 3, 4, and 8 in August, 
and at stations 11 and 3.6 in November. The 
concentration range is 0.51 to 3.18 parts per million 
(minimum-maximum). For the month of November, all 
readings were found to be higher than the widespread 
effect level, with the exception of stations 3 and 4. 

Lead: All epochs and points contained lead. The 
concentration range (min-max) in the study covered a 
range of 7.99 to 19.74 parts per million. The sediment 
range [34]'s investigation was determined to be 3 parts 
per million. The Pb element's rare-effect level has been 
found to be below the international standard for 
freshwater sediment quality. 

Figure 9. illustrates the counter maps of the elements 
in the sediment samples according to latitude and 
longitude that were created by averaging the periods. 
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Figure 9. Spatial distribution of metal contents for sediment matrices 
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Table 11. lists studies that various researchers in our 
nation have conducted in dam lakes. When the papers 
are analyzed, it becomes clear that atomic absorption 
spectroscopy and inductively coupled plasma type 
spectroscopy procedures were used for the 
examinations. Regional geological variances have 
resulted in differences in elemental concentration. 

Sulphur, Nickel, Copper, Arsenic, and Mercury elements 
were also found in our analysis, which is also consistent 
with the findings of earlier sediment analyses in the 
study area. The elements were found to have varied 
concentrations as a consequence of the use of several 
spectroscopic techniques. 

 
Table 11. Various studies on dam lakes in our country  
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Atatürk 
Dama 

- - - 73,6-514,07 12587-
19265 

43,69-
139,69 

14,57-
22,7 

59,14-
60,79 

- - - 

Seyhan Damb - - 118,95 803,63 39350 - 19,80 39,09 - - - 
Karacaören II 

Damc 
3,314-1068 - 41-125 305-558 7430-

14680 
- - 19-330 - - 3 

Avşar Damd -  14,48 - 25268 29,99 29,98 - - - 2.44 
Enne Dame - - 59,08 626,40 34030 136,82 27,84 272,00 - - 88,96 

Porsuk Dame - - 78,40 642,80 36550 159,12 26,08 656,40 - - 90,00 
Gökçekaya 

Damf 
  421  16918 153 165 312,56 42,98 - 121.24 

In current 
work 

(minimum-
maximum) 

93690-
215460 

1072-
10160 

164,21-
1334,60 

318,78-
1076,6 

13700-
50230 

105,60-
350,99 

25,57-
95,56 

36,76-
100,70 

2,99-
13,70 

0,51-3,18 7,99-
19,74 

a [34], b [35], c [36], d [37], e [38], f [39] 
 
Values for the sediment geo-accumulation index (Igeo) 
Tables 12–15 display the calculated and given values of the geo-accumulation index for all time periods, which is 

used to evaluate metal contamination in sediment samples. 
 

Table 12. Sediment geoaccumulation index values for the period of May 
Station  

No 
Aluminium Sulphu

r 
Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 0,38 -0,96 3,31 -0,86 -1,11 1,07 -0,54 -0,97 -1,5 2,25 -
1,09 

2 0,35 -1,01 2,60 -0,90 -1,37 0,40 -0,58 -1,36 -1,48 - -
1,44 

3 0,58 -1,36 1,91 -1,16 -1,03 1,12 -0,58 -1,66 -2,26 0,74 -
1,58 

4 0,37 -0,63 1,97 -0,99 -1,25 0,70 -0,62 -1,34 -1,13 1,07 -
1,36 

5 0,12 -0,15 2,02 -0,84 -1,52 0,11 -0,66 -1,08 -0,51 1,33 -
1,16 

6 0,60 - 1,74 -0,84 -0,95 1,26 -0,76 -0,50 -2,32 1,57 -
1,34 

7 0,64 - 2,07 -0,78 -0,84 1,49 -0,67 -0,90 -2,19 1,99 -
1,40 

8 0,67 - 2,34 -0,72 -0,73 1,68 -0,59 -1,45 -1,92 2,31 -
1,45 

9 0,70 - 2,26 -0,70 -0,75 1,67 -0,46 -1,30 -1,90 - -
1,15 

10 0,65 - 2,22 -0,56 -0,80 1,42 -0,83 -1,47 -1,46 - -
1,38 

11 0,07 1,50 0,28 -0,38 -2,37 - -1,33 -1,86 -2,71 - -
1,66 

12 0,63 -1,47 1,99 -0,60 -0,86 1,40 -0,69 -1,42 -2,41 - -
1,15 
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Table 13. Sediment geoaccumulation index values for the period of August 
Station  

No 
Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 0,35 -0,92 2,14 -1,04 -1,12 1,15 -0,82 -1,77 -1,88 0,63 -1,34 

2 0,52 - 2,09 -0,85 -0,85 1,52 0,50 -1,36 -2,38 - -1,00 

3 0,29 -0,89 2,38 -0,94 -1,0 1,28 -0,57 -1,68 -1,61 0,51 -1,35 

4 0,09 0,28 2,15 -0,38 -1,08 1,19 0,21 0,01 -1,08 2,05 -1,15 

5 0,36 0,73 2,19 -0,91 -1,03 1,16 -0,48 -1,24 -2,62 - -0,85 

6 0,51 0,20 2,64 -0,87 -0,92 1,40 -0,50 -1,34 -2,43 - -1,03 

7 0,65 -0,65 2,98 -0,83 -0,82 1,60 -0,52 -1,45 -2,26 - -1,23 

8 0,48 - 2,32 -0,90 -1,03 1,21 -0,84 -1,73 -1,82 - -1,32 

9 0,27 -1,10 2,84 -0,61 -1,07 1,10 -0,94 -1,74 -1,82 - -1,37 

10 0,36 0,46 2,58 -0,90 -1,12 1,29 -0,75 -1,18 -2,28 - -1,12 

11 0,24 0,94 3,08 -0,94 -1,42 0,67 -1,06 -1,44 -1,91 - -1,28 

12 0,47 0,49 2,33 -0,94 -1,13 1,26 -0,56 -1,14 -2,31 - -1,35 

 
 
Table 14. Sediment geoaccumulation index values for the period of November 

Station  
No 

Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 0,52 -0,28 2,24 -0,53 -0,80 1,74 -0,38 -0,87 -1,27 - -1,22 

2 0,59 - 2,15 -0,78 -0,77 1,52 -0,56 -1,37 -1,78 1,26 -1,18 

3 0,48 -1,18 2,35 -0,93 -1,11 1,05 -0,80 -1,81 -1,77 -0,23 -1,30 

4 0,55 -1,20 2,84 -0,69 -0,83 1,27 -0,48 -1,00 -1,11 0,28 -0,77 

5 0,33 -0,53 1,83 -0,68 -0,89 1,07 -0,18 -1,28 -0,84 2,41 -0,98 

6 0,44 -0,92 1,83 -0,78 -0,96 0,99 -0,39 -1,40 -1,02 - -1,27 

7 0,58 -0,47 2,19 -0,85 -1,05 1,10 -0,65 -0,92 -1,92 - -1,52 

8 0,69 - 1,99 -0,87 -0,88 1,42 -0,68 -1,47 -2,16 1,53 -1,29 

9 0,70 -1,21 2,15 -0,84 -0,74 1,58 -0,23 -1,14 -1,82 - -0,83 

10 0,59 - 2,27 -0,88 -1,09 1,19 -0,92 -1,69 -2,05 - -1,51 

11 0,50 - 2,04 -0,58 -0,90 1,20 -0,87 -1,70 -1,45 0,60 -1,35 

12 0,64 - 2,27 -0,69 -0,68 1,78 -0,33 -1,31 -2,48 - -1,09 

 
 
Table 15. Sediment geoaccumulation index values for the period of February 

Station  
No 

Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 0,68 -0,35 1,97 -1,12 -0,99 1,50 -0,65 -1,28 -2,59 - -1,19 

2 0,71 - 2,00 -1,00 -0,86 1,42 -0,48 -1,09 -2,06 - -1,29 

3 0,84 - 1,83 -1,01 -0,83 1,40 -0,46 -1,30 -1,92 0,87 -1,46 

4 0,21 - 2,76 -0,88 -0,93 1,20 -0,44 -1,37 -1,71 - -0,60 

5 0,36 0,22 2,23 -0,69 -1,59 0,69 -0,60 -1,95 -0,95 - -1,91 

6 0,55 - 2,16 -0,68 -0,65 1,60 -0,53 -1,37 -0,79 1,43 -1,04 

7 0,68 -1,13 2,01 -0,81 -0,85 1,40 -0,59 -1,15 -2,05 - -1,43 

8 0,72 -1,75 1,78 -0,97 -0,77 1,52 -0,33 -1,16 -2,30 - -1,39 

9 0,65 - 1,92 -0,90 -0,82 1,47 -0,65 -1,41 -2,04 - -1,32 

10 0,51 - 2,51 -0,84 -1,09 1,17 -0,77 -1,58 -2,03 - -1,49 

11 0,70 -1,20 2,69 -0,24 -0,50 1,72 0,10 1,22 -1,71 - -0,63 

12 0,11 -1,16 1,83 -2,00 -1,40 0,05 -1,40 -1,70 -2,17 - -1,58 
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When the standards listed in Table 6 are applied to 
the sediment sample geo-accumulation indices 
computed (Tables 12–15), The coordinates number 11 
for the month of May show average pollution for the 
elements aluminum and nickel, no contamination for the 
element chromium, moderate pollution for the element 
chromium, and severe pollution for the element 
mercury. As can be seen from the data for the August 
timeframe, aluminum and sulfur pollution are between 
no pollution and normal pollution, whereas chromium 
pollution is between average-severe pollution and severe 
pollution. Nickel pollution falls between no pollution and 
average pollution, whereas mercury pollution falls 
between no pollution and moderate-severe pollution. 
When the standards listed in Table 6 are applied to the 
sediment sample geo-accumulation indices computed 
(Tables 12–15), The coordinates number 11 for the 
month of May show average pollution for the element’s 

aluminum and nickel, no contamination for the element 
chromium, moderate pollution for the element 
chromium, and severe pollution for the element 
mercury. As can be seen from the data for the August 
timeframe, aluminum and sulfur pollution are between 
no pollution and normal pollution, whereas chromium 
pollution is between average-severe pollution and severe 
pollution. Nickel pollution falls between no pollution and 
average pollution, whereas mercury pollution falls 
between no pollution and moderate-severe pollution. 

 
Values for the sediment enrichment factor 
The values for the enrichment factors that will be 

used in the evaluation of metal pollution caused by 
contaminants in the lake as well as pollution brought on 
by human activity are shown in the tables below (Tables 
16–19). 

 
Table 16. Enrichment factor values for sediment samples from May 

Station  
No 

Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 2,78 0,42 3,45 0,38 0,36 1,75 0,45 0,23 0,21 1,22 0,31 

2 2,57 - 2,97 0,39 0,39 2,01 0,99 0,27 0,13 - 0,35 

3 2,53 0,44 4,25 0,43 0,40 1,99 0,55 0,26 0,27 1,17 0,33 

4 2,25 1,14 4,15 0,72 0,44 2,13 1,09 0,94 0,44 3,89 0,42 

5 2,61 1,29 3,55 0,42 0,38 1,75 0,56 0,33 0,13 - 0,43 

6 2,70 0,80 4,36 0,38 0,37 1,85 0,50 0,28 0,13 - 0,34 

7 2,77 0,41 5,03 0,36 0,36 1,93 0,45 0,23 0,13 - 0,27 

8 2,86 - 3,56 0,38 0,35 1,65 0,40 0,22 0,20 - 0,29 

9 2,54 0,39 5,94 0,54 0,39 1,78 0,43 0,25 0,23 - 0,32 

10 2,78 1,08 4,68 0,42 0,36 1,91 0,46 0,35 0,16 - 0,36 

11 3,14 1,63 7,20 0,44 0,32 1,35 0,41 0,31 0,23 - 0,35 

12 3,05 1,01 3,61 0,38 0,33 1,72 0,49 0,33 0,15 - 0,28 

 
Table 17. Enrichment factor values for sediment samples from November 

Station  
No 

Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 2,81 0,39 7,58 0,42 0,36 1,61 0,53 0,39 0,27 3,66 0,36 

2 3,30 0,39 4,74 0,42 0,30 1,03 0,52 0,30 0,28 - 0,29 

3 3,06 0,26 2,52 0,30 0,33 1,46 0,45 0,21 0,14 1,12 0,22 

4 3,08 0,50 3,03 0,39 0,32 1,26 0,50 0,31 0,35 1,62 0,30 

5 3,12 0,83 3,72 0,51 0,32 0,99 0,58 0,43 0,65 2,30 0,41 

6 2,94 - 2,19 0,37 0,34 1,57 0,39 0,47 0,13 1,96 0,26 

7 2,78 - 2,69 0,37 0,36 1,80 0,40 0,34 0,15 2,55 0,24 

8 2,65 - 3,17 0,38 0,38 2,01 0,42 0,23 0,17 3,12 0,23 

9 2,74 - 2,96 0,38 0,37 1,96 0,45 0,25 0,16 - 0,28 

10 2,74 - 2,98 0,43 0,37 1,71 0,36 0,23 0,23 - 0,25 

11 5,42 2,69 1,16 0,73 0,18 - 0,38 0,26 0,15 - 0,30 

12 2,82 0,23 2,56 0,43 0,35 1,70 0,40 0,24 0,12 - 0,29 
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Table 18. Enrichment factor values for sediment samples from August 
Station  

No 
Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 3,18 0,49 2,44 0,29 0,31 1,76 0,40 0,26 0,10 - 0,27 

2 2,98 - 2,44 0,30 0,34 1,63 0,44 0,29 0,15 - 0,25 

3 3,18 - 1,98 0,28 0,31 1,47 0,40 0,23 0,15 1,02 0,20 

4 2,19 - 5,88 0,47 0,46 2,00 0,64 0,34 0,26 - 0,57 

5 2,35 1,49 5,99 0,79 0,43 2,06 0,85 0,33 0,66 - 0,34 

6 2,29 - 3,06 0,43 0,44 2,07 0,47 0,26 0,40 1,85 0,33 

7 2,88 0,29 2,51 0,35 0,35 1,64 0,41 0,28 0,15 - 0,23 

8 2,82 0,18 2,08 0,31 0,36 1,74 0,48 0,27 0,12 - 0,23 

9 2,76 - 2,41 0,34 0,36 1,77 0,41 0,24 0,16 - 0,26 

10 3,02 - 4,02 0,39 0,33 1,58 0,41 0,24 0,17 - 0,25 

11 2,28 0,27 3,98 0,52 0,44 2,04 0,66 1,44 0,19 - 0,40 

12 2,85 0,41 3,28 0,23 0,35 0,96 0,35 0,28 0,21 - 0,31 
 

Table 19: Enrichment factor values for sediment samples from February 
Station  

No 
Aluminum Sulphur Chromium Manganese Iron Nickel Copper Zinc Arsenic Mercury Lead 

1 2,50 0,57 3,30 0,48 0,40 2,32 0,54 0,38 0,29 - 0,30 

2 2,56 - 2,95 0,39 0,39 1,90 0,45 0,26 0,19 1,59 0,29 

3 3,00 0,32 3,64 0,38 0,33 1,48 0,41 0,20 0,21 0,61 0,29 

4 2,60 0,30 4,90 0,42 0,38 1,65 0,49 0,34 0,32 0,83 0,40 

5 2,34 0,55 2,81 0,50 0,43 1,67 0,70 0,33 0,44 4,20 0,40 

6 2,64 0,39 2,62 0,43 0,38 1,47 0,56 0,28 0,36 - 0,31 

7 3,11 0,48 3,05 0,37 0,32 1,43 0,43 0,35 0,18 - 0,23 

8 2,96 - 2,46 0,34 0,34 1,66 0,39 0,22 0,14 1,79 0,25 

9 2,71 0,27 2,72 0,34 0,37 1,84 0,52 0,28 0,17 - 0,35 

10 3,20 - 3,22 0,36 0,31 1,52 0,35 0,21 0,16 - 0,23 

11 2,64 - 2,91 0,47 0,38 1,62 0,39 0,22 0,26 1,07 0,28 

12 2,49 - 3,09 0,40 0,40 2,21 0,51 0,26 0,12 - 0,30 

 
The calculated enrichment factor for the sediment 

sample is shown in Tables 16 through 19. The enrichment 
factor index was assessed using the criteria shown in 
Table 7. When the enrichment factor values for the May 
period are examined, the elements sulfur, manganese, 
iron, copper, zinc, arsenic, and lead exhibit no signs of 
human enrichment (with the exception of coordinate 
number 11). However, there are only very slight to 
moderate enrichments in the aluminum and chromium 
elements. Elements sulfur and nickel only show minor 
enrichments for coordinate no. 11, whereas mercury 
elements show modest to medium enrichments. August 
saw no enrichment of manganese, iron, copper, zinc, 
arsenic, or lead elements. There were also small and 
average enrichments for nickel, no enrichment for the 
element mercury, small and average-severe enrichments 
for chromium, small and average-severe enrichments for 
chromium, small and average enrichments for aluminum, 
and no enrichment for sulfur. The enrichment factor 
values for the November timeframe show no enrichment 
in the elements sulfur, manganese, iron, copper, zinc, 
arsenic, and lead. The elements aluminum and chromium 

showed small and average enrichments, medium 
enrichments in the element nickel, no enrichment in the 
element mercury, and minor enrichments in the other 
elements. There were also small and average 
enrichments for nickel, no enrichment for the element 
mercury, small and average-severe enrichments for 
chromium, small and average-severe enrichments for 
chromium, small and average enrichments for aluminum, 
and no enrichment for sulfur. The enrichment factor 
values for the November timeframe show no enrichment 
in the elements sulfur, manganese, iron, copper, zinc, 
arsenic, and lead. The elements aluminum and chromium 
showed small and average enrichments, medium 
enrichments in the element nickel, no enrichment in the 
element mercury, and minor enrichments in the other 
elements. 

 
Statistics for the Sediment Sample 
Tables 20-23 show the seasonal correlation 

coefficients between the position and water sample 
components. 
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Table 20: May period correlation coefficients between sediment sample’s location and elements 
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Location 1            
Aluminum -,511 1           
Sulphur ,721 -,964* 1          
Chromium -,859 -,002 -,264 1         
Manganese ,022 -,871 ,709 ,493 1        
Iron -,772 ,941 -,997** ,337 -,653 1       
Nickel -,831 ,903 -,985* ,429 -,575 ,995** 1      
Copper -,993** ,609 -,798 ,792 -,141 ,842 ,891 1     
Zinc -,236 -,715 ,503 ,701 ,966* -,436 -,344 ,119 1    
Arsenic ,683 -,977* ,999** -,212 ,745 -,992** -,974* -,765 ,548 1   
Mercury -,733 -,211 -,057 ,978* ,664 ,133 ,231 ,647 ,834 -,004 1  
Lead -,205 -,737 ,530 ,678 ,974* -,464 -,373 ,088 1,000** ,574 ,816 1 

 
Table 21. August period correlation coefficients between sediment samples location and elements 
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Location 1            
Aluminum -,511 1           
Sulphur ,721 -,964* 1          
Chromium -,859 -,002 -,264 1         
Manganese ,022 -,871 ,709 ,493 1        
Iron -,772 ,941 -,997** ,337 -,653 1       
Nickel -,831 ,903 -,985* ,429 -,575 ,995** 1      
Copper -,993** ,609 -,798 ,792 -,141 ,842 ,891 1     
Zinc -,236 -,715 ,503 ,701 ,966* -,436 -,344 ,119 1    
Arsenic ,683 -,977* ,999** -,212 ,745 -,992** -,974* -,765 ,548 1   
Mercury -,733 -,211 -,057 ,978* ,664 ,133 ,231 ,647 ,834 -,004 1  
Lead -,205 -,737 ,530 ,678 ,974* -,464 -,373 ,088 1,000** ,574 ,816 1 

 
 
Table 22: November period correlation coefficients between sediment sample’s location and elements 
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Location 1            
Aluminum -,666 1           
Sulphur ,855 -,956 1          
Chromium -,426 ,959 -,833 1         
Manganese ,888 -,249 ,521 ,038 1        
Iron ,744 ,004 ,289 ,288 ,968 1       
Nickel ,099 ,677 -,432 ,858 ,545 ,739 1      
Copper ,999* -,700 ,878 -,467 ,866 ,712 ,052 1     
Zinc ,590 ,210 ,086 ,479 ,895 ,979 ,862 ,552 1    
Arsenic ,987 -,536 ,760 -,273 ,951 ,842 ,259 ,978 ,713 1   
Mercury ,901 -,924 ,995 -,776 ,601 ,380 -,343 ,920 ,181 ,818 1  
Lead ,077 ,693 -,451 ,869 ,527 ,724 1,000** ,031 ,850 ,238 -,364 1 
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Table 23: February period correlation coefficients between sediment sample’s location and elements 
 

Lo
ca

tio
n 

Al
um

in
um

 

Su
lp

hu
r 

Ch
ro

m
iu

m
 

M
an

ga
ne

se
 

Iro
n 

N
ic

ke
l 

Co
pp

er
 

Zi
nc

 

Ar
se

ni
c 

M
er

cu
ry

 

Le
ad

 

Location 1            
Aluminum -,160 1           
Sulphur -,612 -,683 1          
Chromium ,149 -,276 ,115 1         
Manganese ,073 ,156 ,094 ,596* 1        
Iron ,034 ,759** -,647 ,186 ,581* 1       
Nickel -,222 ,786** -,348 ,120 ,631* ,910** 1      
Copper -,057 ,404 -,191 ,466 ,850** ,744** ,749** 1     
Zinc ,350 ,271 -,311 ,493 ,703* ,612* ,480 ,793** 1    
Arsenic -,053 -,472 ,718 ,235 ,430 -,035 -,040 ,114 -,022 1   
Mercury - - - - - - - - - - -  
Lead -,016 ,179 -,425 ,717** ,492 ,647* ,510 ,629* ,610* ,032 1,000** 1 

 
To assist with seasonal reviews, tables were used. The 

Pearson correlation analysis for the month of May 
reveals a negative correlation between aluminum, 
chrome, iron, nickel, copper, zinc, mercury, and lead, but 
a positive correlation between sulfur, manganese, and 
arsenic. Only the correlation between the location and 
the copper element, however, is significant (p 0.05). 
When the relationships between the elements are 
examined, the element aluminum has a significant and 
adverse relationship with the elements sulfur and 
arsenic, while the element sulfur has an adverse 
relationship with the element’s aluminum and iron and a 
significant and favorable relationship with the element 
arsenic. To assist with seasonal reviews, tables were 
used. The Pearson correlation analysis for the month of 
May reveals a negative correlation between aluminum, 
chrome, iron, nickel, copper, zinc, mercury, and lead, but 
a positive correlation between sulfur, manganese, and 
arsenic. Only the correlation between the location and 
the copper element, however, is significant (p 0.05). 
When the relationships between the elements are 
examined, the element aluminum has a significant and 
adverse relationship with the elements sulfur and 
arsenic, while the element sulfur has an adverse 
relationship with the element’s aluminum and iron and a 
significant and favorable relationship with the element 
arsenic. 

Looking at the correlation between position and 
elements in August, aluminum has a positive association 
with sulfur, chromium, and mercury, but a negative 
association with manganese, iron, nickel, copper, zinc, 
arsenic, and lead. However, only the chromium element 
exhibits a significant interaction (p 0.05). Significant 
positive correlations exist between aluminum and iron, 
nickel, and copper, while significant negative correlations 
exist with arsenic. The element sulfur only has a positive 
and significant association with mercury. No other 
element interacts with chromium in a significant way. 
The elements manganese and zinc have a positive and 
strong relationship. Nickel and aluminum both show a 
strong and positive association with iron. Looking at the 

correlation between position and elements in August, 
aluminum has a positive association with sulfur, 
chromium, and mercury, but a negative association with 
manganese, iron, nickel, copper, zinc, arsenic, and lead. 
However, only the chromium element exhibits a 
significant interaction (p 0.05). Significant positive 
correlations exist between aluminum and iron, nickel, 
and copper, while significant negative correlations exist 
with arsenic. The element sulfur only has a positive and 
significant association with mercury. No other element 
interacts with chromium in a significant way. The 
elements manganese and zinc have a positive and strong 
relationship. Nickel and aluminum both show a strong 
and positive association with iron. 

Position and the Aluminum and Chromium elements 
exhibit a negative association when the data for the 
month of November are reviewed, whereas the other 
elements exhibit a positive relationship. Only the Copper 
element, though, has a discernible relationship with 
position. Only the elements Copper and lead displayed a 
positive and substantial connection when the 
relationships between the elements were studied. 

According to the Pearson analysis for a year, there is 
a negative relationship between position and aluminum, 
sulfur, nickel, copper, arsenic, and lead, while a positive 
relationship exists between position and chromium, 
manganese, iron, zinc, and mercury. It only interacts with 
Mercury significantly. While the aluminum element has a 
positive and significant relationship with the elements 
iron and nickel, the sulfur element has no significant 
connections with any other elements. The elements 
manganese, mercury, and lead show a positive and 
strong association with the element chromium. There is a 
strong and positive correlation between mercury, iron, 
nickel, copper, zinc, and chromium. The elements iron 
and aluminum, manganese, nickel, copper, zinc, mercury, 
and lead all exhibit positive and significant correlations. 
While manganese, iron, copper, zinc, mercury, and lead 
are significantly and positively correlated with copper, 
aluminum, manganese, copper, and mercury are 
positively and significantly correlated with nickel. While 
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the zinc element exhibits positive and significant 
correlations with manganese, iron, copper, mercury, and 
lead, while the arsenic element only shows a positive and 
significant correlation with mercury, mercury shows 
positive and significant correlations with all of the other 
elements and a negative correlation with aluminum. The 
association of lead with chromium, iron, copper, and 
mercury is positive and significant. 

 
Conclusion 

Element analysis was performed on sediment 
samples collected seasonally from Karacaören II Dam 
Lake. The sediment sample metal analysis revealed the 
presence of the element’s aluminum, sulfur, chromium, 
manganese, iron, nickel, copper, zinc, arsenic, mercury, 
and lead when the data were evaluated. It has been 
compared to research done in our country in various 
lakes using different spectroscopic techniques. According 
to the international "sediment quality assessment" 
criteria, Chromium and Mercury were found to be above 
the common effect level, Lead and Zinc were found to be 
below the rare effect level, Arsenic and Copper were 
found to be close to the temporary effect level, and 
Nickel was found to be above the temporary effect level. 
The enrichment factor and the geo-accumulation index 
were calculated for pollution indicator metrics in the 
sediments. Despite the absence of significant human 
enrichment in these elements, it has been discovered 
that aluminum, chromium, mercury, nickel, and zinc 
elements have a minor enrichment. The chromium 
element has contamination that ranges from average to 
severe compared to other elements. It is thought that 
communities and agricultural lands are the primary 
sources of pollution, particularly at the sites where the 
concentration of arsenic in the sediment samples is high. 
The density of chromium and nickel levels in the area is 
thought to be a result of the geological structure of the 
area, particularly mining activity. Overall, it is believed 
that the study's findings offer preliminary insight into 
how water is used for drinking in the province of Antalya. 
Before using any water, it is important to carefully 
consider the circumstances of the activities occurring in 
and around the lake. It's critical to assess the Isparta 
Stream's pollution levels before they enter the lake. After 
deciding to use the water, efforts should be made to 
raise awareness among locals in the villages close by to 
persuade them to keep all household waste and 
potential pollutants, particularly agricultural runoff, away 
from the lake. The condition of the farms operating in 
the lake should also be evaluated by the accredited 
institutions. All spectroscopic studies on water that use 
chemicals will be thoroughly cleaned before use. 
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The Copper-64 radioisotope, whose academic research continues on diagnostic and therapeutic use, was 
examined in this study. 64Cu radioisotope is unique among other Cu isotopes for medical usage due to its low 
positron energy, appropriate half-life, and short tissue penetration. In cases where experimental data are 
missing, cross-section calculations can be used, and the existence of the cross-section data may provide 
various advantages in managing time, cost, and efficiency. In this context, investigated detailed cross-section 
calculations of the 64Cu isotope. To this end, cross-sections acquired from various calculation codes were 
compared with the literature, and alternative production routes were investigated. Using the nuclear reaction 
codes TALYS and EMPIRE, cross-section data of the 64Cu isotope were obtained from the 64Ni(p,n)64Cu, 
65Cu(p,n+p)64Cu, 68Zn(p,n+α)64Cu, 65Cu(n,2n)64Cu, 64Ni(d,2n)64Cu, and 63Cu(d,p)64Cu reactions with the 
equilibrium and pre-equilibrium models. The results were compared with the available literature data from the 
EXFOR database. 
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Introduction 
 

Radioisotopes are a fascinating and powerful aspect 
of modern science. These isotopes, which are unstable 
and emit radiation, have revolutionized industries 
ranging from medicine to agriculture. Their unique 
properties enable them to be used in various 
applications, such as cancer treatment and food 
preservation, making radioisotopes an essential part of 
our daily lives. One of the most significant applications of 
radioisotopes is in medical imaging and cancer 
treatment. Radioisotopes release radiation that can kill 
cancer cells, while imaging techniques use radioactive 
tracers to pinpoint the origin and extent of the disease. 
Today, the research and cost-effective production of 
medical radioisotopes are considerable in terms of easy 
access and the development of cancer treatments. For 
this purpose, the Copper-64 radioisotope, on which 
academic research continues for diagnostic and 
therapeutic purposes, was examined in this study [1, 2]. 
The element Copper (Cu) exists at 1.4–2.1 mg/kg in the 
human body, and it is significant because it is the third 
most abundant metal after Iron and Zinc [3]. Cu-64 is one 
of the Cu isotopes, with a half-life of 12.7 hours 
(β+(19%), β−(40%), EC (41%)), and gamma-ray energies 
of 511 (35%) and 1346 (0.6%) keV, respectively [1]. It is 
unique among Cu isotopes for medical use due to its low 
positron energy (650 keV endpoint), appropriate half-life, 
and short tissue penetration [4]. Thanks to these features 
and the absence of significant additional radioactive 
decay, it allows image acquisition from modern Positron 
Emission Tomography (PET) scanners with an accuracy of 

a few millimeters. 64Cu is a cyclotron-produced 
radionuclide used for diagnosis and/or therapeutic 
(immuno-PET and hypoxia imaging) purposes [2]. At the 
same time, several articles were published in which 64Cu 
was used as a radiotracer targeting neuroendocrine, 
prostate, and hypoxic tumors in cancer imaging [5-9]. It 
was emphasized that it was a new era-opening 
radioisotope in PET imaging [3]. In addition to the 
advantages mentioned, the only disadvantage is that, 
due to the low branching rate, it needs to be applied in 
more significant amounts than other commonly used 18F 
and 11C radioisotopes to obtain the same quality image in 
the same tissue. There are several methods for 
producing 64Cu in the literature, but the 64Ni(p,n) reaction 
is the most commonly used. In this production route, 
incoming proton energies of 11–14 MeV are hit against 
an enriched 64Ni target, and the production cross-
sections are highest at 11 MeV (max. 600 millibarns) [1]. 
This production process is also compatible with the low-
energy cyclotrons commonly used to produce 18F and 11C. 
As mentioned earlier, radioisotopes are generally made 
this way, but the low natural abundance 64Ni is a 
drawback, making the material expensive [2]. 

In cases where experimental data are missing, cross-
section calculations can be used, which provides more 
advantages in terms of time and cost. Many studies 
contribute to the literature with cross-section 
calculations [10-12]. In this context, detailed cross-
section calculations of the 64Cu isotope, which has many 
uses in the medical field due to the advantages listed 
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above, were investigated. Therefore, different 
production routes were searched, and cross-sections 
derived from several calculation programs were 
compared with the experimental data of the reactions 
[13-16]. The production cross-section of the 64Cu with 
the 64Ni(p,n)64Cu, 65Cu(p,n+p)64Cu, 68Zn(p,n+α)64Cu, 
65Cu(n,2n)64Cu, 64Ni(d,2n)64Cu, and 63Cu(d,p)64Cu 
reactions were examined by using the equilibrium and 
pre-equilibrium models of nuclear reaction codes of 
TALYS 1.95 [17] and EMPIRE 3.2 [18]. In addition, 
calculation results and experimental data from the 
EXFOR [19] data library were compared. Calculations 
were done using the relative variance analysis method 
[20]  to find the most compatible model with the 
experimental data. Finally, the results were compared 
with the most commonly used routes in IAEA 
(International Atomic Energy Agency) Radioisotopes and 
Radiopharmaceuticals Reports [1, 2]. 
 
Materials and Methods 

 
The cross-section means the probability that a 

reaction occurs. It may not be possible to take 
measurements of some short half-lived nuclei. In such 
cases where the experimental data is insufficient or 
difficult to obtain, incomplete data can be completed 
using the results obtained by utilizing nuclear reaction 
codes. It is also advantageous in terms of time, effort, 
and cost. Many calculation programs are available to 
receive the cross-section data of various reactions; TALYS 
and EMPIRE, used in this study, are two of them. Various 
nuclear reaction programs are used in many studies in 
the literature, where more experimental data are needed 
to determine suitable calculation methods [21-30].  

TALYS 1.95 is an open-source, free nuclear reaction 
analysis and prediction software. The TALYS nuclear 
reaction code has two related purposes. First, it is a 
nuclear physics tool to analyze nuclear reaction 
experiments. The second is to use it as a nuclear data 
tool by adjusting the reaction models and parameters 
when no measurements are available. In 2019, TALYS 
version 1.95 was released. It analyzes and estimates 

nuclear reactions with target's masses 12 and heavier 
neutron, proton, deuteron, triton, 3He, and alpha-
particle-induced within the 0.001–1000 MeV energy 
interval [17]. 

For this study, another program used to calculate the 
cross-section is EMPIRE 3.2. EMPIRE is a computer 
program comprising various nuclear models and nuclear 
reaction calculation codes designed to calculate the 
energies and particles over a wide range of energy. 
Deuterons, photons, nucleons, helions (3He), tritons, 
alpha-particles, and light or heavy ions can be selected as 
projectiles. The possible energy range extends to several 
hundred MeV for the chosen particles [18]. 

A nuclear reaction mechanism depends on the energy 
of the incoming particle. Therefore, compound nuclear 
processes predominate in reactions in which incoming 
particles have energies below 10 MeV. The Hauser-
Feshbach theory studies nuclear reactions resulting in 
the composite nucleus's decay into discrete and 
continuous states. In this study, equilibrium calculations 
have been acquired using the Hauser-Feshbach model. 
The following equation, which is the most basic version 
of the Hauser-Feshbach formula: denotes the cross-
section of the compound nuclear reaction, where the 
input channel is represented by 𝑎𝑎, and the exit channel is 
β, with no spin and no angular momentum [31-32]. 
 

 (1) 
 

Pre-equilibrium calculations were made using the 
Two-Component Exciton Model, which is highly effective 
at explaining the high-energy section of the energy 
spectrum in reactions involving protons, neutrons, and 
alpha particles with energies between 10 and 60 MeV. 
However, these models accurately anticipate the emitted 
particles' angular distributions. In the equation below, 
the pre-equilibrium cross-section of a particle 𝑘𝑘 with 
emission energy 𝐸𝐸𝑘𝑘, the mean lifetime 𝜏𝜏 of the exciton 
state, the compound nuclear cross-section 𝜎𝜎, and the 
emission rate 𝑊𝑊𝑘𝑘 are shown [33-34]. 

 
 

 (2) 

 
 
 

The most similar model with the experimental data 
was determined using relative variance analysis. 
Equation 1 shows that the model with the slightest 
difference between the experimental data and the data 
obtained from the cross-section calculations is the best 
model that can be selected [20]. 
 

 (3) 

Results and Discussion 
 
The production cross-sections of the 64Ni(p,n)64Cu, 

65Cu(p,n+p)64Cu, 68Zn(p,n+α)64Cu, 65Cu(n,2n)64Cu, 
64Ni(d,2n)64Cu and 63Cu(d,p)64Cu reactions were 
investigated up to 60 MeV using TALYS 1.95 and EMPIRE 
3.2 nuclear reaction codes with equilibrium and pre-
equilibrium models. Moreover, graphical representations 
of the results are shown in Figs. 1-6. The Two-
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Component Exciton model represented the pre-
equilibrium state of the TALYS 1.95 program and the 
equilibrium state by the Hauser-Feshbach model. 
Similarly, the EMPIRE 3.2 program employed the Hauser-
Feshbach model for the equilibrium state and the Exciton 
Model for the pre-equilibrium state. The relative 
variance analysis method was utilized to identify the 
most appropriate reaction and model for producing the 
64Cu after comparing the calculated results with the 
experimental data from the EXFOR data library. Table 1 
shows the results of the relative variance analysis. 
Furthermore, optimal production energy intervals are 
shown in Table 2. 

The experimental data for the 64Ni(p,n)64Cu reaction 
and the graph of the data obtained from the calculations 
are shown in Figure 1; experimental data, which is 
indicated by dots, compared with the calculation results 
(lines) from the studies of Rebeles et al. [35], Avila-
Rodriguez et al. [36], Tanaka et al. [37] and Guzhovskij et 
al. [38]. The pre-equilibrium models of the EMPIRE and 
TALYS programs for this reaction follow similar features 
to the experimental data. Still, the TALYS 1.95 Two-
Component Exciton model fits better with the 
experimental data. In addition, according to the analysis 
results, as indicated in Table 1, the model most 
compatible with the experimental data is the TALYS Two-
Component Exciton Model. The optimum production 
energy range of the reaction is shown in Table 2 and is 
8→13 MeV. 

Figure 2 depicts the data of the 65Cu(p,n+p)64Cu  
reaction with a two-channel output. Experimental data of 
the mentioned reaction were taken from the relevant 
study [39] from the EXFOR database [19]. The graph 
shows that after 20 MeV proton energy, the TALYS Two-
Component Exciton model is in almost perfect 
agreement with the experimental data. As can be seen 
from Table 1, the TALYS Two-Component Exciton model 
is very close to the experimental data. The optimum 

production energy range of the reaction is 19→24 MeV, 
as shown in Table 2.  

Figure 3 shows another two-output channel reaction 
through the 68Zn(p,n+α)64Cu. Experimental data was 
obtained from the study of Hilgers et al. [40].  Again, it is 
seen that no model could fit the experimental data up to 
15 MeV of proton energy. However, after this energy 
value, it can be said that the Two-Component Exciton 
Model is more compatible with the experimental data 
than the other models, and the relative variance analysis 
also supports this result. This reaction's optimum 
production energy range is 21→26 MeV (Table 2). 

Figure 4 shows the production cross-section of the 
65Cu(n,2n)64Cu reaction, which is used to generate 64Cu 
radioisotopes with the contributions of Mannhart's [41] 
and Paulsen's [42] studies.  EMPIRE Hauser-Feshbach and 
the EMPIRE Exciton models are consistent with 
experimental data up to a 14 MeV neutron incident 
energy value. According to the results of the 
mathematical analysis, the EMPIRE Exciton model 
appeared to be the closest model to the experimental 
data. Therefore, this graph's optimum production energy 
range is 12→19 MeV. 

The results of reaction 64Ni(d,2n)64Cu studied by 
Daraban et al. and Hermanne et al. [43, 44] were found 
in a similar feature to the theoretical model results. 
However, the pre-equilibrium models gave results closer 
to the experimental data. According to the calculation 
results in Table 1, the EMPIRE Exciton model gave the 
results most proximate to the experimental data. As 
mentioned above, the optimum production energy range 
of the reaction is 12→16 MeV. 

The 63Cu(d,p)64Cu reaction is examined in Figure 6. 
The EMPIRE Exciton model in the graph perfectly agrees 
with the experimental data [45, 46]. The optimum 
generation energy range is 6→9 MeV. According to the 
calculation results, the EMPIRE Exciton model for the 
reaction in question gave the closest result to the 
experimental data. 

 

 
Figure 1. Cross-sections calculations of the 64Ni(p,n)64Cu reaction 
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Figure 2. Cross-sections calculations of the 65Cu(p,n+p)64Cu reaction 

 

 
Figure 3. Cross-sections calculations of the 68Zn(p,n+α)64Cu reaction 

 

 
Figure 4. Cross-sections calculations of the 65Cu(n,2n)64Cu reaction 
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Figure 5. Cross-sections calculations of the 64Ni(d,2n)64Cu reaction 
 

 
Figure 6. Cross-sections calculations of the 63Cu(d,p)64Cu reaction 
  
 
Table 1. Relative variance analysis of 64Cu production 

cross–section calculations 
 

Reactions 
TALYS Two-
Component 

Exciton 

TALYS 
Hauser-

Feshbach 

EMPIRE 
Exciton 

EMPIRE 
Hauser-

Feshbach 
64Ni(p,n)64Cu 0.5982 0.6039 0.6173 0.6171 

65Cu(p,n+p)64Cu 0.0527 0.6492 0.3759 0.5807 
68Zn(p,n+α)64Cu 0.8430 1.2297 4.8293 6.3229 
65Cu(n,2n)64Cu 0.1116 0.1441 0.0650 0.0664 
64Ni(d,2n)64Cu 0.0772 0.1716 0.0677 0.4702 
63Cu(d,p)64Cu 0.7788 0.8832 0.3760 0.7472 

 
 

Table 2. Optimum energy of 64Cu production 

Radioisotope Production Reaction Optimum Energy 
Interval (MeV) 

64Cu 64Ni(p,n)64Cu 8→13 
64Cu 65Cu(p,n+p)64Cu 19→24 
64Cu 68Zn(p,n+α)64Cu 21→26 
64Cu 65Cu(n,2n)64Cu  12→19 
64Cu 64Ni(d,2n)64Cu 12→16 
64Cu 63Cu(d,p)64Cu 6→9 
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Conclusion 
 
In this study, to contribute to the development of the 

64Cu radioisotope production routes, the production 
cross-sections of the 64Ni(p,n)64Cu, 65Cu(p,n+p)64Cu, 
68Zn(p,n+α)64Cu, 65Cu(n,2n)64Cu, 64Ni(d,2n)64Cu and 
63Cu(d,p)64Cu reactions have been examined up to 60 
MeV via equilibrium and pre-equilibrium models with 
TALYS 1.95 and EMPIRE 3.2 nuclear reaction codes in 
where the graphical representations of the outcomes are 
given in Figs. 1-6. Two-Component Exciton Model was 
used in the TALYS 1.95 program for the pre-equilibrium 
state, while the Hauser-Feshbach model was used for the 
equilibrium state. Similarly, in EMPIRE 3.2 program, 
Exciton Model was used for the pre-equilibrium state, 
while the Hauser-Feshbach model was used for the 
equilibrium state. Calculated results have competed with 
experimental data taken from the EXFOR data library. 

Considering the reactions examined in this study, the 
cross-section calculation results obtained with the pre-
equilibrium models rather than the equilibrium models 
are compatible with the experimental data. On the other 
hand, the Hauser-Feshbach models describing the 
equilibrium state disagreed with the experimental 
results, except for Figures 4–5. 
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Breast cancer is the most common type of cancer in women. Today, the radiotherapy method is widely 
preferred to treat cancer patients where proton therapy is a radiotherapy method used to destroy cancerous 
cells using proton beams with unique characteristics. Photon therapy, on the other hand, is a classical 
radiotherapy method that treats cancerous cells by targeting ionizing radiation. In our study, a tumor was 
placed in the left breast in a water phantom with the help of the Geant4 simulation program and geometry 
with critical organs was modeled. With this simulation, the doses received by the organs were interpreted and 
comparisons were made using the chi-square method as the two different source beams, proton and photon 
deployed. When the percentile values in the dose table are normalized for 1 Gy, the test statistic obtained as 
0.467, and the H0 hypothesis is rejected at the 𝛼𝛼 = 0.975 Statistically, we measured the significant differences 
between proton and photon dose values for tumors and other organs by Geant4 simulations.  
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Introduction 
 

Recently, cancer has taken place on the top among 
health problems all around the world. It is seen that 
breast cancer is one of the cancer types that affect the 
health of women in many countries. The increase of 
cancer cases has led to a rise in the variety of diagnoses 
and treatments of cancer therefore radiotherapy is the 
most important factor for breast cancer. [1] Breast 
cancer radiotherapy aims to protect by giving a minimum 
dose to healthy tissues while creating a homogeneous 
dose distribution in the target volume [2] In photon 
radiotherapy, while the rays are moving through the 
living tissue, they are scattered by Compton scattering 
and when they reach the cancerous area, leaving most of 
their energy on the healthy tissue means that they have 
destroyed the healthy tissues. In proton radiotherapy, 
higher doses can be given to the cancerous area in a 
controlled manner and minimal damage to the healthy 
tissue can be achieved. Therefore, the use of protons in 
therapy has come to the fore. The large masses of the 
protons reduce the scattering in the tissue, so it focuses 
on the tumor without scattering too much and the 
healthy tissue is not damaged too much. Protons with 
energies in the range of 70-250 MeV are used in proton 
therapy. [3] Geant4-based GATE, a Monte-Carlo 
simulation software, is being developed by CERN, which 
has extensive physics resources and is a package 
program that can provide researchers with ease of 
analysis. It has been developed in many scientific fields 
such as modern physics, nuclear physics, radiation 
physics, nuclear physics. [4] It is important to make the 

necessary planning to leave the maximum of the 
radiation energy on the tumor and to give minimum 
damage to the surrounding healthy tissues, which is the 
most important factor in radiotherapy using the GATE 
program. [5]  

The outline of the article is as follows: We will 
describe anthropomorphic phantom simulation in the 
next section using the GATE software. We will talk about 
algorithms and dose values obtained with GATE 
software. In the result part, the Pearson Chi-Square 
method has been used for analysis study of dozen data 
and tumor that has been obtained with a software of 
GATE. In the last part, we will explain the interpretation 
and result of our study. 

 
Materials and Methods 

 
Anthropomorphic Phantom Preparation with 

GATE v.9.8 
The name Geant is formed by combining the words 

"Geometry and Tracking. It is a C++ program-based code 
library developed by CERN, which has an extensive 
physics library containing tools that can simulate the 
passage of all kinds of particles through matter and their 
interaction. [6] It is through macros that we can shape 
the simulation. In the GATE program, operations such as 
visualization, applying geometry, identification of 
physical variable, random number, simulation running 
hours , or number of participles are created by writing 
specific codes in Macro files. [7] 
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Geometry definition is the first step in defining 
simulation. World geometry, which we have determined 
as 2.1 m in X, Y, and Z coordinates, is created in the 
Cartesian coordinate system. Phantom data,  created by 
Medical Internal Radiation Dose Committee, is utilized to 
simulate human body anatomy and determine the dose 
absorbed by animals. Whereas Human phantom, 1.70 m 
tall and 70 kg weight, indicates 20 or 30 years old adult, 
female phantom data has been utilized. [8] Using the 
phantom data created by MIRD, organs such as left and 
right breasts, tumor, heart, brachial plexus, skull, brain, 
thyroid, lungs, pancreas, stomach, and liver were 
defined. An adult woman with cancer of the left breast 
was created in our phantom. The tissues selection is 
defined as gate/…./setTissue according to the user. In 
GATE simulation, the physics list was designed as 
hadronic processes and was added to the physics list by 
defining it in the format /gate/physics/addPhysicList. 
Source designation can be defined in the format 
/gate/source/addSource. Proton and photon rays were 
determined as the source type. Afterward, the results of 
the information recorded by the actors which are added 
to the skin are filed. 

 

 
Figure 1. A view from the phantom we made in GATE  

 

 
Figure 2. Representation of organs in the phantom 

prepared in GATE 
 
Dispersed Dose Conversion Coefficient 
In the simulation, the source was selected as a proton 

and photon particle with energy of 250 MeV and 
irradiation was performed by pencil beam scanning 
method (PBS). We examined the dose distribution of the 
tumor and non-target organs that we placed in the left 
breast as a result of the interactions in the GATE 
simulation, with the conversion coefficient values. The 
dose delivered to non-targeted normal organs or tissues 
is referred to as the “dispersed dose”.  

The conversion coefficient was expressed in equation 
1: 

 
F = 𝐷𝐷𝐷𝐷

𝐷𝐷𝐷𝐷
 (1) 

 
where F was the dispersed dose conversion 

coefficient, Dd and Dt were the doses delivered to non-
targeted tissues and the targeted tissue, respectively. 
[12] Using table 2 data, the target dose value (Dt) was 
determined separately for the proton and as the non-
target organ(s) dose value (Dd). 

Table 1. Conversion coefficient values obtained for tumors and other organs 
Proton (F) Foton (F) 

Left Breast 0.220 Left Breast 0.163 
Right Breast 0.008 Right Breast 8.486x10−4 

Tumor 1 Tumor 1 
Brakial Pleksus 0.001 Brakial Pleksus 2.665x10−5 

Skull 2.676x10−9 Skull 1.198x10−6 
Brain 1.298x10−9 Brain 4.896x10−7 

Thyroid 1.567x10−9 Thyroid 1.678x10−6 
Left Lung 7.210x10−8 Left Lung 1.977x10−6 

Right Lung 4.459x10−9 Right Lung 6.049x10−8 
Liver 4.994x10−8 Liver 5.085x10−8 

Left kidney 1.669x10−9 Left kidney 3.105x10−8 
Right Kidney 1.034x10−9 Right Kidney 2.567x10−8 

Heart 2.189x10−7 Heart 1.908x10−5 
Pancreas 8.484x10−10 Pancreas 2.222x10−7 
Stomach 7.354x10−10 Stomach 7.083x10−8 

 



Yeşildere Özateş, Kuday / Cumhuriyet Sci. J., 44(3) (2023) 590-594 

592 

Results and Discussion 
 
The global tumor volume placed in the left breast is 

irradiated by a beam of protons and photons produced 
by a 300,000 accelerated beam of protons and photons 
with an energy of 250 MeV. Tumordose actor was called 
up from determined folder and counted by dose integral 
account. The pen beam scanning method was used for 
irradiation with protons and photons. In that study, the 
hydraulic process was identified in the Physics list, and 
proton and photon beams were used as a resource. Two 
separate irradiations were implemented for proton 

treatment and photon treatment methods. It was 
observed how many doses a tumor in the left breast 
received along with how many doses other critical organs 
were exposed and a comparison was made between the 
data. Clinically, it is planned to treat a breast tumor with 
approximately 2 Gy of absorbed radiation per day, 5 days 
a week, for a period of 5 or 6 weeks, depending on the 
tumor size. With this planning, it is aimed to irradiate 
approximately 50 Gy dose to the tumor at the end of the 
treatment. [7] In Table 1, 15 different organ structures 
and their stored dose values are given. Dose data in non-
field organs remains very low. 

 
Table 2. Dose values of Proton beam and Photon beam stored in organs for DoseActor algorithm of GATE for a single 

run at 250 MeV. 
Proton DoseActor Foton DoseActor 

Left Breast 2.13663 e-03 Gy Left Breast 6.966450 e-06 Gy 
Right Breast 8.32431 e-05 Gy Right Breast 3.610050 e-08 Gy 

Tumor 9.69002 e-03 Gy Tumor 4.2541 e-05 Gy 
Brakial Pleksus 1.32034 e-05 Gy Brakial Pleksus 1.134 e-09 Gy 

Skull 2.59312 e-11 Gy Skull 5.09889 e-11 Gy 
Brain 1.25811 e-11 Gy Brain 2.08297 e-11 Gy 

Thyroid 1.51849 e-11 Gy Thyroid 7.138440 e-11 Gy 
Left Lung 6.98735 e-10 Gy Left Lung 8.41123 e-11 Gy 

Right Lung 4.32123 e-10 Gy Right Lung 2.57341 e-12 Gy 
Liver 4.8393 e-10 Gy Liver 2.16321 e-12 Gy 

Left kidney 1.61762 e-11 Gy Left kidney 1.32101 e-12 Gy 
Right Kidney 1.00281 e-11 Gy Right Kidney 1.09213 e-12 Gy 

Heart 2.12195 e-09 Gy Heart 8.12 e-10 Gy 
Pancreas 8.2216 e-12 Gy Pancreas 9.45320 e-12 Gy 
Stomach 7.12691 e-12 Gy Stomach 8.01321 e-12 Gy 

 
Figure 3 and 4 show observed dose absorption values for proton (up) and photon (down) at 2D and 3D plots for 

left sided breast and tumor tissue respectively. 
 

 

 
Figure 3. Evaluated via simulation in left breast tissue; first line for proton beams, 3B particle distribution (left), 2B 

particle distribution (middle) dose distribution (right), second line for photon beams, 3B particle distribution (left), 
2B particle distribution (middle), dose distribution (right) 
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Figure 4. Evaluated via simulation in tumor tissue; first line for proton beams, 3B particle distribution (left), 2B particle 

distribution (middle) dose distribution (right), second line for photon beams, 3B particle distribution (left), 2B 
particle distribution (middle), dose distribution (right)  
 

Analyses 
 
The GATE software package was analyzed. The Chi-

square method was used for the analysis of the data. In 
this test, it was examined whether the observed 
frequencies (Y) were suitable for the expected 
frequencies (Z) obtained according to a certain 
hypothesis. The expected values were chosen based on 
[9] for the proton and photon PTV dose delivery rates as 
60% and OAR dose absorption rate as 40%. 

The null hypothesis and alternative hypothesis for the 
chi-square method were established as follows: 

𝐻𝐻0: There is no statistically significant difference 
between proton and photon dose values for tumors and 
other organs in respect of dose delivery rates. 

𝐻𝐻1: There is a statistically significant difference 
between proton and photon dose values for tumors and 
other organs in respect of dose delivery rates. 

The chi-square analyzes of the data we obtained are 
calculated over the total dose values, and the chi-square 
values are shown in Table 3. Calculating chi-square 
values, we have considered 1 Gy normalised dose values 
of Table-3 since the separation with proton and photon 
doses has become significant at the order of 1 Gy. 

 
Table 3. Dose Delivery and Dose absorbtion rates where PTV (Primay Tumor Volume) and OAR (Organs At Risk)  

Photon Total Dose % Photon PTV Dose 
Delivery Rate 

Photon Critical 
Organ (OAR) Total 

% Photon OAR Dose 
Absorption Rate 

 

% Photon Dose 
Conversion 

Coefficient (F) for 
Breast 

4.95 e-05 Gy 85.86 % 7.00 e-06 Gy 14.14 % 16.47 % 
ProtonTotal Dose % Proton PTV Dose 

Delivery Rate 
Proton Critical 

Organ (OAR)Total 
Dose 

% Proton OAR Dose 
Absorption Rate 

% Proton Dose 
Conversion 

Coefficient (F) for 
Breast 

1.19 e-02 Gy 81.27 % 2.23 e-03 Gy 18.73 % 23.05 % 
 

Table 4. Chi-square dose chart 
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When the percentile values in the dose table are 
normalized for 1 GL, the test statistic obtained is 0.467, 
and the Ho hypothesis is rejected because it is greater 
than the Chi-square table value at the alpha = 0.975 
significance level. Statistically significant differences were 
found between Proton and Photon dose values for 
tumors and other organs. 

 
Conclusion 

 
In conclusion, the importance of this study is to 

examine how many doses a tumor receives that we 
placed in the left breast along with other critical organs 
that we determined, using the proton radiation 
treatment and photon radiation treatment methods via 
the GATE simulation program. [7] There currently have 
been studies on experimental comparison between 
proton treatment and photon in the literatüre. [9-12] 

The study [9] of Maroufkhani and his friends, MCNPX 
program Monte Carlo based has been simulated using 
proton beams. Given to the incoming proton beams in 
the appropriate energy range causes the Bragg peak to 
form in the breast tissue. However, due to second 
particles, the equivalent dose was evaluated for vital 
organs including the heart and lungs, including photons 
and neutrons. It has been reported that in breast cancer 
where proton therapy is compared with photon therapy, 
the doses formed in the heart and lungs are visible at low 
rates. 

In the study of Lin and his friends [10] ten women 
patients, early diagnosis of left breast cancer was treated 
with the help of breast-conserving surgery and radiation. 
A study was planned by applying all breast proton and 
photon radiation for a real treatment. Doses given to 
heart, lad coronary artery, and lungs were made a 
comparison. Compared to the photon beam plane, 
proton beam radiation was associated with a 0.2 cm (3) 
dose to the left anterior descending artery, which is the 
critical structure for late radiation therapy effects. 

In the study of Raptis et al. [11] they investigated the 
risk of second cancer of critical organs resulting from 
proton and photon therapy for breast cancer patients. 
Planning was done with protons and photons to deliver 
50 Gy in 25 fractions to the left breast of 12 patients. 
Lungs, right breast, heart, and esophagus were evaluated 
as critical organs at risk of developing second cancer. As 
a result, they stated that protons have more advantages 
than photons in terms of cancer stimulation. 

According to the data we obtained from this study 
when the percentile values in the dose table are 
normalized for 1 Gy, the test statistic is 0.467, and the H0 
hypothesis is rejected because it is greater than the Chi-
square table value at the alpha = 0.975 significance level. 
Statistically significant differences were found between 
Proton and Photon dose values for tumors and other 

organs if the total dose injected is at the order of 1 Gy or 
higher. The use of a simulation program (GATE) in this 
study is promising for similar studies. In radiotherapy, it 
is important to irradiate the highest radiation energy to 
the cancerous area, to cause minimal damage to the 
dose to which other healthy tissues are exposed, and to 
determine and minimize the out-of-area doses that occur 
in people working with radiation. 

 
Conflicts of interest 

 
The authors declare that they have no conflict of 

interest.  
 
References 

 
[1] Yeşil S., The Dosimetric Comparison of the Tomotherapy 

Helical and Tomotherapy Direct Treatment Techniques in 
the Radiotherapy of Bilateral Breast Cancer, M.Sc., 
Istanbul Aydin University, Undergraduate Education 
Institute, (2019). 

[2] Kumaş A., Radiation Physics and Medical Applications, 
2nd ed. Ankara, (2006) 128-135. 

[3] Martin J. E., Physics for Radiation Protection, 2nd 
ed.Berlin, (2011) 251-330. 

[4] Karadeniz Yildirim  A., Determination of Internal 
Dosimetry in Yttrium-90 Microsphere Treatment by 
Monte Carlo Method, Ph.D., Istanbul University, Institute 
of Science and Technology, (2019). 

[5] Krane K.S., Nuclear Physics 1, 1st ed, United States of 
America, (2001) 192-201. 

[6] Armutlu B., Proton Therapy with Gate Simulation in the 
Treatment of Non-Small Cell Lung Cancer, M.Sc., Istanbul 
Aydin University, Undergraduate Education Institute, 
(2020). 

[7] Panagiotis P., Dosimetry Applications in GATE Monte 
Carlo Toolkit, Physica Medica, 41 (2017) 136-140. 

[8] Shdeed T. A., Nahili M., Issa N. A., Bitar A., Study of 
absorbed dose in important organs during helical CT chest 
scan using MCNP code and MIRD phantom, The Egyptian 
Journal Of Radiology And Nuclear Medicine, 47(4) (2016) 
1649-1663. 

[9] Maroufkhani  F., Abtahi S.M.M., Kakavand T., Assessment 
of secondary particles in breast proton therapy by Monte 
Carlo simulation code using MCNPX, International Journal 
of Radiation Research, 19(1) (2020) 23-29. 

[10] Lilie L. L., Sabina V., Andreea D., Daniele Ravanelli K. S., 
Sonny B., Zelig T., Stefan B. & Gary F., Proton beam versus 
photon beam dose to the heart and left anterior 
descending artery for left-sided breast cancer, Acta 
Oncologica, 54(7) (2015) 1032-1039. 

[11] Raptis A., Jakab Ö., Oscar A., Anno M.F., Iuliana T.D., 
Alexandru D., Cancer risk after breast proton therapy 
considering physiological and radiobiological 
uncertainties, Physica Medica, 76 (2020) 1-6. 

[12] Mehrdad B., Dragana K., Dragoslav N., Kwan Y., A 
comparative study on dispersed doses during photon and 
proton radiation therapy in pediatric applications, Plos 
One, 16(3) (2021) 1-20. 

 
 
 

https://tureng.com/tr/turkce-ingilizce/breast-conserving%20surgery
https://tureng.com/tr/turkce-ingilizce/radiation


595 

  

Cumhuriyet Science Journal 
Cumhuriyet Sci. J., 44(3) (2023) 595-601 

DOI: https://doi.org/10.17776/csj.1239911 

 

│  csj.cumhuriyet.edu.tr  │ Founded: 2002 ISSN: 2587-2680    e-ISSN: 2587-246X Publisher: Sivas Cumhuriyet University 

 

Synthesis and Characterization of Tb–Er Co–Doped Bi2O3 Solid Electrolyte 
Systems 
Murat Balcı1, a, * 
1 Department of Physics, Faculty of Science, Erciyes University, Kayseri, Türkiye 
*Corresponding  author  
Research Article ABSTRACT 
 

History 
Received: 21/01/2022 
Accepted: 31/07/2023 
 
 
 
 
 
 
 
 

Copyright 

 
©2023 Faculty of Science,  
Sivas Cumhuriyet University 

In this study, solid state reactions were used to create Er–Tb co–doped Bi2O3 solid electrolyte systems. Four 
Point Tip Technique (FPPT), Thermo–gravimetric and Differential Thermal Analysis (TG & DTA), and X–Ray 
Diffraction (XRD) were used to characterize the generated samples' structural and thermal properties, and 
electrical conductivity. The samples 05Er05TbSB, 05Er10TbSB, and 15Er05TbSB stabilized with cubic δ–phase 
at room temperature, according to XRD data. Due to the smaller dopants ions compared to the host Bi3+ 
cation, the lattice constants estimated for these samples were lower than those of the pure cubic phase. The 
samples were thought to be thermally stable in the studied temperature range since the thermal curves did 
not show endothermic or exothermic peak development indicating a potential phase change. According to the 
Arrhenius equation, the temperature–dependent conductivity graphs displayed a linear change. The 
conductivity measurements clearly indicated that an increase in doping rate results in a sudden drop in 
electrical conductivity. The calculated activation energies increased with the doping ratio and varied from 0.64 
eV to 1.12 eV. At 700 °C, it was determined to be 0.128 S.cm–1 for the sample 05Er05TbSB, which had the 
greatest conductivity and lowest activation energy among all samples. The conductivity was discovered to 
decrease and activation energy to increase when the doping ratio was gradually raised.  
 
Keywords: Phase Transition, X–Ray Diffraction, Electrical Activation Energy, Electrical conductivity, Solid–State 
Reaction. 
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Introduction 
 

Solid oxide fuel cells (SOFCs) are alternative energy 
sources that use electrochemistry to create electrical 
energy. Because it has a higher electrical efficiency 
output than other fuel cells, this system may be used as 
an extra source of electricity in standard power units 
such as hospitals, schools, and companies [1, 2]. 
However, the SOFC cell's high operating temperature 
creates several internal challenges. The most serious of 
them is temperature–related wear (corrosion) at the 
electrode–electrolyte interfaces, which lowers cell 
electrical efficiency and reduces battery life [3]. A typical 
SOFC cell is made up of three basic solid layers. These are 
the anode, where the fuel gas is oxidized, the cathode, 
where the oxygen gas is reduced, and the electrolyte 
layer, which allows the transport of O2– ions from the 
cathode to the anode boundary [4, 5]. The corrosions 
cause the solid electrolyte layer to deteriorate, causing 
the cell to short circuit and the open circuit voltage to 
decrease dramatically.  

Most researchers have also reported internal 
problems caused by high operating temperature in 
recent years, and studies have accelerated to lower the 
SOFC operating temperature to intermediate (500 °C – 
750 °C) and low temperatures (300 °C – 500 °C) [6]. The 
literature commonly claims that at low operating 
temperatures, intracellular kinetic reactions slow down 
and the temperature–dependent electrical conductivity 

of the solid electrolyte decreases. Because of the poor 
ion conductive performance of the electrolyte, the great 
electrical efficiency attained at high temperatures is 
greater than at low temperatures. To compensate for 
this sudden loss in thermo–electrical efficiency, several 
researchers have moved to novel types of solid 
electrolyte synthesis research. Ytterbium–stable Zirconia 
(YSZ) type solid electrolytes are commonly used in 
today's SOFC units due to their structural and thermal 
resilience at high temperatures. [7, 8]. However, the 
electrical conductivity of YSZ decreases significantly at 
low operating temperatures. In contrast, Bismuth Oxide 
(Bi2O3)–based solid electrolyte systems, which are 
anticipated to be a good solid electrolyte option, exhibit 
greater electrical conductivity in the same temperature 
range as YSZ electrolytes [9, 10]. This situation has 
attracted the attention of many researchers who are 
studying on the synthesis and characterization of solid 
electrolyte materials. Many studies on Bi2O3 phases in 
the literature have found that the cubic δ–phase has the 
highest electrical conductivity of any solid electrolyte at 
comparable temperatures [11–15]. However, the 
stability of this phase in a relatively restricted 
temperature range (729 °C – 824 °C) throws doubt on 
these materials' solid electrolyte candidacy. 
Nevertheless, several successful studies have shown that 
this phase can be stabilized by doping rare earth oxides 
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(Ln2O3, Ln: Er, Eu, Dy, and so on) into the pure crystal. 
But, conductivity studies on this phase indicated that the 
stabilized phase's electrical conductivity was lower than 
that of the pure phase. This abrupt drop in conductivity is 
commonly attributed to the partial cation exchange 
associated with doping, which results in a loss in 
polarization power. Due to its 6s2 single electron chain, 
the host Bi3+ cation has a larger anion polarization power 
than the rare earth cations (Ln3+) that replace itself [16]. 
In reality, a cation's polarizing power is related to its 
effective ion radius. As a result, using highly polarizable 
rare earth cations as dopants can help compensate for 
this dramatic drop in electrical conductivity [16, 17]. 
Many research on the stability of the cubic δ–phase, on 
the other hand, demonstrated that utilizing cations with 
lower radius for doping compared to the host Bi3+ (1.17 Å 
) cation yielded more successful results in stability 
studies. Otherwise, the rhombohedral crystal structure, 
which has lower electrical conductivity, is shown to 
become stable. In terms of doping strategy, studies using 
single, double, and triple doping methods yielded 
successful results in the literature, although the 
maximum electrical conductivity was obtained with the 
double doping method [18, 19].  

The (Bi2O3)1–x–y (Er2O3)x(Tb4O7)y ternary systems with 
doped two rare earth oxides were fabricated by solid 
state reactions at ambient temperature under air 
circumstances. The produced samples were structurally 
characterized using the X–Ray Diffraction (XRD) method, 
thermally characterized using the Thermo–gravimetry 
and Differential Thermal Analysis (TG&DTA) 
methodology, and electrically characterized using the 
Four Point End Technique (FPPT). Each characterization's 
results were compared to the others, and the data were 
interpreted individually in terms of the creation of the 
stable cubic δ–phase. 

 
Materials and Methods 

 
Sample Preparation 
The high quality (> 99.0%) Bi2O3 ceramic powders and 

rare earth oxides (Er2O3, Tb4O7) were supplied from 
Sigma Aldrich Company. Under atmospheric 
circumstances, solid state reactions were used to create 
the desired (Bi2O3)1–x–y (Er2O3)x (Tb4O7)y ternary mixtures. 
The doping mole percentages were determined using a 
specific stoichiometry in order to investigate the effects 
of the doping ratio on the electrical conductivity and 
crystalline phase structure of the material. The additive 
mole percentages of (Bi2O3)1–x–y (Er2O3)x (Tb4O7)y triple 
solid mixtures are listed in Table 1. Powder chemicals 
were weighed using a precision digital scale before being 
crushed in an agate mortar with a pestle for about 25 
minutes to obtain desirable dopant diffusion. The 
mixtures were then put in a programmed furnace 
utilizing heat–resistant alumina boats and annealed for 
100 hours at 750 °C, which is temperature above the 
phase transition temperature (729 °C). This temperature 
was chosen to ensure that the cubic phase was the 

dominant phase all crystal structure for all temperatures 
and that the dopants diffused into the pure crystal more 
successfully. The annealed powder mixtures were then 
utilized to make disc–shaped pallet samples with a 
diameter of 13 mm and a thickness of 0.5 mm in order to 
conduct the XRD and conductivity tests. The pallet 
examples were created using a SPECAC type pressing 
machine, which can apply 10 tons of mechanical pressure 
along the vertical axis.  

 
Table 1. Molar dopant ratios of (Bi2O3)1–x–y (Er2O3)x 

(Tb4O7)y ternary mixtures. 

 
Samples 

Molar dopant ratios of components 

x : y 
 (mol %) 

Contents ratios 
 (1: ↔ 5 %) 

Total dopant 
concentration 

 (mol %) 
05Er05TbSB 05 : 05 1:1 10 
05Er10TbSB 05 : 10 1:2 15 
10Er05TbSB 10 : 05 2:1 15 
15Er05TbSB 15 : 05 3:1 20 
15Er10TbSB 15 : 10 3:2 25 
20Er05TbSB 20 : 05 4:1 25 
20Er10TbSB 20 : 10 4:2 30 
 
Characterization Techniques 
      The samples' XRD patterns were created using a 

Panalytical Empyrean model X–ray diffractometer with a 
scanning step of 0.02°/s and a range of 10°< 2θ < 90°. To 
detect X–rays scattered from distinct atomic planes, a 
thallium (Ta)–activated sodium iodide detector (NaI) was 
employed. For scanning process, monochromatic X–rays 
with a wavelength of 1.54 Å generated by Cu–Kα 
radiation were utilized. The X–Powder and Win–Index 
software’s were used to index diffraction patterns. All 
XRD patterns were superimposed in the scanned angle 
range to observe single phase stability. The Perkin Elmer 
Diamond model Thermogravimetric and Differential 
Thermal Analysis (TG & DTA) equipment was used to 
analyze the thermal behavior of the samples throughout 
a temperature range of 30 °C to 1000 °C with a constant 
heating rate of 10 °C/min. The obtained DTA curves were 
thoroughly examined to see whether a phase transition 
could occur during the uniform heating operation. 
Temperature dependent TGA curves, on the other hand, 
were considered to evaluate mass change. Finally, the 
FPPT was used to measure the temperature–dependent 
electrical conductivity of the samples. The conductivity 
measurements were carried out by heating the alumina 
kit system at a constant up from room temperature to 
about 950 °C in a controlled furnace. For measurements, 
four high–purity platinum wires with a diameter of 0.5 
mm were used. Each of these platinum wires was 
touched on the pallet sample at 0.20 cm intervals, and 
the current and voltage values from two of the channels 
were measured. To properly determine the temperature, 
K–type thermal couples were placed quite close to the 
sample. Current and voltage data were measured using a 
Keithley 2400 DC power supply and a Keithley 2700 
multimeter. The measurements' data were sent to the 
controlled computer environment using an electronic 
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interface card that followed the "General Purpose 
Interface Bus" (GPIB) standard. 

 
Result and Discussions 
 

X–Ray Diffraction Method 
Fig. 1 depicts the superimposed XRD patterns 

generated at room temperature. On each diffraction 
pattern, the cubic δ–phase and monoclinic α–phase 
diffraction peaks are identified. As they only include 
cubic δ–phase peaks, samples 05Er05TbSB, 05Er10TbSB, 
and 15Er05TbSB were determined to be stable in a single 
phase, that is, homogeneous phase structure, according 
to the peak positions marked in Fig. 1. When the 
diffraction patterns of other samples are thoroughly 
examined, it is discovered that they include both α–
phase and δ–phase peaks [20]. As a result, at room 
temperature, these samples have a mixed phase 
structure. Additionally, there is a relationship between 
the doping rate and the intensity of the α–phase peaks, 
which are mixed phase indicators. As a result, it can be 
said that number of α–phase peaks increase as the 
dopant ratio increases [21]. This reveals that the rare 
earth cations settled in the crystal lattice by the doping 
process not only do not replace the Bi3+ cation, but also 
settle at various ion centres, increasing the defect 
density. Based on this perspective, the crystal defect 
density of samples generated with a high doping ratio 
increases, and the scattering peaks on the diffraction 
pattern indicating the development of mixed phases may 
be increased. Also, according to the literature, when the 
doping ratio increases, the lattice stress increases and 
the crystal size decreases. This suggests that the doping 
level be kept as low as possible in order for stability 
studies to be successful [22, 23].  

 

 
Figure 1. Superimposed XRD pattern of annealed samples 

at room temperature 
 

Average crystal size and micro strain were 
determined using Eq. (1) and (2), respectively, for the 
lattice parameters. 

 
𝐷𝐷 = 𝑘𝑘𝑘𝑘

𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽
                    (1)   

 

𝜖𝜖 = 𝛽𝛽
4𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

    (2)   

 
The Scherrer formula is used to calculate crystal size 

in Eq. (1), where k is the shape factor, λ is the 
wavelength, β is the Fwhm value, and θ is the Bragg 
diffraction angle. The Stokes–Wilson formula is given in 
Eq. (2), where ε is the micro strain. Table 2 displays some 
of the estimated lattice parameters that have been 
related to the structural analysis results. Table 2 clearly 
shows the association between doping ratio and 
structural characteristics. The lattice constant of the 
samples stable with the cubic δ–phase is smaller than 
that of the pure cubic phase. The fundamental reason for 
this is because the rare earth cations that are doped into 
the lattice have a lower radius than the host Bi3+ cation. 
In the literature, this is referred to as lattice narrowing 
[24].  
  
Table 2. Results of the structural analysis as well as the 

calculated lattice parameters. 

 

Samples 

Crystal structure parameters 

Crystal size 

(nm) 

Micro strain 

(%) 
Crystal 
phase 

Lattice 
constant 

05Er05TbSB 78.2 0.0143 δ 5.512 

05Er10TbSB 71.4 0.0167 δ 5.509 

10Er05TbSB 73.2 0.0158 α, δ Mixed 

15Er05TbSB 65.1 0.0195 δ 5.493 

15Er10TbSB 61.7 0.0221 α, δ Mixed 

20Er05TbSB 52.5 0.0216 α, δ Mixed 

20Er10TbSB 48.3 0.0326 α, δ Mixed 

 
Thermal Analysis 
Fig. 2 shows temperature–dependent DTA and TGA 

curves for some manufactured samples. On the DTA 
curves, neither endothermic nor exothermic peak 
development was seen, indicating a probable phase 
transition, as shown in the figures. The temperature–
dependent phase transition, in reality, begins with a 
change in crystal symmetry. According to the literature, 
the DTA curve for pure Bi2O3 powders reveals an 
endothermic peak at around 729 °C, suggesting the 
transition from the monoclinic α–phase to the cubic δ–
phase.  
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Figure 2. Temperature dependent DTA and TGA curves. 

The lack of such a phase transition in our research for 
doped Bi2O3 powders can be ascribed to increasing 
lattice stress with doping. In other words, as a result of 
partial cation exchange, the dislocation density in the 
crystal lattice increases, preventing the lattice from 
transitioning to the lower symmetric crystal order [27]. 
Moreover, the DTA system's very fast heating rate might 
obscure a possible phase change. The heating rate used 
in this investigation was 10 °C/min, which may be 
insufficient for identifying phase transitions that produce 

minor temperature increases. The temperature–
dependent TGA curves, on the other hand, reveal that 
mass losses are minimal. Mass losses in oxide–based 
ceramic systems, on the other hand, are commonly 
attributed to the removal of O2 gas from the structure. 
Because the cation exchange caused by doping changes 
the polarization power. Besides, the Bi—O bonds are 
known to be stronger than Ln—O bonds, and this, 
together with doping, allows for the formation of 
additional oxygen anion vacancies in the lattice [28]. As a 
result of a chemical reaction, an O2– ion in the anion 
sublattice can be converted into the O2 and therefore 
removed from the lattice. As a result, such reactions 
might be regarded as the principal cause of mass losses.  

Conductivity Measurements 
Fig. 3a shows the temperature–dependent 

conductivity graphs of the manufactured pallet samples. 
As seen in the graphs, increasing the doping rate results 
in a significant drop in conductivity. This is due to the 
partial cation exchange produced by the doping process 
between the host Bi3+ and Er3+ or Tb4+.  
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Figure 3. Arrhenius plots depending on temperature. 

It is also well known that the Bi3+ cation has a strong 
polarization power, which is also described as the ability 
to disturb the anion sublattice. As a result, including rare 
earth cations into the lattice will result in a significant 
drop in polarization power. As a natural consequence, 
the conductivity curve of the 20Er05TSB sample 
generated with a high doping ratio is the lowest of all 
samples. In addition, as shown in the Fig.3a, the 
conductivity graph of sample 05Er05TbSB exhibits a 
sharp increase about 600 °C. This sudden increase in 
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conductivity is known as the order–disorder transition 
(ODT), which is a structural change in the oxygen 
sublattice of crystal system [29, 30]. With this ODT, some 
oxygen ions migrate from the regular 8c region to the 
octahedral regions known as 32f, which require less 
activation to jump to surrounding vacant ion centers. 
With this transition, the oxygen–ion mobility in the 
lattice accelerates, and the number of ions contributing 
to electrical conductivity increases significantly [31, 32]. 
On the other hand, the conductivity graph of sample 
05Er10TbSB, whose heating (red) and cooling (blue) 
curves are shown in Fig. 3b. As seen in the graph, the 
change in conductivity with temperature follows the 
same trend. This demonstrates the chemical and 
structural stability of this sample when subjected to heat 
treatments. If you pay attention, the cooling conductivity 
curve has more conductivity than the heating 
conductivity curve. In fact, this is to be expected because 
the disorder–order transition becomes more difficult 
during cooling, and the consequences of high 
temperatures persist longer. The electrical activation 
energy were determined using the Arrhenius equation 
given by following equation. 
 
𝜎𝜎𝑇𝑇 = 𝜎𝜎0exp (− 𝐸𝐸𝐴𝐴

𝑘𝑘𝐵𝐵𝑇𝑇
)                                                                                                                                                            (3)   

 
In equation (3), σT represents conductivity at any 
temperature, σ0 represents conductivity at absolute 
temperature, EA represents activation energy, and kB 
represents the Boltzmann constant. Table 3 displays 
electrical activation energies derived from the 
conductivity graphs, as well as the conductivity values 
measured at 600 and 700 °C. 

Table 3. Findings of conductivity measurements and 
electrical activation energies. 

Samples 

Conductivity measurement results 

Conductivity 
at 600 °C 
(Ω.cm)–1 

Conductivity 
at 700 °C 
(Ω.cm)–1 

Activation Energy 
(eV) 

05Er05TbSB 645E–4 128E–3 0.64 

05Er10TbSB 269E–4 109E–3 0.73 

10Er05TbSB 87.7E–4 36.2E–3 0.88 

15Er05TbSB 27.1E–4 14.1E–3 0.92 

15Er10TbSB 13.4E–4 65.6E–4 0.86 

20Er05TbSB 8.51E–4 61.7E–4 1.02 

20Er10TbSB 4.67E–4 28.6E–4 1.12 

             

 
Figure 4. Activation energy and conductivity change 

according to doping concentration. 
 

As seen in Table 3, as the doping ratio increases at 
the same temperature, the conductivity values drop 
while the activation energies increase. The activation 
energy is defined here as the lowest amount of energy 
necessary for an oxygen ion in the anion sublattice to 
hop to the unoccupied ion centers in the surrounding 
sublattice [33, 34]. As the doping ratio increases, so do 
the lattice dislocations, and rare earth cations introduced 
into the lattice can settle at lattice trap spots for oxygen 
ions [35]. The trapping of these O2– ions, which are 
believed to contribute to ion conduction, increases the 
activation energy and, as a result, lowers conductivity.  

Fig. 4a and b also depict how conductivity and 
activation energy change with doping ratio, respectively. 
The sample 05Er05TbSB created with the lowest doping 
ratio has the highest conductivity and the lowest 
activation energy, as seen in the figure. Low doping 
treatment can be regarded to be crucial in terms of 
reaching the maximum conductivity aim in stability 
investigations. In the case of heavy doping, on the other 
hand, the crystal lattice creates a large activation energy 
and so shows low electrical conductivity [36]. It has been 
underlined that the doping ratio should be kept as low as 
possible in order to produce stability and high electrical 
conductivity in research that employ the double doping 
technique and are also included in the literature. Jung et 
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al produced the binary operation (Bi2O3)1–x–y (Dy2O3)x 
(WO2)y and attained the highest conductivity for a low 
doping of 12%. Furthermore, they proposed that by 
fixing this doping ratio, a 2:1 (Dy:W) dopant content ratio 
was efficient in reaching the greatest conductivity (0.57 
S.cm–1 at 700 °C) [37]. 

 
Conclusion 

 
In this study, solid state reactions were used to create 

(Bi2O3)1–x–y (Er2O3)x (Tb4O7)y ternary systems, which were 
then characterized using XRD, TGA&DTA, and FPPT 
techniques. The effects of doping ratio on phase stability 
were clearly demonstrated by XRD data. Among all 
samples, the XRD diffraction pattern of 05Er05TbSB, 
05Er10TbSB, and 15Er05TbSB indicated cubic δ–phase 
stability. Other samples, on the other hand, were 
discovered to exhibit mixed phase structure because 
their diffraction patterns showed monoclinic α–phase 
related peaks. Because the temperature dependent DTA 
curves did not show the creation of an endothermic or 
exothermic peak, which implies a phase transition, it was 
determined that the synthesized materials were 
thermally stable in the studied temperature range. The 
temperature–dependent conductivity graphs revealed 
that the doping ratio affected the electrical conductivity 
mechanism significantly. As a result, the sample with the 
lowest doping had the maximum conductivity at 700 °C, 
measuring 0.128 S.cm–1. Furthermore, the activation 
energy determined on the conductivity curve of this 
sample was 0.64 eV, the lowest. These findings suggest 
that increasing lattice dislocation in samples produced 
with a high doping ratio shortens ion conduction 
channels and resulting in a substantial increase in 
activation energy. Because of the variation in 
polarizability of rare earth cations, it was assumed that 
the conductivity measurements acquired were lower 
than 0.57 S/cm–1, the maximum conductivity value in the 
literature. 
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Introduction 
 

The exponential distribution is one of the popular 
lifetime distributions with wide application in reliability 
analysis, medical studies, and applied statistics.  In 
addition, the Frechet distribution is one of the important 
distributions. Recently, some generalizations and 
extensions of the Frechet distribution are derived for 
modeling data: such as exponentiated Frechet 
distribution [1], gamma extended Frechet distribution [2], 
Marshall–Olkin Frechet distribution [3], weibull Frechet 
distribution [4], modified Frechet–Rayleigh distribution 

[5], novel Kumaraswamy power Frechet distribution [6], 
modified Frechet–exponential distribution [7].  

The modified Frechet–exponential (MFE) distribution 
is introduced by Farhat et al. [7]. The MFE distributions 
with parameter (𝛼, 𝜆) is shown with 𝑀𝐹𝐸(α,𝜆) where 
𝛼 > 0 and 𝜆 > 0. The probability density function (pdf), 
cumulative distribution function (cdf), hazard function 
and survival function of X random variable has the 
modified frechet-exponential distribution with and 

parameters
 
are as follows; 

 

𝑓(𝑥; 𝛼, 𝜆) =
𝛼𝜆 𝑒𝑥𝑝(−𝜆𝑥 − (1 − 𝑒𝑥𝑝( − 𝜆𝑥))𝛼) (1 − 𝑒𝑥𝑝( − 𝜆𝑥))𝛼−1

1 − 𝑒𝑥𝑝( − 1)
, 𝑥 > 0, 𝛼 > 0, 𝜆 > 0 (1) 

( )
( ) ( )

( )

exp 1 exp (1 exp( ))
; ,

exp 1 1

x
s x


 

− − − − −
=

− −
 (2) 

ℎ(𝑥; 𝛼, 𝜆) =
𝛼𝜆 𝑒𝑥𝑝(−𝜆𝑥 − (1 − 𝑒𝑥𝑝( − 𝜆𝑥))𝛼) (1 − 𝑒𝑥𝑝( − 𝜆𝑥))𝛼−1

𝑒𝑥𝑝(−(1 − 𝑒𝑥𝑝( − 𝜆𝑥))𝛼) − 𝑒𝑥𝑝(−1)
 

(3)       

( )
( ) ( )

( )

exp 1 exp (1 exp( ))
; ,

exp 1 1

x
s x


 

− − − − −
=

− −
 (4) 

where x > 0, 𝛼 > 0 and 𝜆 > 0. 
 
In this study, Bayesian estimators of the modified 

Frechet–exponential distribution is investigated. There 
are a lot of studies that refer to the bayes estimation of 
different distributions under the complete samples [8-17]. 

The main objective of this manuscript is to develop the 
approximate Bayes estimators under square error loss 

functions and compare them with maximum likelihood 
estimators (MLEs) in terms of MSE and bias values of 
estimates. The rest of the manuscript is organized as 
follows. In Section 2, the MLEs for parameters are derived. 
In section 3, the approximate Bayes estimators under 
squared error loss function are achieved by using Lindley’s 

http://xxx.cumhuriyet.edu.tr/
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approximation.  Using Monte Carlo simulation, The 
approximate Bayes estimation are compared with the 
maximum likelihood estimation in terms of MSE and bias 
values. Then, results are tabulated in section 4. In section 
5, real data sets belonging to COVID-19 death cases in 
Europe and China to are used to demonstrate the 
emprical results belonging to the approximate Bayes 
estimates, the maximum likelihood estimates. Finally,  
conclusions are given in Section 6. 

Maximum Likelihood Estimation   
Let (𝑋1, 𝑋2, … , 𝑋𝑛) denote a random sample taken 

from𝑀𝐹𝐸(α,𝜆) distribution with observed values 
(𝑥1, 𝑥2, … , 𝑥𝑛). Then, the likelihood function ℓ(𝛼, 𝜆)  and 
the log-likelihood function(𝛼, 𝜆) = 𝑙𝑜𝑔 ℓ (𝛼, 𝜆) can be 
written as 

 

ℓ(𝛼, 𝜆) =
(𝛼𝜆)𝑛

(1 − 𝑒𝑥𝑝(−1))𝑛
𝑒𝑥𝑝 [− ∑ 𝜆𝑥𝑖

𝑛

𝑖=1

] 𝑒𝑥𝑝 [− ∑(1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼

𝑛

𝑖=1

] ∏(1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼−1

𝑛

𝑖=1

 (5) 

 
and 

𝐿(𝛼, 𝜆) = 𝑛 𝑙𝑜𝑔(𝛼𝜆) − 𝑛 𝑙𝑜𝑔(1 − 𝑒𝑥𝑝(−1)) − ∑ 𝜆𝑥𝑖

𝑛

𝑖=1

− ∑(1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼 + (𝛼 − 1)

𝑛

𝑖=1

∑ 𝑙𝑜𝑔(1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼−1

𝑛

𝑖=1

 (6) 

 
respectively. Taking the partial derivatives of 𝐿(𝛼, 𝜆)

 
according to 

𝛼
and 

𝜆
 parameters and as a result of equalizing 

them to zero, the following equations are obtained; 
  

 

𝐿1 =
𝜕𝐿

𝜕𝛼
=

𝑛

𝛼
− ∑ (1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼 𝑙𝑜𝑔(1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝑛

𝑖=1 + ∑ 𝑙𝑜𝑔(1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝑛
𝑖=1 = 0  (7) 

 

𝐿2 =
𝜕𝐿

𝜕𝜆
=

𝑛

𝜆
− ∑ 𝑥𝑖 − 𝛼

𝑛

𝑖=1

∑ 𝑥𝑖 𝑒𝑥𝑝(−𝜆𝑥𝑖) (1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼−1

𝑛

𝑖=1

+ (𝛼 − 1) ∑
𝑥𝑖 𝑒𝑥𝑝(−𝜆𝑥𝑖)

(1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))

𝑛

𝑖=1

= 0 (8) 

 
The nonlinear equations (7) and (8) can be solved by using Newton-Raphson method, which is one of the numerical 

methods in MATLAB program. 
 
Bayes Estimation   
Assuming that (𝑋1, 𝑋2, … , 𝑋𝑛) a sample having 

( )α,MFE   distribution and and parameters are 

independent random variables with prior Gamma 
distributions. Then the density functions for 

𝛼
and 

𝜆
  

parameters are given by, 
 

𝜋1(𝛼) =
𝛼𝑎1−1 𝑒𝑥𝑝(−𝑏1𝛼) 𝑏1

𝑎1

𝛤(𝑎1)
𝑎1, 𝑏1, 𝛼 >  0 (9) 

 

𝜋2(𝜆) =
𝜆𝑎2−1 𝑒𝑥𝑝(−𝑏2𝜆) 𝑏2

𝑎2

𝛤(𝑎2)
𝑎2, 𝑏2, 𝜆 >  0 (10) 

 
respectively. In this case, the joint prior and the log of 

joint prior density functions can be written as follows 
 

𝜋(𝛼, 𝛽) =
𝛼𝑎1−1𝑏1

𝑎1𝜆𝑎2−1𝑏2
𝑎2

𝛤(𝑎1)𝛤(𝑎2)
𝑒𝑥𝑝(−𝑏1𝛼) 𝑒𝑥𝑝(−𝑏2𝜆) (11) 

 
 

 
And 

𝜌(𝛼, 𝜆) = (𝑎1 − 1) 𝑙𝑜𝑔 𝛼 + (𝑎2 − 1) 𝑙𝑜𝑔 𝜆 − 𝑏1𝛼 − 𝑏2𝜆 + +𝑎1 𝑙𝑜𝑔(𝑏1) + 𝑎2 𝑙𝑜𝑔(𝑏2) − 𝑙𝑜𝑔[𝛤(𝑎1)]

− 𝑙𝑜𝑔[𝛤(𝑎2)] 
(12) 

 

respectively. Then, the joint posterior density function of  and 
 
parameters is obtained by 

 

𝑃(𝛼, 𝜆|𝛸) =
𝑘(𝛼, 𝜆) 𝑒𝑥𝑝[− ∑ 𝜆𝑥𝑖

𝑛
𝑖=1 ] 𝑒𝑥𝑝[− ∑ (1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼𝑛

𝑖=1 ] ∏ (1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼−1𝑛
𝑖=1

∫ ∫ 𝑘(𝛼, 𝜆) 𝑒𝑥𝑝[− ∑ 𝜆𝑥𝑖
𝑛
𝑖=1 ] 𝑒𝑥𝑝[− ∑ (1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼𝑛

𝑖=1 ] ∏ (1 − 𝑒𝑥𝑝(−𝜆𝑥𝑖))𝛼−1𝑛
𝑖=1 𝑑𝛼𝑑𝜆

∞

0

∞

0

 (13) 

 

where 𝑘(𝛼, 𝜆) = 𝛼𝑛+𝑎1−1𝜆𝑛+𝑎2−1 𝑒𝑥𝑝(−𝑏1𝛼) 𝑒𝑥𝑝(−𝑏2𝜆). Thus, the Bayes estimate of 𝑢(𝛼, 𝜆) that is any function 
of 𝛼 and 

𝜆
 under a squared error loss function can be written as follows, 
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𝑢̂𝐵(𝛼, 𝜆) = 𝐸[𝑢(𝛼, 𝜆)] =
∫ ∫ 𝑢(𝛼, 𝜆)𝑒[𝐿(𝛼,𝜆)+𝜌(𝛼,𝜆)]𝑑𝛼𝑑𝜆

∞

0

∞

0

∫ ∫ 𝑒[𝐿(𝛼,𝜆)+𝜌(𝛼,𝜆)]𝑑𝛼𝑑𝜆
∞

0

∞

0

 (14) 

 
Due to the fact that the equation given in (14), which 

consists of the ratio of two integrals, can not be obtained 
in closed-form, the Bayes Estimators of parameters using 
Lindley's approximation under the squared error loss 
(quadratic loss) function are computed.  
  

Lindley’s Approximation 
Lindley’s approximation which is an approximation of 

the Bayes estimate was suggested by Lindley [18].  

Lindley’s approximation used to approximate the ratio of 
two integrals such as (14) that can not be solved 
analytically. Lindley’s approximation has been used by 
many authors ( Ahmad et al. [19], Kundu et al. [20], Preda 
et al. [21], Singh et al. [22], Akdam et al. [23], Çiftci et al. 
[24], Akdam [25])  to compute the approximate Bayes 
estimators of different lifetime distributions. The formulas 
as regards Lindley's approximation are given by, 

 

𝑢𝐵𝐿(𝛼̂, 𝜆̂) = 𝐸[𝑢(𝛼, 𝜆)/𝑋] ≈≈ [𝑢(𝛼̂, 𝜆̂) +
1

2
∑ ∑(𝑢𝑖𝑗 + 2𝑢𝑖𝜌𝑗)𝜎𝑖𝑗

2

𝑗=1

2

𝑖=1

+
1

2
∑ ∑ ∑ ∑ 𝐿𝑖𝑗𝑘𝜎𝑖𝑗𝜎𝑘𝑙𝑢𝑙

2

𝑙=1

2

𝑘=1

2

𝑗=1

2

𝑖=1

] (15) 

 

where 𝛼̂ and 𝜆̂are the MLE of  and  , respectively, and 
𝑢𝑖 , 𝑖 = 1,2are the unary partial derivatives and 𝑢𝑖𝑗 , 𝑖, 𝑗 = 1,2 are the binary partial derivatives of  u(α, λ) with respect 

to  and  parameters, respectively.𝐿𝑖𝑗 , 𝑖, 𝑗 = 1,2  are the binary partial derivatives andLijk, i, j, k = 1,2 are the trinary 

partial derivatives of log-likelihood function ( ),L    with respect to   and  parameters, respectively, and  

 
1

,  , 1, 2ij ijL i j
−

   − = =   
 . 𝜎𝑖𝑗 is the (i, j)-th element of the matrix[𝜎𝑖𝑗]. From(12), we get  

 

𝜌1 =
𝜕𝜌(𝛼,𝜆)

𝜕𝛼
=

𝑎1−1

𝛼
− 𝑏1 ,   𝜌2 =

𝜕𝜌(𝛼,𝜆)

𝜕𝜆
=

𝑎2−1

𝜆
− 𝑏2   

 

and then, we have the following values of ijL  for i, j = 1,2 and ijkL  for i, j,k = 1,2   

 

( )( ) ( )( )
2

11 2
1

1 exp log 1 exp
n

i i

i

n
L x x


 

 =

= − − − − − −  

( )( ) ( ) ( )( )
( )( )

( )( ) ( )

( )( )
( )

( )( )

2

12

1

21

1

1 exp exp log 1 exp

1 exp

1 exp exp exp

1 exp 1 exp

n
i i i i

i i

n
i i i i i

ii i

x x x x
L

x

x x x x x
L

x x





   



  

 

=

=

− − − − −
= −

− −

− − − −
+ + =

− − − −





 

 

( )( ) ( )( )

( )( )

( )( ) ( )

( )( )

( )( ) ( )( )

( )( )
( )

( )

( )( )
( )( )

( )( )

22 2 2

22 22
1

2 22 22

2 2
1

1 exp exp 1 exp exp

1 exp1 exp

1 exp exp expexp
1

1 exp1 exp 1 exp

n
i i i i i i

i ii

n
i i i i ii i

i ii i

x x x x x xn
L

xx

x x x x xx x

xx x

 



     

 

   


 

=

=

 − − − − − −
= − − −

− − − −

  − − − −−
  − + − − −

− −  − − − −  





 

( )( ) ( )( )
3

111 3
1

2
1 exp log 1 exp

n

i i

i

n
L x x


 

 =

= − − − − − −  
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( )( ) ( )( ) ( )( )
( )( )

( )( ) ( )( ) ( )

( )( )

2

112

1

1 exp exp log 1 exp

1 exp

2 1 exp log 1 exp exp

1 exp

n
i i i i

i i

i i i i

i

x x x x
L

x

x x x x

x





   



  



=

 − − − − −
= −

− −


− − − − −
+

− − 




 

112 121 211L L L= =  

 

( )( ) ( )( ) ( )( )

( )( )

( )( ) ( )( ) ( )( )
( )( )

( )( ) ( )( ) ( )( )

( )( )

( )( ) ( )( )

( )( )

( )( )

22 2

122 2
1

2

22

2

22 2

2

1 exp exp log 1 exp

1 exp

1 exp exp log 1 exp

1 exp

1 exp exp log 1 exp

1 exp

2 1 exp exp 1 exp exp

1 exp

n
i i i i

i
i

i i i i

i

i i i i

i

i i i i i

i

x x x x
L

x

x x x x

x

x x x x

x

x x x x x

x







 

   



   



   



   



=

 − − − − −
= −
 − −

− − − − −
−

− −

− − − − −
−

− −

− − − − − −
+ −

− −



( )( )
( )( )

( )( ) ( )( )

( )( )

( )( )
( )( )

( )( )

( )( )

2 22 2 2

2 2
1

1 exp

1 exp exp exp exp

1 exp1 exp 1 exp

i

i

n
i i i i i i i

i ii i

x

x

x x x x x x x

xx x







   

 =

− −

  − − − − −
 − + −
 − −− − − −  



 

122 221 212L L L= =  

( )( ) ( )( )

( )( )

( )( ) ( )( )

( )( )

( )( ) ( )( )

( )( )

( )( ) ( )( )
( )( )

( )( ) ( )( )

( )( )

( )( )

3 23 3 2 3

222 3 23
1

32 3 3

3

23

2

1 exp exp 3 1 exp exp2

1 exp 1 exp

3 1 exp exp 1 exp exp

1 exp1 exp

3 1 exp exp 2 1 exp

1 exp

n
i i i i i i

i
i i

i i i i i i

ii

i i i i

i

x x x x x xn
L

x x

x x x x x x

xx

x x x x

x

 

 

 

     

  

     



    



=

 − − − − − −
= − −
 − − − −

− − − − − −
− +

− −− −

− − − − −
+ +

− −



( )( )

( )( )

( )
( )( )
( )( )

( )( )

( )( )

( )( )

( )( )

33

3

2 33 3 3

2 3
1

exp

1 exp

exp 3 exp 2 exp
1

1 exp 1 exp 1 exp

i i

i

n
i i i i i i

i i i i

x x

x

x x x x x x

x x x





  


  =

−

− − 

 − − −
 + − + +
 − − − − − − 



 

Finally, the approximate Bayes estimators for 𝛼 and 𝜆 parameter of 𝑀𝐹𝐸(α,𝜆)distribution under the squared error 
loss function are obtained as follows; 

 

( )
2 2 2 2 2 2

1 1 1 1 1 1

1 1
ˆ ˆ 2

2 2
     

= = = = = =

= + + + LINDLEY MLE ij i j ij ijk ij kl l

i j i j k l

u u L u , 

 

( )
2 2 2 2 2 2

1 1 1 1 1 1

1 1ˆ ˆ 2
2 2

     
= = = = = =

= + + + LINDLEY MLE ij i j ij ijk ij kl l

i j i j k l

u u L u , 

respectively. 
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 Simulation Study 
In this section, By means of Monte Carlo simulation 

study for different sample sizes (n) in terms of the MSE 
and bias values the performances of the approximate 
Bayes estimates (computed with Lindley under the 
squared error loss function) for  and  parameters of 

( )α,MFE   are compared with those of the MLE. 

Informative priors for 
1 1 2 2a =1, b =2, a =2, b =1 are used 

while computing the approximate Bayes estimates.  MSE 

for the estimate of   and   parameters can be 

computed with ( ) ( )( )
10000 2

1

1 ˆˆ , ,
10000

i i

i

MSE    
=

= − , where 

( )ˆˆ ,   is MLE or approximate Bayes estimation.  and 

  is generated from Gamma distribution with parameter 

1 1( , )a b and
 2 2( , )a b  respectively. All the computations are 

based on 10.000 replications in MATLAB program. Finally, 
the MSE and bias values are tabulated in Table 1-4.  

 
Table 1.  ML and approximate Bayes estimates, MSE and bias values, for (𝛼 = 2, 𝜆 = 2)  

n MLE BAYESLINDLEY MLE BAYESLINDLEY 

𝜶̂ bias MSE 𝜶̂ bias MSE 𝝀̂ bias MSE 𝝀̂ bias MSE 

20 2.3033 0.5851 0.6629 1.5434 0.4581 0.2718 2.2027 0.4794 0.4025 1.5084 0.4916 0.2789 
30 2.2317 0.4754 0.4652 1.7874 0.2866 0.1224 2.1540 0.3971 0.2737 1.7261 0.3225 0.1485 
40 2.1681 0.3950 0.3055 1.8763 0.2756 0.1112 2.1097 0.3338 0.1903 1.8103 0.2825 0.1159 
50 2.1275 0.3471 0.2217 1.9122 0.2669 0.1072 2.0876 0.2930 0.1444 1.8570 0.2548 0.0960 
70 2.0921 0.2808 0.1394 1.9503 0.2331 0.0854 2.0641 0.2468 0.1006 1.9058 0.2216 0.0742 

100 2.0586 0.2277 0.0876 1.9659 0.2029 0.0644 2.0432 0.2016 0.0660 1.9361 0.1867 0.0537 
150 2.0406 0.1820 0.0548 1.9814 0.1685 0.0447 2.0283 0.1622 0.0422 1.9586 0.1545 0.0369 
200 2.0300 0.1605 0.0419 1.9865 0.1519 0.0362 2.0220 0.1437 0.0328 1.9703 0.1386 0.0295 
350 2.0186 0.1187 0.0224 1.9944 0.1148 0.0206 2.0139 0.1060 0.0179 1.9847 0.1036 0.0168 
500 2.0111 0.0981 0.0153 1.9945 0.0960 0.0145 2.0081 0.0886 0.0124 1.9879 0.0874 0.0119 

 
Table 2. ML and approximate Bayes estimates, MSE and bias values, for (𝛼 = 3, 𝜆 = 2)  

n MLE BAYESLINDLEY MLE BAYESLINDLEY 

𝛼̂ bias MSE 𝛼̂ bias MSE 𝜆̂ bias MSE 𝜆̂ bias MSE 

20 3.3136 0.7989 1.0526 1.7531 1.2469 1.7122 2.1111 0.3876 0.2398 1.4005 0.5995 0.3823 
30 3.3510 0.7637 1.1211 2.2675 0.7325 0.6274 2.1153 0.3506 0.2041 1.6376 0.3676 0.1727 
40 3.2821 0.6571 0.8499 2.5387 0.4745 0.3239 2.0954 0.3030 0.1563 1.7532 0.2823 0.1122 
50 3.2330 0.5795 0.6417 2.6802 0.4146 0.2493 2.0785 0.2706 0.1221 1.8145 0.2454 0.0876 
70 3.1592 0.4714 0.3999 2.8027 0.3744 0.2065 2.0566 0.2254 0.0830 1.8768 0.2070 0.0638 

100 3.1123 0.3820 0.2545 2.8795 0.3280 0.1629 2.0386 0.1842 0.0548 1.9173 0.1733 0.0454 
150 3.0746 0.3109 0.1596 2.9272 02806 0.1203 2.0270 0.1505 0.0363 1.9478 0.1442 0.0317 
200 3.0513 0.2624 0.1120 2.9441 0.2436 0.0918 2.0194 0.1300 0.0269 1.9611 0.1256 0.0244 
350 3.0310 0.1975 0.0623 2.9716 0.1886 0.0556 2.0108 0.0971 0.0149 1.9780 0.0951 0.0141 
500 3.0192 0.1624 0.0421 2.9783 0.0805 0.0391 2.0059 0.0814 0.0104 1.9832 0.0805 0.0101 

 
Table 3. ML and approximate Bayes estimates, MSE and bias values, for (𝛼 = 0.6, 𝜆 = 0.8)  

n MLE BAYESLINDLEY MLE BAYESLINDLEY 

𝛼̂ bias MSE 𝛼̂ bias MSE 𝜆̂ bias MSE 𝜆̂ bias MSE 

20 0.6727 0.1403 0.0397 0.6733 0.1279 0.0307 0.9823 0.3234 0.2266 0.8447 0.2874 0.0557 
30 0.6424 0.1043 0.0201 0.6485 0.1000 0.0182 0.9110 0.2406 0.1115 0.8488 0.1807 0.0554 
40 0.6307 0.0880 0.0137 0.6370 0.0860 0.0130 0.8793 0.1969 0.0715 0.8415 0.1621 0.0450 
50 0.6262 0.0105 0.0782 0.6317 0.0769 0.0102 0.8664 0.1782 0.0578 0.8390 0.1538 0.0407 
70 0.6159 0.0637 0.0068 0.6204 0.0630 0.0067 0.8435 0.1441 0.0360 0.8271 0.1305 0.0286 

100 0.6128 0.0523 0.0045 0.6161 0.0520 0.0045 0.8319 0.1185 0.0239 0.8216 0.1108 0.0205 
150 0.6083 0.0436 0.0031 0.6106 0.0434 0.0031 0.8219 0.0973 0.0155 0.8157 0.0932 0.0141 
200 0.6058 0.0372 0.0022 0.6076 0.0371 0.0022 0.8160 0.0825 0.0112 0.8116 0.0800 0.0104 
350 0.6038 0.0278 0.0012 0.6048 0.0277 0.0012 0.8102 0.0611 0.0060 0.8078 0.0600 0.0058 
500 0.6019 0.0232 0.0009 0.6026 0.0232 0.0009 0.8053 0.0508 0.0041 0.8037 0.0502 0.0040 
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Table 4 . ML and approximate Bayes estimates, MSE and bias values, for (𝛼 = 1.6, 𝜆 = 0.8)  
n MLE BAYESLINDLEY MLE BAYESLINDLEY 

𝛼̂ bias MSE 𝛼̂ bias MSE 𝜆̂ bias MSE 𝜆̂ bias MSE 

20 1.8675 0.4801 0.5056 1.6782 0.2930 0.1320 0.8993 0.2146 0.0855 0.8129 0.1441 0.0327 
30 1.7571 0.3534 0.2532 1.6800 0.2788 0.1316 0.8637 0.1669 0.0495 0.8193 0.1333 0.0291 
40 1.7185 0.2968 0.1655 1.6733 0.2529 0.1099 0.8474 0.1425 0.0349 0.8180 0.1220 0.0244 
50 1.6921 0.2557 0.1192 1.6616 0.2270 0.0890 0.8389 0.1242 0.0262 0.8173 0.1102 0.0199 
70 1.6651 0.2100 0.0765 1.6473 0.1940 0.0636 0.8268 0.1036 0.0177 0.8128 0.0955 0.0147 

100 1.6483 0.1744 0.0514 1.6375 0.1654 0.0456 0.8193 0.0854 0.1190 0.8101 0.0807 0.0105 
150 1.6299 0.1394 0.0324 1.6236 0.1348 0.0300 0.8125 0.0690 0.0077 0.8068 0.0666 0.0071 
200 1.6203 0.1201 0.0233 1.6160 0.1172 0.0221 0.8088 0.0598 0.0057 0.8047 0.0583 0.0054 
350 1.6119 0.0894 0.0127 1.6096 0.0882 0.0124 0.8056 0.0447 0.0032 0.8033 0.0440 0.0031 
500 1.6092 0.0752 0.0090 1.6076 0.0745 0.0089 0.8041 0.0377 0.0022 0.8025 0.0373 0.0022 

 

As shown in Tables 1-4,  MSE and the bias values of all estimates are given for different 𝑛 values. The performances 
of the Lindley approximate Bayes estimates outdo those of the ML estimates. For ML and Bayes estimator methods, it 
is observed that when the 𝑛 values increase, the bias, MSEs of the estimates decrease to zero. 
 

Data Analysis 
 
In this section, the analyasis of real data set is presented for illustrative purposes.  

Real Data-1: The real data-1 set represent daily deaths due to COVID-19 in Europe from 1st March to 30 March 
(https://covid19.who.int/) [26]. 

Real Data-1, n=31: 

6 18 29 28 47 55 40 150 129 184 263 237 336 219 612 434 

648 706 838 1129 1421 118 116 1393 1540 1941 2175 2278 2824 2803 2667  

First, it is checked whether MFE distribution can be 
used or not to analyze these data set. The Kolmogorov-
Smirnov (KS) Z have been used to check the goodness-of-
fit via MATLAB program. ML estimates, KS-Z and p- values 
based on above data is shown in Table 5. 

 
Table 5 . Kolmogorov-Smirnov Z and the corresponding p-

values for ML estimates 

Methods Estimates 
Kolmogorov-

Smirnov Z 
p-values 

MLE α ̂=0.7057λ ̂=0.00073 0.1076
 

0.8654
 

 

 

Figure 1: Plot Empricial CDF and MFE CDF for data-1 

 
In this case, ML and approximate Bayes estimates for 

𝛼 and 𝜆 parameters are as follows. 

 

n 

MLE BAYESLindley 

𝛼̂ 𝜆̂ 𝛼̂ 𝜆̂ 

31 0.7057 0.00073 0.7540 0.00081 
 

Real Data-2: The real data-2 set represent Daily deaths due to COVID-19 in China from 23 January to 28 
March(https://www.worldometers. info/coronavirus/country/china/)[19]. 

Real Data-2, n=66: 

8 16 15 24 26 26 38 43 46 45 57 64 65 73 73 86 

89 97 108 97 146 121 143 142 105 98 136 114 118 109 97 150 

71 52 29 44 47 35 42 31 38 31 30 28 27 22 17 22 

11 7 13 10 14 13 11 8 3 7 6 9 7 4 6 5 

3 5               
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First, it is checked whether MFE distribution can be 
used or not to analyze these data set. The Kolmogorov-
Smirnov Z have been used to check the goodness-of-fit via 
MATLAB program. ML estimates, KS-Z and p- values based 
on above data is shown in Table 6. 

 
Table 6 . Kolmogorov-Smirnov Z and the corresponding p-

values for ML estimates 
Methods Estimates Kolmogorov- Smirnov Z p-values 

MLE 𝛼̂=1.2666 𝜆̂=0.0184 0.0928
 

0.6208
 

 

 

Figure 2:  Plot Empricial CDF and MFE CDF for data-2 

 
In this case, ML and approximate Bayes estimates for 

𝛼 and   parameters are as follows. 
 

 

n 

MLE BAYESLindley 

𝛼̂ 𝜆̂ 𝛼̂ 𝜆̂ 

66 1.2666 0.0184 1.3009 0.0190 

 

Conclusions 
 
In this article, I have considered the MLE and 

approximate Bayes estimators for parameters of MFE 
distribution based on complete sample. It has been 
observed that the maximum likelihood estimators of the 
parameters can be obtained by using Newton-Raphson 
method. Because the Bayes estimators of the parameters 
cannot be obtained in explicit forms, we have obtained 
the approximate Bayes estimators using Lindley 
approximation method under squared-error loss function. 
I have compared the performance of the approximate 
Bayes estimates with the ML estimates by means of 
Monte Carlo simulations, and it has been observed that 
the performances of approximate Bayes estimates are 
better than those of ML estimates.  Further, MSE values of 
the estimates of  and    parameters obtained by using 
Lindley's approximation method are lower than those 
obtained by using MLE.  

Concluding Remarks  
 
The MFE distribution introduced by [7] is studied in 

this work with relation to MLE and Bayes estimation 
methods. For different parameter values and different 
sample sizes, simulations are performed. When the 
sample size is increased, the MSE and bias values are 
observed to decrease and approach zero. In addition, the 
estimations and KS outcomes for MLE and Bayes 
estimators are examined for two real datasets. The 
simulation results show that Bayesian estimators perform 
well on the bias and MSE criteria, and that the MLE and 
Bayesian estimators are close to each other in a large 
sample. 
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Introduction 
 

We say that the continuous random variable X has 
the Topp-Leone distribution if its probability density 
function (PDF) is given by  𝑓𝑓𝑓𝑓𝑓𝑓 0 < 𝑥𝑥 < 1, 

 
𝑓𝑓(𝑥𝑥) = 𝛼𝛼(2 − 2𝑥𝑥)(2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼−1 , 𝛼𝛼 > 0.      (1) 

 
The corresponding cumulative distribution function 

(CDF) is 
 

𝐹𝐹(𝑥𝑥) = (2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼 .                                                   (2)  
 
The Topp-Leone distribution was developed in 1955 

by Topp and Leone [22]. In the last two decades, this 
distribution has a great attention by several authors. For 
exemple, the structural properties of this distribution are 
obtained in [18]. Many reliability measures of the Topp-
Leone distribution are studied by Ghitany et al. [10]. 
Vicari et al. [23] proposed a two-sided generalized 
version of this distribution. Genç [8] derived the 
moments of order statistics from this distribution. Genç 
[9] estimated the probability P(X>Y) for this distribution. 
Bayoud [5] derived the admissible minimax estimates for 
the shape of this distribution. Akgül [1] estimated system 
reliability of multicomponent stress-strength model for 
Topp-Leone distribution. More recently, Long [15] 
obtained the estimation and prediction for this 
distribution based on the double Type-I hybrid censored 
data. Using progressively censored samples from this 
distribution, the inference of multicomponent stress-
strength reliability are derived by Saini et al. [20]. 

Benkhelifa [6] proposed a new distribution called the 
alpha power Topp-Leone Weibull distribution. 

In many research fields, it is necessary to estimate 
the PDF and/or CDF. For example, to estimate the 
Kullback-Leibler divergence, Rényi entropy and Fisher 
information we estimate the PDF whereas we use the 
CDF for estimating the quantile function, Bonferroni and 
Lorenz curves. To estimate the hazard rate function, the 
probability weighted moments and the mean deviation 
about mean; we use the PDF and CDF together. 

There are several studies on the estimation of PDF 
and CDF for some distributions. We mention: Pareto 
distribution by Dixit and Jabbari [7], generalized 
exponential-Poisson distribution by Bagheri et al. [3], 
exponentiated Weibull distribution by Alizadeh et al. [2], 
Weibull extension model by Bagheri et al. [4], Lindley 
distribution by Maity and Mukherjee [16], inverse 
Rayleigh distribution by Maleki Jebely et al. [27] and 
exponentiated Burr XII distribution by Hassan et al. [12]. 

In this paper, we estimate the PDF and CDF of the 
Topp-Leone distribution by the following methods: 
maximum likelihood (ML), uniformly minimum variance 
unbiased (UMVU), least squares (LS), weighted least 
squares (WLS), Cramér-von Mises (CvM), Anderson-
Darling (AD) and percentile (PC) methods of estimation. 
 

Maximum Likelihood Estimators 
Suppose 𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑛𝑛 is a random sample from the 

Topp-Leone distribution. It easy to show that the ML 
estimator of α, denoted by 𝛼𝛼�𝑀𝑀𝑀𝑀 is given by 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-7271-418X
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𝛼𝛼�𝑀𝑀𝑀𝑀 =
−𝑛𝑛

∑ 𝑙𝑙𝑙𝑙�2𝑋𝑋𝑖𝑖 − 𝑋𝑋𝑖𝑖2�𝑛𝑛
𝑖𝑖=1

. 

 
So, we use the invariance property of ML method to 

obtain the ML estimators of the PDF (1) and the CDF (2) 
which are, 

 
𝑓𝑓(𝑥𝑥) = 𝛼𝛼�𝑀𝑀𝑀𝑀(2 − 2𝑥𝑥)(2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼�𝑀𝑀𝑀𝑀−1, 
 
and  
 
𝐹𝐹�(𝑥𝑥) = (2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼�𝑀𝑀𝑀𝑀 , 
 
respectively for 0 <  𝑥𝑥 < 1. 
 
It is obliged to find the PDF of random variable α�ML to 

compute 𝐸𝐸([𝑓𝑓(𝑥𝑥)]𝑟𝑟) and 𝐸𝐸([𝐹𝐹�(𝑥𝑥)]𝑟𝑟). 

Let 𝑍𝑍𝑖𝑖 = −𝑙𝑙𝑙𝑙�2𝑋𝑋𝑖𝑖 − 𝑋𝑋𝑖𝑖2�, 𝑖𝑖 = 1, … ,𝑛𝑛 𝑎𝑎𝑎𝑎𝑎𝑎 𝑇𝑇 =
∑ 𝑍𝑍𝑖𝑖𝑛𝑛
𝑖𝑖=1 . So, it easy to show that Z₁ has an exponential 

distribution with PDF given by 
 
𝑓𝑓𝑍𝑍1(𝑧𝑧) = 𝛼𝛼𝑒𝑒−𝛼𝛼𝛼𝛼, for 𝑧𝑧 > 0, 
 
and then T has a gamma distribution with the 

following PDF: 
 

𝐹𝐹𝑇𝑇(𝑡𝑡) =
𝛼𝛼𝑛𝑛  𝑡𝑡𝑛𝑛−1

Γ(𝑛𝑛) 𝑒𝑒−𝛼𝛼𝛼𝛼 , for 𝑡𝑡 > 0. 

 
So we can obtain the PDF of  𝛼𝛼�𝑀𝑀𝑀𝑀 = S = n/T which is 
 

𝑓𝑓𝑆𝑆(𝑠𝑠) =
𝑛𝑛𝑛𝑛 𝛼𝛼𝑛𝑛  
Γ(𝑛𝑛)𝑠𝑠𝑛𝑛+1

𝑒𝑒−
𝛼𝛼𝛼𝛼
𝑠𝑠  , for 𝑠𝑠 > 0.                    (3) 

 
In the following Theorem, we give 

𝐸𝐸([𝑓𝑓(𝑥𝑥)]𝑟𝑟) and 𝐸𝐸([𝐹𝐹�(𝑥𝑥)]𝑟𝑟). 
 
 

Theorem 2.1. We have𝐸𝐸([𝑓𝑓(𝑥𝑥)]𝑟𝑟) = 2(𝛼𝛼𝛼𝛼 )
𝑛𝑛+𝑟𝑟
2   (2−2𝑥𝑥)𝑟𝑟

Γ(𝑛𝑛)(2𝑥𝑥−𝑥𝑥2)𝑟𝑟
� −1
𝑟𝑟𝑟𝑟𝑟𝑟(2𝑥𝑥−𝑥𝑥2)

�
𝑟𝑟−𝑛𝑛
2 𝐾𝐾𝑟𝑟−𝑛𝑛 �2�−𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(2𝑥𝑥 − 𝑥𝑥2)� 

and 

𝐸𝐸([𝐹𝐹�(𝑥𝑥)]𝑟𝑟) =
2(𝛼𝛼𝛼𝛼 )

𝑛𝑛
2   

Γ(𝑛𝑛) �
−1

𝑟𝑟𝑟𝑟𝑟𝑟(2𝑥𝑥 − 𝑥𝑥2)�
−𝑛𝑛
2
𝐾𝐾−𝑛𝑛 �2�−𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(2𝑥𝑥 − 𝑥𝑥2)�, 

where 𝐾𝐾𝑣𝑣 is the modified Bessel function of the second kind of order 𝑣𝑣. 
 

    Proof. From Equation (3), we can write 

 𝐸𝐸([𝑓𝑓(𝑥𝑥)]𝑟𝑟)    =  � [𝑠𝑠(2 − 2𝑥𝑥)(2𝑥𝑥 − 𝑥𝑥2)𝑠𝑠−1]𝑟𝑟
+∞

0
𝑒𝑒−

𝛼𝛼𝛼𝛼
𝑠𝑠  𝑑𝑑𝑑𝑑                                  

=
 𝑛𝑛𝑛𝑛 𝛼𝛼𝑛𝑛  (2 − 2𝑥𝑥)𝑟𝑟

Γ(𝑛𝑛)(2𝑥𝑥 − 𝑥𝑥2)𝑟𝑟 � 𝑠𝑠𝑟𝑟−𝑛𝑛−1(2𝑥𝑥 − 𝑥𝑥2)𝑟𝑟𝑟𝑟𝑒𝑒−
𝛼𝛼𝛼𝛼
𝑠𝑠 𝑑𝑑𝑑𝑑 

+∞

0

=
 𝑛𝑛𝑛𝑛 𝛼𝛼𝑛𝑛  (2 − 2𝑥𝑥)𝑟𝑟

Γ(𝑛𝑛)(2𝑥𝑥 − 𝑥𝑥2)𝑟𝑟 � 𝑠𝑠𝑟𝑟−𝑛𝑛−1𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�2𝑥𝑥−𝑥𝑥2�𝑒𝑒−
𝛼𝛼𝛼𝛼
𝑠𝑠 𝑑𝑑𝑑𝑑

+∞

0
. 

 
Using the formula (3.471.9) in [11], we get 

� 𝑠𝑠𝑟𝑟−𝑛𝑛−1𝑒𝑒𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�2𝑥𝑥−𝑥𝑥2�𝑒𝑒−
𝛼𝛼𝛼𝛼
𝑠𝑠 𝑑𝑑𝑑𝑑

+∞

0
= 2 �

−𝛼𝛼𝛼𝛼
𝑟𝑟𝑟𝑟𝑟𝑟(2𝑥𝑥 − 𝑥𝑥2)�

𝑟𝑟−𝑛𝑛
2
𝐾𝐾𝑟𝑟−𝑛𝑛 �2�−𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(2𝑥𝑥 − 𝑥𝑥2)�. 

So 

𝐸𝐸([𝑓𝑓(𝑥𝑥)]𝑟𝑟) =
2(𝛼𝛼𝛼𝛼 )

𝑛𝑛+𝑟𝑟
2   (2 − 2𝑥𝑥)𝑟𝑟

Γ(𝑛𝑛)(2𝑥𝑥 − 𝑥𝑥2)𝑟𝑟 �
−1

𝑟𝑟𝑟𝑟𝑟𝑟(2𝑥𝑥 − 𝑥𝑥2)�
𝑟𝑟−𝑛𝑛
2
𝐾𝐾𝑟𝑟−𝑛𝑛 �2�−𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(2𝑥𝑥 − 𝑥𝑥2)�. 

We can get 𝐸𝐸([𝐹𝐹�(𝑥𝑥)]𝑟𝑟) in a similar manner, and then the proof of Theorem 2.1 is finished.  

Remark. When r=1, we observe that the estimators 𝑓𝑓(𝑥𝑥) and 𝐹𝐹�(𝑥𝑥) are biased for f(x) and F(x), respectively. 

In the following Theorem, we give the MSEs of 𝑓𝑓(𝑥𝑥) and 𝐹𝐹�(𝑥𝑥). 
 

Theorem 2.2. The MSE of 𝑓𝑓(𝑥𝑥) is given by 

MSE�𝑓𝑓(𝑥𝑥)� =
2(𝛼𝛼𝛼𝛼 )

𝑛𝑛+2
2   (2 − 2𝑥𝑥)2

Γ(𝑛𝑛)(2𝑥𝑥 − 𝑥𝑥2)2 �
−1

2𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2)�
2−𝑛𝑛
2
𝐾𝐾2−𝑛𝑛 �2�−2𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(2𝑥𝑥 − 𝑥𝑥2)�

−
8(𝛼𝛼𝛼𝛼 )

𝑛𝑛+1
2  (1 − 𝑥𝑥)𝑓𝑓(𝑥𝑥) 

Γ(𝑛𝑛)(2𝑥𝑥 − 𝑥𝑥2) �
−1

𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2)�
1−𝑛𝑛
2
𝐾𝐾1−𝑛𝑛 �2�−𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(2𝑥𝑥 − 𝑥𝑥2)� + 𝑓𝑓2(𝑥𝑥), 

while the MSEs of 𝐹𝐹�(𝑥𝑥) is 
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MSE�𝐹𝐹�(𝑥𝑥)� =
2(𝛼𝛼𝛼𝛼 )

𝑛𝑛
2   

Γ(𝑛𝑛) �
−1

2𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2)�
−𝑛𝑛
2
𝐾𝐾−𝑛𝑛 �2�−2𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(2𝑥𝑥 − 𝑥𝑥2)�

−
4(𝛼𝛼𝛼𝛼 )

𝑛𝑛
2  𝐹𝐹(𝑥𝑥) 

Γ(𝑛𝑛) �
−1

𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2)�
−𝑛𝑛
2
𝐾𝐾−𝑛𝑛 �2�−𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(2𝑥𝑥 − 𝑥𝑥2)� + 𝐹𝐹2(𝑥𝑥). 

Proof.  We know that 

MSE�𝑓𝑓(𝑥𝑥)� = 𝐸𝐸([𝑓𝑓(𝑥𝑥)]2) − 2𝑓𝑓(𝑥𝑥)E�𝑓𝑓(𝑥𝑥)� + 𝑓𝑓2(𝑥𝑥), 

then, we obtain MSE�𝐹𝐹�(𝑥𝑥)�) by setting r=1 and 𝐸𝐸([𝑓𝑓(𝑥𝑥)]2) by r=2 in Theorem 2.1. Similarly, we can get 
MSE�𝐹𝐹�(𝑥𝑥)�.  

 
UMVU Estimators 
Here, we derive the UMVU estimators of the PDF and the CDF of the Topp-Leone distribution. Also, we give the 

MSEs of these estimators. 
If 𝑋𝑋1,𝑋𝑋2, … ,𝑋𝑋𝑛𝑛 is a random sample from the Topp-Leone distribution, then 𝑇𝑇 = −∑ 𝑙𝑙𝑙𝑙�2𝑋𝑋𝑖𝑖 − 𝑋𝑋𝑖𝑖2�𝑛𝑛

𝑖𝑖=1  is a 
complete sufficient statistic for α. Let 𝑓𝑓∗(𝑥𝑥) be the UMVU estimator of f(x). Then using Lehmann-Scheffé theorem, we 
have 

E(𝑓𝑓∗(𝑥𝑥) ) = ∫𝑓𝑓𝑋𝑋1|T (𝑥𝑥1|𝑡𝑡)𝑓𝑓T(𝑡𝑡)𝑑𝑑𝑑𝑑=∫𝑓𝑓𝑋𝑋1,T (𝑥𝑥1, 𝑡𝑡)𝑑𝑑𝑑𝑑 = 𝑓𝑓𝑋𝑋1(𝑥𝑥1), 

where 𝑓𝑓𝑋𝑋1|T(𝑥𝑥1|𝑡𝑡) = 𝑓𝑓∗(𝑥𝑥) is the conditional PDF of 𝑋𝑋1 given T and 𝑓𝑓𝑋𝑋1,T(𝑥𝑥1, 𝑡𝑡) is the joint PDF of X₁ and T. To find 
𝑓𝑓𝑋𝑋1|T(𝑥𝑥1|𝑡𝑡), we need the following Lemma. 

Lemma 3.1. The conditional PDF of 𝑋𝑋1 given T=t is 

𝑓𝑓𝑋𝑋1|T(𝑥𝑥|𝑡𝑡) =
(𝑛𝑛 − 1)(2 − 2𝑥𝑥)�𝑡𝑡 + 𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2)�𝑛𝑛−2

(2𝑥𝑥 − 𝑥𝑥2)𝑡𝑡𝑛𝑛−1
, 𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2) < 𝑡𝑡 < ∞. 

Proof.  We know that 𝑇𝑇 = ∑ 𝑍𝑍𝑖𝑖𝑛𝑛
𝑖𝑖=1  is a random variable has the PDF given by (3). So, after some elementary 

algebra, the conditional PDF of Z₁ given T is 

ℎ𝑍𝑍1|T(𝑧𝑧|𝑡𝑡) =
  (𝑛𝑛 − 1)(𝑡𝑡 − 𝑧𝑧)𝑛𝑛−2

𝑡𝑡𝑛𝑛−1
 , for 0 < 𝑧𝑧 < 𝑡𝑡.    

Then 

𝑓𝑓𝑋𝑋1|T(𝑥𝑥|𝑡𝑡) =
2 − 2𝑥𝑥

2𝑥𝑥 − 𝑥𝑥2
ℎ𝑍𝑍1|T(−𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2)|𝑡𝑡), 𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2) < 𝑡𝑡 < ∞, 

and the proof of Lemma is finished. 

Theorem 3.1. The UMVU estimators of f(x) and F(x) are given by 

𝑓𝑓(𝑥𝑥) =
(𝑛𝑛 − 1)(2 − 2𝑥𝑥)�𝑡𝑡 + 𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2)�𝑛𝑛−2

(2𝑥𝑥 − 𝑥𝑥2)𝑡𝑡𝑛𝑛−1
,   

and 

𝐹𝐹�(𝑥𝑥) = �
𝑡𝑡 + 𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2)

𝑡𝑡
�
𝑛𝑛−1

, 

respectively for −𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2) < 𝑡𝑡 < ∞. 
 
Proof.  From Lemma 3.1, we observe immediately that 𝑓𝑓(𝑥𝑥) is the UMVU estimator of f(x). By integrating 𝑓𝑓� (𝑥𝑥), we 

obtain 𝐹𝐹�(𝑥𝑥). 

 

The following Theorem gives the MSEs of 𝑓𝑓(𝑥𝑥) and 𝐹𝐹�(𝑥𝑥). 
Theorem 3.2. Let T=t be given. The MSEs of 𝑓𝑓(𝑥𝑥) and 𝐹𝐹�(𝑥𝑥) are respectively given by 

MSE �𝑓𝑓(𝑥𝑥)� =
𝐴𝐴2

Γ(𝑛𝑛) � �
2𝑛𝑛 − 4

𝑖𝑖
�

2𝑛𝑛−4

𝑖𝑖=1

𝑏𝑏𝑖𝑖𝑎𝑎𝑖𝑖+3Γ(𝑛𝑛 − 𝑖𝑖 − 2,−𝑎𝑎𝑎𝑎) − 𝑓𝑓2(𝑥𝑥), 

and  
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MSE �𝐹𝐹�(𝑥𝑥)� =
1

Γ(𝑛𝑛) � �
2𝑛𝑛 − 2

𝑖𝑖
�

2𝑛𝑛−2

𝑖𝑖=1

𝑏𝑏𝑖𝑖𝑎𝑎𝑖𝑖+1Γ(𝑛𝑛 − 𝑖𝑖,−𝑎𝑎𝑎𝑎) − 𝐹𝐹2(𝑥𝑥), 

where 𝐴𝐴 = (𝑛𝑛−1)(2−2𝑥𝑥)
2x−x²

, 𝑏𝑏 = 𝑙𝑙𝑙𝑙(2𝑥𝑥 − 𝑥𝑥2) and Γ(𝑠𝑠, 𝑥𝑥) = ∫ 𝑡𝑡𝑠𝑠−1∞
𝑥𝑥 𝑒𝑒−𝑡𝑡𝑑𝑑𝑑𝑑 is the complementary incomplete gamma 

function. 

Proof.  We have  

𝑓𝑓(𝑥𝑥) =
𝐴𝐴(𝑡𝑡 + 𝑏𝑏)𝑛𝑛−2

𝑡𝑡𝑛𝑛−1
 

and 
MSE �𝑓𝑓(𝑥𝑥)� = 𝐸𝐸([𝑓𝑓(𝑥𝑥)]2) − 𝑓𝑓2(𝑥𝑥). 

From Equation (3),  

𝐸𝐸([𝑓𝑓(𝑥𝑥)]2) =
𝐴𝐴2𝛼𝛼𝑛𝑛

𝛤𝛤(𝑛𝑛) � �
(𝑡𝑡 + 𝑏𝑏)𝑛𝑛−2

𝑡𝑡𝑛𝑛−1
�
2

𝑡𝑡𝑛𝑛−1𝑒𝑒−𝛼𝛼𝛼𝛼𝑑𝑑𝑑𝑑
+∞

−𝑏𝑏
=
𝐴𝐴2𝛼𝛼𝑛𝑛

𝛤𝛤(𝑛𝑛) �
(𝑡𝑡 + 𝑏𝑏)2𝑛𝑛−4

𝑡𝑡2𝑛𝑛−2
𝑡𝑡𝑛𝑛−1𝑒𝑒−𝛼𝛼𝛼𝛼𝑑𝑑𝑑𝑑

+∞

−𝑏𝑏

=
𝐴𝐴2𝛼𝛼𝑛𝑛

𝛤𝛤(𝑛𝑛) �
(𝑡𝑡 + 𝑏𝑏)2𝑛𝑛−4

𝑡𝑡2𝑛𝑛−4
+∞

−𝑏𝑏
𝑡𝑡𝑛𝑛−3𝑒𝑒−𝛼𝛼𝛼𝛼𝑑𝑑𝑑𝑑 =

𝐴𝐴2𝛼𝛼𝑛𝑛

𝛤𝛤(𝑛𝑛) � �
𝑡𝑡 + 𝑏𝑏
𝑡𝑡

�
2𝑛𝑛−4

𝑡𝑡𝑛𝑛−3𝑒𝑒−𝛼𝛼𝛼𝛼𝑑𝑑𝑑𝑑
+∞

−𝑏𝑏

=
𝐴𝐴2𝛼𝛼𝑛𝑛

𝛤𝛤(𝑛𝑛) � �1 +
𝑏𝑏
𝑡𝑡
�
2𝑛𝑛−4

𝑡𝑡𝑛𝑛−3𝑒𝑒−𝛼𝛼𝛼𝛼𝑑𝑑𝑑𝑑
+∞

−𝑏𝑏
. 

We have 

�1 +
𝑏𝑏
𝑡𝑡
�
2𝑛𝑛−4

= � �
2𝑛𝑛 − 4

𝑖𝑖
�

2𝑛𝑛−4

𝑖𝑖=1

�
𝑏𝑏
𝑡𝑡
�
𝑖𝑖

. 

So 

𝐸𝐸([𝑓𝑓(𝑥𝑥)]2) =
𝐴𝐴2𝛼𝛼𝑛𝑛

𝛤𝛤(𝑛𝑛) � �� �
2𝑛𝑛 − 4

𝑖𝑖
�

2𝑛𝑛−4

𝑖𝑖=1

�
𝑏𝑏
𝑡𝑡
�
𝑖𝑖

� 𝑡𝑡𝑛𝑛−3𝑒𝑒−𝛼𝛼𝛼𝛼𝑑𝑑𝑑𝑑
+∞

−𝑏𝑏
=
𝐴𝐴2𝛼𝛼𝑛𝑛

𝛤𝛤(𝑛𝑛) � �
2𝑛𝑛 − 4

𝑖𝑖
� 𝑏𝑏𝑖𝑖

2𝑛𝑛−4

𝑖𝑖=1

� 𝑡𝑡𝑛𝑛−𝑖𝑖−3𝑒𝑒−𝛼𝛼𝛼𝛼𝑑𝑑𝑑𝑑
+∞

−𝑏𝑏
. 

The change of variables u=αt, yields 

𝐸𝐸([𝑓𝑓(𝑥𝑥)]2) =
𝐴𝐴2𝛼𝛼𝑛𝑛

𝛤𝛤(𝑛𝑛) � �
2𝑛𝑛 − 4

𝑖𝑖
�

𝑏𝑏𝑖𝑖

𝛼𝛼𝑛𝑛−𝑖𝑖−3

2𝑛𝑛−4

𝑖𝑖=1

� 𝑢𝑢𝑛𝑛−𝑖𝑖−3𝑒𝑒−𝑢𝑢𝑑𝑑𝑑𝑑
+∞

−𝛼𝛼𝛼𝛼
=

𝐴𝐴2

𝛤𝛤(𝑛𝑛) � �
2𝑛𝑛 − 4

𝑖𝑖
� 𝑏𝑏𝑖𝑖𝛼𝛼𝑖𝑖+3

2𝑛𝑛−4

𝑖𝑖=1

Γ(𝑛𝑛 − 𝑖𝑖 − 2,−𝑎𝑎𝑎𝑎). 

In a similar manner, we can find MSE �𝐹𝐹�(𝑥𝑥)�. 

 
Least Squares and Weighted Least Squares 

Estimators 
Swain et al. [21] proposed the LS and WLS methods. 

In this section, we use these methods to estimate α. Let 
𝑥𝑥(1), … , 𝑥𝑥(𝑛𝑛) be the order observations of the random 
variables following the Topp-Leone distribution with size 
n. The LS estimator of α, denoted by 𝛼𝛼�𝐿𝐿𝐿𝐿, is obtained by 
minimizing the function 

���2𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖)
2 �𝛼𝛼 −

𝑖𝑖
𝑛𝑛 + 1

�
2𝑛𝑛

𝑖𝑖=1

, 

while the WLS estimator of α, denoted by 𝛼𝛼�𝑊𝑊𝑊𝑊𝑊𝑊, is 
obtained by minimizing the function 

�
(𝑛𝑛 + 2)(𝑛𝑛 + 1)2

𝑖𝑖(𝑛𝑛 − 𝑖𝑖 + 1) ��2𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖)
2 �𝛼𝛼 −

𝑖𝑖
𝑛𝑛 + 1

�
2𝑛𝑛

𝑖𝑖=1

. 

 
So, the LS and WLS estimators of the PDF and the CDF 

of the Topp-Leone distribution given, for 0 < x < 1, by 
𝑓𝑓(𝑥𝑥) = 𝛼𝛼�(2 − 2𝑥𝑥)(2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼�−1, 

and  
𝐹𝐹�(𝑥𝑥) = (2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼� , 

where 𝑓𝑓 = 𝑓𝑓𝐿𝐿𝐿𝐿, 𝐹𝐹� = 𝐹𝐹�𝐿𝐿𝐿𝐿 and 𝛼𝛼� = 𝛼𝛼�𝐿𝐿𝐿𝐿 when we use 
the LS method and 𝑓𝑓 = 𝑓𝑓𝑊𝑊𝑊𝑊𝑊𝑊, 𝐹𝐹� = 𝐹𝐹�𝑊𝑊𝑊𝑊𝑊𝑊 and 𝛼𝛼� = 𝛼𝛼�𝑊𝑊𝑊𝑊𝑊𝑊 
for WLS method. Since it's difficult to find the MSEs of 
these estimators analytically, we shall calculate them by 
simulation. 

 
Cramér-von Mises and Anderson Darling 

estimators 
Let 𝑥𝑥(1), … , 𝑥𝑥(𝑛𝑛) be the order observations of the 

random variables following the Topp-Leone distribution 
with size n. The CvM estimator of the parameter α, 
denoted by 𝛼𝛼�CvM, of the Topp-Leone distribution is 
obtained by minimizing the function 

 
1

12𝑛𝑛
+ ���2𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖)

2 �𝛼𝛼 −
2𝑖𝑖 − 1

2𝑛𝑛
�
2𝑛𝑛

𝑖𝑖=1

 , 

 
whereas the AD estimator of α, denoted by 𝛼𝛼�AD, is 

obtained by minimizing 
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−𝑛𝑛 + �(2𝑖𝑖 − 1) �𝛼𝛼𝛼𝛼𝛼𝛼�2𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖)
2 �

𝑛𝑛

𝑖𝑖=1

+ 𝑙𝑙𝑙𝑙�1 − �2𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖)
2 �𝛼𝛼��

2
 . 

 
So, the CvM and AD estimators of the PDF and the CDF of 

the Topp-Leone distribution given, for 0 < x < 1, by 
 
𝑓𝑓(𝑥𝑥) = 𝛼𝛼�(2 − 2𝑥𝑥)(2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼�−1, 
and  
𝐹𝐹�(𝑥𝑥) = (2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼� , 
 
where 𝑓𝑓 = 𝑓𝑓CvM, 𝐹𝐹� = 𝐹𝐹�CvM and 𝛼𝛼� = 𝛼𝛼�CvM when we use 

the CvM method and 𝑓𝑓 = 𝑓𝑓AD, 𝐹𝐹� = 𝐹𝐹�AD and 𝛼𝛼� = 𝛼𝛼�AD for 
AD method. Since it's difficult to find the MSEs of these 
estimators analytically, we shall calculate them by simulation. 

 

Estimators Based on Percentiles 
The PC method proposed by Kao [13-14]. In this section, 

the PC estimators of the PDF and the CDF of the Topp-Leone 
distribution are derived. Let 𝑥𝑥(1), … , 𝑥𝑥(𝑛𝑛) be the order 
observations of the random variables following the Topp-
Leone distribution with size n. The PC estimator of α, denoted 
by 𝛼𝛼�PC, is obtained by minimizing 

��𝑙𝑙𝑙𝑙(𝑝𝑝𝑖𝑖) − 𝛼𝛼𝛼𝛼𝛼𝛼�2𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖)
2 ��

2
𝑛𝑛

𝑖𝑖=1

 

where 𝑝𝑝𝑖𝑖 = 𝑖𝑖
𝑛𝑛+1

. It easy to show that 

 

𝛼𝛼�PC =
∑ 𝑙𝑙𝑙𝑙�2𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖)

2 �𝑙𝑙𝑙𝑙(𝑝𝑝𝑖𝑖)𝑛𝑛
𝑖𝑖=1

∑ 𝑙𝑙𝑙𝑙2�2𝑥𝑥(𝑖𝑖) − 𝑥𝑥(𝑖𝑖)
2 �𝑛𝑛

𝑖𝑖=1
. 

So, the PC estimators of the PDF and the CDF are given by 
 
𝑓𝑓(𝑥𝑥) = 𝛼𝛼�PC(2 − 2𝑥𝑥)(2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼�PC−1, 
and  
𝐹𝐹�(𝑥𝑥) = (2𝑥𝑥 − 𝑥𝑥2)𝛼𝛼�PC , 
respectively. Since it's difficult to find the MSEs of these 

estimators analytically, we shall compute them by simulation. 
 

Simulation study 
In this section, we carry out a simulation study to 

compare ML, UMVU, LS, WLS, PC, CvM and AD estimators of 
the PDF and the CDF for the Topp-Leone distribution. The 
random samples are generated from the Topp-Leone 
distribution for a given parameter α=1, 2 and 3 by using the 
inversion method: 𝑋𝑋 = √1 − 𝑈𝑈1/α, where U is a standard 
uniform random variable. The sample sizes of generated 
random samples are n=10, 20, 50 and 100, where the 
simulation is repeated 1000 times. 

Table 1 gives the results of the simulation. We observe 
that the values of MSE converge to zero when n increases for 
all methods. So we can say that the estimators are consistent. 
Also, we see that the ML estimates of the PDF and the CDF 
have the lowest value of MSEs. This means that the ML 
estimators perform better than the others estimators. 

 
Table 1. MSEs of the PDF and the CDF estimators. 

  α=1  α=2  α=3  
n Methods PDF CDF PDF CDF PDF CDF 

10 ML 0.0837 0.0112 0.0238 0.1021 0.0511 0.0464 
 UMVU 0.1021 0.0920 0.0436 0.1355 0.0518 0.0678 
 PC 0.1313 0.1047 0.0982 0.1513 0.1099 0.0897 
 LS 0.1967 0.2001 0.1869 0.1901 0.2010 0.1649 
 WLS 0.1741 0.1699 0.1107 0.1812 0.1334 0.1121 
 CvM 0.1450 0.1218 0.1005 0.1697 0.1101 0.1026 
 AD 0.1601 0.1497 0.1087 0.1801 0.1254 0.1059 

20 ML 0.0716 0.0053 0.0200 0.0921 0.0341 0.0344 
 UMVU 0.0921 0.1152 0.0398 0.1040 0.0403 0.0516 
 PC 0.1296 0.1007 0.0772 0.1106 0.0885 0.0662 
 LS 0.1941 0.2158 0.1552 0.1681 0.1819 0.1398 
 WLS 0.1601 0.1841 0.1079 0.1282 0.1223 0.0997 
 CvM 0.1309 0.1181 0.0905 0.1609 0.1004 0.0992 
 AD 0.1575 0.1367 0.0992 0.1788 0.1187 0.1003 

50 ML 0.0102 0.0026 0.0010 0.0352 0.0028 0.0039 
 UMVU 0.0467 0.0788 0.0035 0.0502 0.0177 0.0207 
 PC 0.0816 0.0985 0.0225 0.0651 0.0412 0.0388 
 LS 0.1511 0.1772 0.1398 0.1436 0.1196 0.1006 
 WLS 0.1153 0.1380 0.0996 0.1041 0.0757 0.0967 
 CvM 0.1098 0.1101 0.0702 0.1410 0.0866 0.0756 
 AD 0.1271 0.1167 0.0803 0.1575 0.0982 0.0811 

100 ML 0.0005 0.0016 0.00016 0.0017 0.00018 0.00047 
 UMVU 0.0050 0.0042 0.00077 0.0123 0.0092 0.0084 
 PC 0.0071 0.0056 0.0087 0.0209 0.0104 0.0196 
 LS 0.0930 0.1004 0.0799 0.0874 0.0889 0.0917 
 WLS 0.0931 0.1086 0.0599 0.0676 0.0727 0.0729 
 CvM 0.0801 0.0998 0.0404 0.0590 0.0363 0.0606 
 AD 0.1053 0.1060 0.0503 0.0602 0.0542 0.0699 
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Application to Real Data 
To compare between ML, LS, WLS, CvM, AD and PC 

estimators for the PDF and the CDF, we use the following 
data set: 0.2160, 0.0150, 0.4082, 0.0746, 0.0358, 0.0199, 
0.0402, 0.0101, 0.0605, 0.0954, 0.1359, 0.0273, 0.0491, 
0.3465, 0.0070, 0.6560, 0.1060, 0.0062, 0.4992, 0.0614, 
0.5320, 0.0347 and 0.1921. We took this data set from 
[19]. It represents the times between failures of 
secondary reactor pumps. In order to obtain data 
between 0 and 1, a normalization operation is done by 
dividing the original data set by 10. 

To assess the behavior of ML, PC, LS and WLS 
estimators, we use the following criteria: 

 
• Maximum likelihood criterion, which is given by 

MLC = −2lnL, 
• Akaike information criterion, that is defined as 

AIC = −2lnL + 2k, 
• Bayes information criterion that is defined as by 

𝐵𝐵𝐵𝐵𝐵𝐵 = −2𝑙𝑙𝑙𝑙𝑙𝑙 + 𝑘𝑘𝑘𝑘𝑘𝑘( 𝑛𝑛), 
• Akaike information criterion corrected, which is 

defined by 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐴𝐴𝐴𝐴𝐴𝐴 + ((2𝑘𝑘(𝑘𝑘 + 1))/(𝑛𝑛 − 𝑘𝑘 − 1)), 

• Hannan-Quinn criterion, that is defined as 𝐻𝐻𝐻𝐻𝐻𝐻 =
−2𝑙𝑙𝑙𝑙𝑙𝑙 + 2𝑘𝑘𝑘𝑘𝑘𝑘(𝑙𝑙𝑙𝑙 (𝑛𝑛)), 
 

where 𝑙𝑙𝑙𝑙𝑙𝑙 is the estimated value of the maximum 
log-likelihood, 𝑘𝑘 is the number of parameters and 𝑛𝑛 is 
the number of observations. 

The model which has lowest values of 𝑀𝑀𝑀𝑀𝑀𝑀, 𝐴𝐴𝐴𝐴𝐴𝐴,
𝐵𝐵𝐵𝐵𝐵𝐵,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 and 𝐻𝐻𝐻𝐻𝐻𝐻 is selected as the best model to fit 
the data. The values of the estimates of the parameter 
and the model selection criteria for the different 
estimation methods are given in Table 2. It is clear from 
Tables 2 that the ML estimate has the smallest value for 
all the model selection criteria. This indicates that the ML 
estimator is superior than the LS, WLS, CvM, AD and PC 
estimators. 

Plots the fitted PDFs versus the histogram are given in 
Figure 1(a) while the fitted CDFs plots versus the 
empirical CDF are given in Figure 1(b). It is easy to see 
from these plots that the ML method provides the good 
fit compared to the other methods. 

 
Table 2. Estimations of the parameter and the model selection criteria for the data set. 

Methods Estimate of 𝜶𝜶 MLC AIC BIC AICc HQC 
ML 0.4891 -37.5653 -35.5653 -34.4298 -35.3749 -35.2798 

LS 0.3988 -36.6694 -34.6694 -33.5339 -34.4789 -34.3838 

WLS  0.4375 -37.2901 -35.2901 -34.1546 -35.0996 -35.0045 

CvM 0.4023 -36.7424 -34.7424 -33.6069 -34.5520 -34.4569 

AD 0.4156 -36.9867 -34.9867 -33.8512 -34.7962 -34.7011 

PC 0.4979 -37.5580 -35.5580 -34.4226 -35.3676 -35.2725 

 
 

 
Figure 1. Fitted (a) PDFs versus the histogram and (b) CDFs versus the empirical CDF for the various estimation 

methods. 
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Conclusion 
 
In this paper, we have considered seven methods of 

estimation: ML, UMVU, LS, WLS, CvM, AD and PC method 
for the PDF and the CDF of the Topp-Leone distribution. 
We have compared these estimators by a simulation 
study and a real data application. A simulation study 
shows that all estimators are consistent and the ML 
estimator performs better than the other estimators. 
Also, an application to real data set proves that the ML 
method provides the good fit than the other methods of 
estimation. 
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