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Phytochemicals have a vast number of properties contributing to human health by acting on numerous different 
mechanisms. Phloridzin, a phytochemical mainly found in Malus species, possesses diverse biological activities 
including anti-diabetic and antioxidative activities. Here, our aim is to explore antigenotoxic potential and 
proliferative effects of phloridzin on human lymphocytes in vitro by employing chromosome aberration, 
micronucleus and comet assays. Mitomycin C, both an anticancer and genotoxic agent, was utilized to induce 
genotoxicity. Phloridzin significantly suppressed the genotoxic effects of mitomycin C at 125-500 µg/mL 
concentrations in all assays used (p < 0.05). We also revealed that phloridzin and mitomycin C combination had 
a significantly negative effect on mitotic index (p < 0.05), whereas in general, gender differences did not play a 
role in manifestation of neither antigenotoxic nor antiproliferative activities of the combination.These results 
suggest that phloridzin is an antigenotoxic compound and its consumption may interfere with the activity of 
anticancer drugs that exert their effects based on genotoxic mechanisms. 
 
 
 
 
 
Keywords: Phlorizin, Genotoxicity, Mitomycin C, Chromosome aberration. 
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Introduction 

Numerous plants have been used in the field of 
medicine for therapeutic purposes. For many decades, 
phytochemicals, bioactive components of plant origin, 
have been under investigation because of the beneficial 
effects in maintenance of human health [1]. Many studies 
report that a diet rich in phytochemicals is directly 
associated with reduced risk of chronic diseases including 
cancer [2-4]. 

Phloridzin, a phytochemical belonging to the group of 
dihydrochalcones, is the predominant phenolic 
compound in Malus species [5]. Phloridzin is formed by 
the glycosylation of phloretin and was detected in several 
other plants such as Australian native sarsaparilla (Smilax 
glyciphylla), sweet tea (Lithocarpus polystachyus), and at 
trace amounts in strawberry fruit [6-8]. Phloridzin is found 
at highest levels in seeds, moderate levels in core and the 
skin and lowest level in the cortex of apple fruits [9]. 
Phloridzin and its derivatives are renowned for their 
activity to inhibit sodium-linked glucose transporters 
which in turn lowers blood glucose levels [9]. Accordingly, 
numerous studies have been conducted to understand 
the significance of phloridzin in treating type 2 diabetes 
[10,11]. Moreover, phloridzin has been studied for 
antioxidative, anti-inflammatory, hepatoprotective and 
cardioprotective activities [12-15]. Although phloridzin 
has been examined for its biological activities from various 
aspects, antigenotoxic properties of this molecule have 

not been studied so far. Our aim is to determine the 
potential genotoxic and antigenotoxic effects of phloridzin 
in vitro in human lymphocytes by employing chromosome 
aberration test, micronucleus and comet assays.  

 
Materials and Methods 
 

Chemicals and Lymphocyte Culture 
Phloridzin (catalogue number PHL80513) was 

purchased from Merck, Germany. Phloridzin was 
dissolved in ethanol and diluted with distilled H2O. The 
stock solution was kept at -20°C for further use. 
Mitomycin C (MMC) was purchased from Kyowa Hakko 
Kogyo, Japan and its stock solution was freshly prepared 
at 250 µg/mL concentration before each experiment. 
MMC was diluted 1:1000 upon addition to lymphocyte 
culture to a final concentration of 0.25 µg/mL. 

Lymphocyte culture was set up by adding 0.5 mL of 
heparinized blood to 5 mL of RPMI 1640 medium (Sigma, 
St. Louis, MO, USA) supplemented with 20% fetal calf 
serum (Biochrom, AG), 1% penicillin/streptomycin 
(Merck, Darmstadt, Germany), 2% L-Glutamine (Merck, 
Darmstadt, Germany) and 2 to 10 µg/mL concentration of 
phytohemagglutinin (Biochrom AG, Germany). The 
culture media was stored at -20°C. 

Human peripheral blood lymphocytes were obtained 
from 2 female and 2 male healthy, non-smoking 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0003-2647-5875
https://orcid.org/0000-0001-7975-3950
https://orcid.org/0000-0002-2874-0241
https://orcid.org/0000-0001-7975-3950
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volunteers with no recent history of medication. 
Peripheral blood samples (5 mL) were collected under 
sterile conditions by venipuncture into heparinized tubes. 
Whole blood (0.5 mL) was then added to 5 mL culture 
medium and incubated at 37°C. 

Ethanol was used as solvent control (1:1000). 
Phloridzin concentrations were determined as 125, 250 
and 500 µg/mL after a preliminary study. All phloridzin 
doses were used in simultaneous combinations with a 
single dose of MMC (0.25 µg/mL) [16]. Treatments started 
48 h (24 h for comet assay) after the beginning of 
incubation at 37°C. Lymphocyte cultures were treated 
with phloridzin and/or MMC for 24 h before harvest in all 
assays. 

 
Chromosome Aberration (CA) Test 
Briefly, 2 h prior to harvesting, 50 µl of demecolcine 

(10 µg/mL) was added to each culture medium. The cells 
were incubated with a hypotonic solution (0.075 M KCl) 
and then fixed in cold methanol:glacial acetic acid (3:1). 
Following a series of 3 washing steps with the fixative, 
metaphase spreads were prepared by dropping the 
concentrated cell suspension onto ice-cold slides. Air-
dried slides were stained with Giemsa (pH 6.8) stain for 15 
min and examined under a light microscope. A total of 
well-spread, 100 metaphases were scored in each group 
for CA analysis and the frequency of CA per cell was 
recorded. The CAs were scored according to 
Environmental Health Criteria 51 for short-term tests for 
mutagenic and carcinogenic chemicals [17]. Mitotic index 
(MI) was calculated according to following formula: 

MI = (number of cells in mitosis / total number of cells) 
× 100. 

 
Micronucleus (MN) Assay 
The assay was carried out as described by Fenech and 

Morley [18] with minor modifications. Cytochalasin B (6 
µg/mL) was added at 44 h to block cytokinesis. 
Lymphocyte cultures were harvested after 72 h. MN value 
was scored as the frequency of binucleated lymphocytes 
containing MN per 1000 binucleated cells. Nuclear 
division index (NDI) was calculated among the 500 
lymphocytes that were scored in MN assay according to 
the following equation: 

NDI = (MONO + (2 × BN) + (3 × TRI) + (4 × TETRA)) / 500. 
Here, MONO, BN, TRI and TETRA depict the number of 

mononucleated, binucleated, trinucleated and 
tetranucleated lymphocytes, respectively. 

 
Comet Assay 
Alkaline single cell gel electrophoresis was carried out 

according to the procedure originally developed by Singh 
et al. [19] with minor modifications. Shortly, the cells were 
centrifuged at 500 rpm for 4 min at the end of treatment. 
Subsequently, the cells were suspended with pre-warmed 
100 µl low melting agarose and immediately pipetted 
onto slides precoated with normal melting agarose. Then 
the slides were immersed in cold lysis buffer (2.5 M NaCl, 
100 mM Na2EDTA, 10 mM Tris, 1% Triton X-100 and 10% 

DMSO) and kept overnight in the dark at 4°C. The slides 
were then placed in an alkaline electrophoresis buffer 
(300 mM NaOH and 1 mM Na2EDTA; pH > 13) and the 
embedded cells were exposed to this alkali solution for 15 
min to allow for DNA unwinding. 

Electrophoresis was performed at 0.75 V/cm (25 V, 
300 mA) for 25 min. After electrophoresis, the slides were 
neutralized with 0.4 M Tris at pH 7.5. The slides were 
stained with ethidium bromide (2 µg/mL) and 100 cells per 
group were examined under a microscope with 
fluorescence attachment (Novel N-800M). Imaging was 
performed by using software (Kameram 21, Argenit, 
Istanbul). Comet tail length, tail DNA %, Olive tail moment, 
percentage of damaged cells (PDC) and DNA damage 
index (DDI) parameters were evaluated for each cell. DDI 
was calculated according to the following formula [20]: 

DDI = (1 × ΣType1) + (2 × ΣType2) + (3 × ΣType3) + (4 × 
ΣType4) / (ΣType0 + ΣType1 + ΣType2 + ΣType3 + ΣType4) 

PDC was calculated according to the following formula 
[20]: 

%Damaged Cells = ΣType2 + ΣType3 + ΣType4 
 
Statistical Analysis 
All statistical analyses were performed using the SPSS 

23.0 statistical software for Windows. Results were 
expressed as mean ± standard deviation. Kolmogorov-
Smirnov normality test was applied to evaluate the 
distribution characteristics of the variables. Parametric 
one-way analysis of variance (ANOVA) or non-parametric 
Kruskal-Wallis analyses were selected throughout the 
study depending on the normality test results. Intergroup 
differences were determined by Tukey HSD or Tamhane’s 
T2 post hoc tests following one-way ANOVA analysis. 
Paired sample t-tests were employed to determine 
whether there was a significant difference between 
genders in each treatment group in all assays. Two-sided 
p < 0.05 was considered to be statistically significant. 

 
Results 
 

Potential Genotoxic and Antigenotoxic Effects of Phloridzin 
Mean frequencies of observed chromosome gaps, 

breaks, rings, exchanges and the total number of CAs per 
cell were given in Table 1. Phloridzin alone caused a 
statistically significant increase in total CA frequencies 
compared to solvent control group at 500 µg/mL 
concentration (p < 0.05). Mean value for total CA 
aberration per cell in MMC treatment group was slightly 
higher than that of control groups, but the difference was 
not significant (p > 0.05). On the other hand, significantly 
elevated total CA frequencies were detected in all 
combination treatments in contrast to negative and 
solvent controls, and also compared to MMC treatment 
alone (p < 0.05). Fig. 1A displays the results of total CA 
frequencies by gender. In general, there were no 
significant differences between genders across all 
treatment groups (p > 0.05) except MMC and 500 µg/mL 
phloridzin combination (p < 0.05). 
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Table 1. CA and MI values of lymphocyte cultures treated with phloridzin and/or MMC. 
Dose (µg/mL) N

b 
Chromosome 

Gap (%) 
Chromosome 
Breakage (%) 

Chromosome 
Ring (%) 

Chromosome 
Exchange (%) 

Total  
Aberration / Cell 

MI (%) 

NC 4 0.56±0.06 0.45±0.09 0.03±0.01 1.24±0.43 0.57±0.12 5.91±1.26 
SC  4 0.63±0.18 0.58±0.04 0.11±0.02c 1.47±0.60 0.70±0.17 6.55±0.04 

125 µg/mL Phla 4 1.09±0.18 0.45±0.04 0.13±0.01c 2.63±0.87 1.08±0.24 6.80±0.83 
250 µg/mL Phl 4 1.33±0.04c 0.75±0.06 0.05±0.02 2.97±1.26 1.28±0.32c 7.12±0.93 
500 µg/mL Phl 4 1.39±0.28 0.87±0.23c 0.12±0.04 4.39±1.08cf 1.70±0.38cd 7.73±0.85 

MMC 4 1.03±0.56 0.81±0.25 0.07±0.01c 1.89±1.03 0.95±0.45 5.26±0.81 
MMC +125 µg/mL Phl 4 1.49±0.14cd 1.10±0.26cd 0.15±0.03 5.55±0.92cde 2.07±0.26cde 2.40±0.74cde 
MMC + 250 µg/mL Phl   4 1.73±0.18cd 1.11±0.03cd 0.13±0.06 5.67±0.7cde 2.16±0.19cde 2.60±1.27cde 
MMC + 500 µg/mL Phl 4 1.65±0.14cd 0.91±0.15c 0.13±0.03 5.99±0.59cde 2.17±0.16cde 2.23±0.98cde 

MI: Mitotic index; NC: Negative control; SC: Solvent control; a: Phloridzin; b: Number of donors; c: p < 0.05 compared to negative control; d: p < 0.05 
compared to solvent control; e: p < 0.05 compared to MMC alone. 

 

 
Figure 1. CA (A) and MI (B) values by genders of lymphocyte cultures 

treated with phloridzin and/or MMC. CA: Chromosome 
aberration; MI: Mitotic index; NC: Negative control; SC: Solvent 
control; Phl: Phloridzin; *: p < 0.05. 

 
The mean MN (‰) frequencies scored in four donors 

were given in Table 2. Phloridzin treatments alone did not 
cause a significant MN formation compared to solvent 
control at all doses (p > 0.05). MMC treatment alone 
induced MN induction approximately 4 to 7-fold 
compared to control groups (p < 0.05, Table 2). In 
contrast, MMC combination with phloridzin (125-500 
µg/mL) resulted in significantly diminished MN 
frequencies (p < 0.05, Table 2 and Fig. 2A). The 
effectiveness of phloridzin in MMC induced MN reduction 
was more evident at higher doses. MN frequencies by 
genders in response to treatments were presented in Fig. 
2A. The findings reveal that there is no significant 
difference in MN frequencies across genders in treatment 
groups (p > 0.05). A significant difference between 
genders was detected in negative control group (p < 0.05); 
however, that difference did not appear in solvent control 
group. 

Table 2. MN and NDI values of lymphocyte cultures treated with 
phloridzin and/or MMC. 

Dose (µg/mL) Nb NDI MN (‰) 
NC  4 2.72±0.61 4.08±3.42 
SC 4 2.79±0.64 7.87±2.17 

125 µg/mL Phla 4 2.77±0.93 10.07±0.59 
250 µg/mL Phl 4 3.65±0.24 13.59±2.60c 
500 µg/mL Phl 4 3.19±0.70 11.34±1.07 

MMC 4 2.55±0.19 28.85±7.72cd 
MMC + 125 µg/mL Phl 4 3.31±0.09 9.30±1.81e 
MMC + 250 µg/mL Phl   4 2.52±0.21 4.44±5.42e 
MMC + 500 µg/mL Phl 4 2.95±0.26 5.54±1.92e 

NDI: Nuclear division index; MN: Micronucleus; NC: Negative control; SC: 
Solvent control; a: Phloridzin; b: Number of donors; c: p < 0.05 
compared to negative control; d: p < 0.05 compared to solvent 
control; e: p < 0.05 compared to MMC alone. 
 

 
Figure 2. MN (A) and NDI (B) values by genders of lymphocyte 

cultures treated with phloridzin and/or MMC. MN: 
Micronucleus; NDI: Nuclear division index; NC: Negative control; 
SC: Solvent control; Phl: Phloridzin; *: p < 0.05. 

 
The findings of comet assay were expressed as the 

changes in the comet tail length, percentage of DNA in tail, 
Olive tail moment, DDI and PDC (Table 3). There were no 
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significant changes detected among any of the comet 
parameters compared to solvent control (p > 0.05) after 
phloridzin treatment except an increase in tail DNA 
percentage at 500 µg/mL concentration (p < 0.05). MMC 
dramatically raised the values of all DNA damage 
associated comet parameters (p < 0.05). On the other 
hand, when phloridzin was used in combination with 
MMC, it significantly suppressed the DNA damage 
induced by MMC at all doses (p < 0.05). Moreover, both 
125 and 250 µg/mL concentrations were effective in 
suppressing the DNA damage to the level observed in the 

control groups. Only combination treatment with 500 
µg/mL phloridzin induced DNA damage at a level that is 
both significantly higher than solvent control and lower 
than MMC alone according tail DNA % and PDC values (p 
< 0.05). The effects of gender differences on DDI and PDC 
were represented in Fig. 3A and B, respectively. In the 
context of gender differences in response to treatments, 
there was no significant change between genders in DDI 
and PDC values (p > 0.05) apart from the DDI values after 
500 µg/mL phloridzin treatment (p < 0.05). 

 
Table 3. DDI and PDC values after comet assay of lymphocyte cultures treated with phloridzin and/or MMC. 

Dose (µg/mL) Nb Tail length 
(µm) 

Tail DNA 
(%) 

Olive tail 
moment 

DDI PDC 

NC 4 3.13± 0.49 2.09±0.28 0.20±0.03 0.12±0.03 0.01±0.01 

SC 4 3.30±0.21 1.56±0.68 0.20±0.11 0.11±0.06 0.01±0.01 

125 µg/mL Phla 4 3.21±0.35 2.46±0.28 0.37±0.09 0.21±0.04 0.03±0.01 

250 µg/mL Phl 4 3.34±1.48 2.07±0.51 0.29±0.23 0.16±0.08 0.01±0.01 

500 µg/mL Phl 4 4.23±0.45 3.37±0.14d 0.38±0.18 0.18±0.07 0.02±0.02 
MMC 4 5.30±1.09cd 4.92±1.13cd 0.70±0.20cd 0.55±0.16cd 0.13±0.04cd 

MMC + 125 µg/mL Phl 4 2.65±0.97e 2.33±0.70e 0.23±0.04e 0.15±0.04e 0.01±0.01e 

MMC + 250 µg/mL Phl 4 3.09±0.54e 2.58±0.48e 0.26±0.08e 0.17±0.08e 0.03±0.03e 

MMC + 500 µg/mL Phl 4 2.67±0.25e 3.00±0.42de 0.36±0.12e 0.25±0.05e 0.05±0.01cde 
DDI: DNA damage index; PDC: percentage of damaged cells; NC: Negative control; SC: Solvent control; a: Phloridzin; b: Number of donors; c: p < 0.05 

compared to negative control; d: p < 0.05 compared to solvent control; e: p < 0.05 compared to MMC alone. 
 

 
Figure 3. DDI (A) and PDC (B) values by genders after comet assay of 

lymphocyte cultures treated with phloridzin and/or MMC. DDI: 
DNA damage index; PDC: percentage of damaged cells; NC: 
Negative control; SC: Solvent control; Phl: Phloridzin; *: p < 0.05. 

 

 

Effect of Phloridzin on Proliferative Activity 
Change in MI values is presented in Table 1 and Fig. 1B. 

Phloridzin alone heightened MI values compared to 
control groups at all concentrations (p > 0.05). However, 
MMC alone decreased MI value compared to control 
groups (p > 0.05). Interestingly, all of the MMC and 
phloridzin combination treatments resulted in a 
remarkable decrease in MI values compared to both 
control groups and MMC treatment alone (p < 0.05, Table 
1). When gender differences in response to treatments 
were examined, there were no significant differences 
throughout all of the treatments, but of note, female 
group suffered a steeper decline in MI after combination 
treatments (p > 0.05, Fig. 1B). 

NDI remained more or less the same in all treatment 
groups compared to solvent control (Table 2). Data 
displayed in Fig. 2B on gender differences in response to 
treatments of phloridzin and/or MMC were analogous to 
those presented in Table 2. There was a statistically 
significant difference between male and female groups 
only in MMC and 500 µg/mL phloridzin combination (p < 
0.05, Fig. 2B). 
 
Discussion 
 

Phytochemicals have been utilized for both their 
therapeutic and preventive characteristics in traditional 
and modern medicine [21]. Also, research suggests that 
apple consumption is involved in lowering the risk of 
severe chronic diseases in general [22]. Thus, it becomes 
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meaningful to intensify the research on elucidating the 
phytochemicals responsible for the aforementioned 
effects in order to maximize health benefits. High 
phytochemical content provides apple with its antioxidant 
properties and the consumption of apple juice is reported 
to have antigenotoxic potential [23]. Apple is rich in 
phloridzin that is mainly found in Malus species [24]. 
Therefore, we investigated the potential genotoxic and 
antigenotoxic effects of phloridzin in vitro in human 
lymphocytes by employing several genotoxicity assays. 

Slightly increased values of total CA, MN, DDI and PDC in 
almost all selected doses of phloridzin suggest that this 
molecule might have genotoxic effects above a certain 
threshold concentration. This observation becomes more 
pronounced when 500 µg/mL phloridzin treatment is 
considered since it led to significant increase in total CA per cell 
and tail DNA % parameters compared to solvent control (p < 
0.05). Phenolic compounds such as curcumin, vanillic acid and 
vitamin C at certain concentrations might be regarded as other 
examples for a phytochemical to exert genotoxic effects alone 
[25-27]. This phenomenon was also observed when Fox et al. 
[28] employed a novel cell based ATAD-5 luciferase assay to 
detect genotoxic compounds and identified resveratrol, 
genistein and baicalein as DNA damage inducers. Moreover, 
Lu [29] et al. showed that epigallocatechin gallate, an 
exemplary antioxidant found in green tea, induced DNA 
damage via interaction of its weakly-bound electrons with 
DNA bases (especially guanine) through a reductive 
mechanism. Therefore, it is crucial to acknowledge that while 
antioxidants can minimize the detrimental effects of ROS, they 
alone may have the capability to induce DNA damage at 
certain concentrations.  

In our study, MMC was selected as a genotoxic agent as it 
generates oxidative stress and induces DNA damage via DNA 
alkylation [30]. As expected, MMC treatment resulted in 
increased genotoxic effects in all genotoxicity assays (Tables 1-
3). Combination of phloridzin with MMC mitigated the 
genotoxic activity of this agent significantly in all assays 
regardless of the selected phloridzin concentration (p < 0.05, 
Tables 1-3). The extent to which phloridzin mitigated genotoxic 
effects caused by MMC varied between the assays used. In 
both MN and comet assays, DNA damage was suppressed to 
the level observed in the control groups (Tables 2 and 3). 
However, phloridzin was not as effective in mitigating the 
genotoxic effects as it was in MN and comet assays at reducing 
CAs. The resulting total CAs per cell after MMC and phloridzin 
combinations were significantly higher than that of solvent 
control (p < 0.05, Table 1). This difference can be examined by 
looking further into the applied methods. CA presence is 
acknowledged as an evidence of major structural and/or 
numerical aberrations at chromosomal level [31]. Other types 
of CAs—chromosome or chromatid gaps and breaks arise 
from unrepaired double strand DNA damage whereas 
chromosome rings and exchanges originate from mis-repaired 
DNA damage [32]. In contrast, MN originates from whole or 
acentric chromosome fragments which manifests genomic 
instability at chromosomal level caused by not only DNA 
damage, but also distortions in components of mitotic 
apparatus such as mitotic spindle or centrosomes [33]. Comet 

assay focuses on analysis of repairable DNA damage whether 
it is a single- or double-strand breakage, but this test is unable 
to give information at chromosomal level such as in CA and 
MN [34].  Therefore, the differences in our results can be 
explained by the fact that CA, MN and comet assays measure 
the genotoxic effect of an agent indirectly in different manners 
and due to the different evaluation sensitivity of the assays. 
Limited observation of significant change involving gender 
differences in response to treatments suggests that phloridzin 
genotoxicity or antigenotoxicity is not dependent upon 
gender. 

Antigenotoxic effects of phloridzin can be attributed to its 
antioxidative properties of harboring free radical scavenging 
activities and inhibitory action against lipid peroxidation [35]. 
Furthermore, similar studies have demonstrated that 
phloridzin was responsible in reducing the amount of 
potentially genotoxic substances such as heterocyclic amines 
found in processed foods and reactive carbonyl species 
generated under oxidative stress [36,37]. 

From MI and NDI analyses, it seems in general that 
phloridzin alone has a positive impact on cell proliferation in an 
insignificant manner. In addition, proliferative effects of 
phloridzin on keratinocyte cultures was demonstrated in 
another study [38]. Phloridzin and MMC combination led to a 
significant decrease in MI values (p < 0.05, Table 1) and 
somewhat increased NDI values (Table 2). There are several 
studies in the literature exemplifying that MI and NDI values 
were not affected in the same manner. For instance, acacia 
honey and food additives monopotassium glutamate and 
magnesium diglutamate were found to decrease MI values, 
but not significantly affect NDI values which are in correlation 
with our findings [39,40]. MI and NDI values following 
phloridzin and its combination treatments did not differ 
between genders considerably except at 500 µg/mL phloridzin 
and MMC combination (Fig. 2B). Overall, the lack of gender 
differences in response to treatments suggests that 
proliferative effects of phloridzin is independent from gender. 

To conclude, our study has demonstrated that phloridzin is 
able to inhibit genotoxic effects of antineoplastic agent, MMC. 
It is also noticeable that phloridzin has reduced the 
proliferation of lymphocytes when used in combination with 
MMC. In general, gender differences did not take part in how 
phloridzin induced genotoxic and proliferative effects whether 
it is used alone or in combination with MMC. As a result, the 
ability of phloridzin to interfere with the action of MMC and 
possibly with other DNA damaging agents suggests that 
caution should be exercised when phloridzin is consumed 
together with chemotherapeutic agents. 
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Glial tumors are the largest and danger group of central nervous system tumors. The use of natural products 
now has been contemplated of exceptional value in the control of cancer. Mushrooms have been used for many 
centuries, not just as a food, but also to treat many illnesses. Therefore, we aimed to evaluate the effect of 
exopolysaccharides (EPS) obtained from six different edible mushrooms on the survival of glioma cells. In this 
study the effects of 0.4, 1, 2, 4 and 6 μg/mL doses of EPSs from six mushroom species Coprinus comatus, Fistulina 
hepatica, Panus neostrigosus, Laetiporus sulphureus, Polyporus squamosus, and Lenzites betulinus were 
investigated on the rat glioma cell line (C6) in two different periods by MTT assay. According to our results 0.4 
and 1 μg/mL of EPSs from six mushroom species were not effective or less effective, but 2, 4 and 6 μg/mL doses 
killed glioma cells about 27 to 71 % for 24 hours, 35 to 78 % for 48 hours As a result, these mushroom EPSs 
showed different cytotoxicity to glioma cells time and dose-dependently. These findings can be suggested that 
the anti-tumor effects of EPSs can be potential use in clinical applications to treat glioma. Further studies are 
needed to understand these effects more clearly on glioma. 
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Introduction 

Evidence of cancer dates back at least to 35.000 BC in 
a Neanderthal skull and Egyptian and Incan mummies [1] 
and cancer is one of the major worldwide fatal diseases. 
Chemotherapy, radiotherapy, and surgical methods exist 
for the treatment of cancer in modern medicine however, 
most cancer therapeutic methods severely affect the host 
normal cells. Glioblastoma multiforme (GBM), also known 
as glioblastoma or grade IV astrocytoma, is a worldwide 
and aggressive brain tumor. Although important 
improvements achieved in the conventional treatment of 
GBM over recent years, the median survival of GBM 
patients is still approximately two years [2]. Hence, the 
use of natural products now has been contemplated of 
exceptional value in the control of cancer [3].  

Edible and medicinal mushrooms have been used 
since the Neolithic age as a natural bioactive metabolite 
source [4], and the theoretical and practical background 
for the use of mushrooms' for medicinal purposes comes 
from especially traditional eastern medicine. [5] 

It is estimated that the fungal kingdom includes 1.5 
million species which has a potential natural source for 
new bioactive metabolite(s). It is well-known that 
mushrooms contain various bioactive compounds with 
medicinal properties as cell wall components such as 
polysaccharides, polysaccharopeptides and 
polysaccharide-protein complexes or as secondary 
metabolites such as polysaccharides, phenolic 

compounds, terpenes, and steroids [6,7]. Polysaccharides 
are reported as the most important bioactive compounds 
found in mushrooms which have antioxidant, antidiabetic, 
antimicrobial, anti-inflammatory, and 
immunomodulatory activities [6,8], and has reported as 
potential antitumoral compounds [5]. 

In various Asian countries, mainly polysaccharides 
(especially β-glucans) from different mushroom species 
are used for developing pharmaceutical preparations for 
clinical and commercial purposes such as GLPS 
polysaccharide fraction from Ganoderma lucidum, 
grifolan from Grifola frondosa, lentinan from Lentinus 
edodes, PSK and PSP from Trametes versicolor, and 
schizophyllan from Schizophyllum commune [7,9]. 
Different clinical studies have also confirmed the cancer 
inhibitory effects of different mushroom species such as 
Agaricus brasiliensis, Cordyceps sinensis, Ganoderma 
lucidum, Grifola frondosa, Flammulina velutipes, 
Hypsizygus marmoreus, Lentinus edodes, Phellinus linteus, 
Schizophyllum commune, Trametes versicolor, and 
Tremella mesenterica [9]. A lot of compounds from 
mushrooms have proceeded through phase I, II, and III 
clinical studies [10], and most of the preparations derived 
from mushroom polysaccharides have been prescribed 
and used extensively and successfully in modern clinical 
practice to treat different cancer types in China, Japan, 
South Korea, Taiwan, and other Asian countries [5,11]. 
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The biologically active polysaccharides in mushrooms 
can be found in the fruit bodies, cultured mycelium, and 
culture broth [9]. Collecting or producing the fruit bodies 
is a season-depending, time-consuming, and/or labor-
intensive process. On the other hand, a submerged 
culture of mushrooms can be a promising alternative for 
easy, fast, and efficient production of bioactive 
metabolites [12]. In this view of point, the anticancer 
activities of exopolysaccharides (EPS) from submerged 
culture of six mushroom species, Coprinus comatus, 
Fistulina hepatica, Panus neostrigosus, Laetiporus 
sulphureus, Polyporus squamosus, and Lenzites betulinus, 
were investigated on the rat glioma (C6) cells in the 
present study. 
 
Material And Methods 
 

Materials 
The used fungal isolates have been stored at 4°C on a 

potato dextrose agar (PDA) medium. All medium 
components were purchased from Merck (Darmstadt, 
Germany). All reagents for cell culture were purchased 
commercially from Sigma-Aldrich Products. 
 

Inoculum Preparation 
The fungal cultures were initially grown on PDA plates 

at 28 ºC for a week. Five active growing mycelial discs (6 
mm diam) from the fungal colony were transferred into 
100 mL of potato malt peptone medium (PMP; g/L; potato 
dextrose broth 24, malt extract 10, peptone 1).  After 
incubation (28 ºC, 100 rpm for 4 days), the fungal biomass 
was harvested, washed with sterile distilled water (SDW) 
three times and the total volume was completed with 
SDW to 100 mL. The inoculants were prepared via 
homogenization of the cells with a Waring blender 
(Heidolph Silent Crusher M). The prepared cell 
suspensions were used as inoculants (4%) for all 
experimental groups. 
 

Exopolysaccharide Production 
Submerged culture studies were performed in a 

sterilized PMP medium at 28 °C, 100 rpm for 7 days. The 
fungal cultures were harvested by filtration (Whatman 
No. 2 filter paper). To precipitate crude EPS, the obtained 
culture filtrates were mixed with cold ethanol (4:1, v/v), 
stirred, and stood overnight at 4 °C. The crude EPSs were 
obtained by centrifugation (7500 rpm, 10 min), 
discharging of supernatant, and finally, crude EPSs were 
lyophilized and stored at 4 °C until used.  

 
MTT colorimetric assay  
The C6 cells were purchased from ATCC and cultured 

as described previously [13]. At first, the C6 cells were 
seeded into 2x104 cells/well in 96 well plates for 24 hours 
Fungal EPSs were dissolved in DMEM, then diluted further 
in DMEM again. After the incubation period the cells were 
then exposed to 0.4, 1, 2, 4 and 6 μg/mL fungal EPSs doses 
for 24 or 48 hours Control group had only a complete 

medium containing DMEM supplemented with 10 % fetal 
calf serum and 1 % penicillin-streptomycin solution.  

MTT colorimetric assay was used to evaluate drug 
cytotoxicity screening [13]. The absorbance was read at 
550 nm (Bio-Tek Instruments microplate reader). 

 
Statistical Analysis 
All statistical analyses were carried out by one-way 

analysis of variance (ANOVA) and followed up by Tukey’s 
multiple comparison tests. A p-value less than 0.05 was 
considered significant. 
 
Results  
 

At the doses of 0.4 and 1 μg/mL, Coprinus comatus EPS 
did not show any significant effect on the viability of C6 
cells after 24 or 48-hour incubation but 2, 4 and 6 μg/mL 
doses reduced the percentages of living cells by 59, 69 and 
69 % (p<0.001), for 24 hours, and 53, 70, and 69 % 
(p<0.001) after 48 hours, respectively (Figure 1). IC50 
values of Coprinus comatus EPSs were calculated at 1.8 
µg/mL for 24 hours and 1.9 µg/mL for 48 hours. 

 

 
Figure 1. The effects of different doses of Coprinus comatus 

EPS (***: p<0.001) 
 

At the doses of 0.4 and 1 μg/mL, Fistulina hepatica EPS 
did not show any significant effect on the viability of C6 
cells after 24-hour incubation but 2, 4 and 6 μg/mL doses 
reduced the percentages of living cells by 35, 37 and 38 % 
(p<0.001), for 24 hours, and 1, 2, 4, and 6 μg/mL doses 
reduced the percentages of living cells by 39 (p<0.01), 44, 
45 and 45 % (p<0.001) after 48 hours, respectively (Figure 
2). Because the effect is lower, IC50 values of Fistulina 
hepatica EPSs could not be calculated for 24 and 48 hours. 

 

 
Figure 2. The effects of different doses of Fistulina hepatica 

EPS (**: p<0.01; ***: p<0.001) 
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At the doses of 0.4, 1, and 2 μg/mL Panus neostrigosus 
EPS did not show any significant effect on the viability of 
C6 cells after 24 or 48-hour incubation but 4 and 6 μg/mL 
doses reduced the percentages of living cells by 27 and 71 
% (p<0.001) for 24 hours, and 28 and 79 % (p<0.001) after 
48 hours, respectively (Figure 3). IC50 values of Panus 
neostrigosus EPSs were calculated at 4.9 µg/mL for 24 
hours and 4.7 µg/mL for 48 hours. 

 

 
Figure 3. The effects of different doses of Panus neostrigosus 

EPS (***: p<0.001). 
 
At the doses of 0.4 and 1 μg/mL, Laetiporus sulphureus 

EPS did not show any significant effect on the viability of 
C6 cells after 24-hour incubation but 2, 4 and 6 μg/mL 
doses reduced the percentages of living cells by 36, 54 and 
63 % (p<0.001) for 24 hours, 1, 2, 4 and 6 μg/mL doses 
reduced the percentages of living cells by 35, 48, 74, and 
78 % (p<0.001) after 48 hours, respectively (Figure 4). IC50 
values of Laetiporus sulphureus EPSs were calculated at 
2.9 µg/mL for 24 hours and 2.1 µg/mL for 48 hours. 

 

 
Figure 4: The effects of different doses of Laetiporus 

sulphureus EPS (***: p<0.001) 
 
At the doses of 0.4 and 1 μg/mL, Polyporus squamosus 

EPS did not show any significant effect on the viability of 
C6 cells after 24 incubation but 2, 4 and 6 μg/mL doses 
reduced the percentages of living cells by 27, 59, and 61% 
(p<0.001) for 24 hours 1, 2, 4 and 6 μg/mL doses reduced 
the percentages of living cells by 18 (p<0.01), 51, 68, and 
69 % (p<0.001) after 48 hours, respectively (Figure 5). IC50 
values of Polyporus squamosus EPSs were calculated by 
3.2 µg/mL for 24 hours and 1.95 µg/mL for 48 hours. 

 

 
Figure 5. The effects of different doses of Polyporus 

squamosus EPS (***: p<0.001).  
 

 
At the doses of 0.4, 1, and 2 μg/mL Lenzites betulinus 

EPS did not show any significant effect on the viability of 
C6 cells after 24-hour incubation but 4 and 6 μg/mL doses 
reduced the percentages of living cells by 42 (p<0.01) and 
47 % (p<0.001) for 24 hours 2, 4 and 6 μg/mL doses 
reduced the percentages of living cells by 42, 59 and 58 % 
(p<0.001) after 48 hours, respectively (Figure 6). The IC50 
value of Lenzites betulinus EPS was calculated at 2.9 
µg/mL for 48 hours. 

 

 
Figure 6: The effects of different doses of Lenzites betulinus 

EPS (**: p<0.01; ***: p<0.001). 
 
 

Discussion 
 

According to Zhang et al, the antitumor activity of the 
mushroom was reported firstly by Lucas by discovering 
the inhibitory effect of a substance from Boletus edulis 
against Sarcoma S-180 tumor cells which is also the first 
report for bioactivity of Basidiomycetes mushrooms [14, 
15]. Because of their preventive effect on oncogenesis and 
tumor metastasis and stimulating effect on the host 
immune system, mushroom polysaccharides are widely 
used especially in Asian countries with chemotherapy 
[5,12]. Other than antimicrobial [16], antioxidant [17] 
antiviral[18], antiallergic [19], anti-inflammatory [5], 
antidiabetic [20], hepatoprotective [21], and 
radioprotective [22]  activities and immunological 
activities of polysaccharides derived from mushrooms are 
well-documented [23,24,25] and most extensively 
studied5. 

According to the present results Coprinus comatus EPS 
was found to be the most effective mushroom species on 

http://www.speciesfungorum.org/Names/SynSpecies.asp?RecordID=801445
http://www.speciesfungorum.org/Names/SynSpecies.asp?RecordID=801445
http://www.speciesfungorum.org/Names/SynSpecies.asp?RecordID=801445
http://www.speciesfungorum.org/Names/SynSpecies.asp?RecordID=801445


Can et al. / Cumhuriyet Sci. J., 43(3) (2022) 365-369 
 

368 

C6 cells. IC50 doses of Coprinus comatus EPSs were 
calculated by 1.8 µg/mL for 24 hours and 1.9 µg/mL for 48 
hours and calculations were close to each other 
depending on time. Similarly, Nowakowski et al [13] 
mentioned that according to MTT assay results, ethanolic 
extracts of Coprinus comatus were one of the most 
effective of all the mushroom species they tried on some 
human glioma cells (U87MG, LN-18 cell lines). In another 
study, the cytotoxic effects of ethanol and ethyl acetate 
extracts of Coprinus comatus on LNCaP prostate cancer 
cells were investigated and the IC50 value was found to be 
28.3 μg/mL. Also, higher concentrations of C. comatus 
extracts killed more than 50% of the cells. In addition, it 
also had anti-androgenic effects on androgen-dependent 
LNCaP cells [26]. According to our results, IC50 values of 
Panus neostrigosus, Laetiporus sulphureus and Polyporus 
squamosus EPSs were calculated by 4.9, 2.9 and 3.2 µg/mL 
for 24 hours and 4.7, 2.1 and 1.95 µg/mL for 48 hours. 
When we compare these three mushroom species in 
terms of effect for 24 and 48 hours, Laetiporus sulphureus 
EPS (2.9 µg/mL) and Polyporus squamosus EPS (1.95 
µg/mL) were found to be the most effective on C6 cells, 
respectively. The IC50 value of Lenzites betulinus EPS was 
calculated just in 48 hours and it was found 2.9 µg/mL. 
Since Fistulina hepatica EPS at the dose of 6 μg/mL 
reduced the percentages of living cells by 45 % (p<0.001) 
after 48 hours, IC50 values of Fistulina hepatica EPSs could 
not be calculated for 24 and 48 hours  

In different studies, it has been discovered that various 
polysaccharides obtained from mushrooms have 
suppressive effects on cell proliferation in cancer cells 
[27]. It has been determined that they show this effect 
through apoptosis. Although studies on brain tumors 
related to the aforementioned fungi are very scarce, 
studies related to cancer in recent years are increasing. In 
our study, the proliferation suppressive effect of six 
different EPSs on glioma cells was investigated. It was 
determined that the most effective EPSs among them was 
the Coprinus comatus EPS in two different periods. It is 
thought that there may be different reasons for this 
difference. The biological effectiveness of the mushroom 
EPSs can vary depending on their chemical composition, 
solubility, degree of branching, molecular weight, the 
charge of polymers, and structure in aqueous media 
[9,28]. 

As a result, these mushroom EPSs were time and dose-
dependently toxic to glioma cells. Our results can be 
suggested that the cytotoxic effects of EPS can be 
potential use in clinical application to treat glioma. 
Although our data are promising in terms of cancer 
prevention, there are not enough studies related to this 
topic. Our future studies will focus on the characterization 
of polysaccharides and investigation of other cancer cell 
lines. 

 
Conflicts of Interest  

 
The author declares no conflicts of interest. No 

competing financial interests exist. 

References 
 

[1] Barillot E., Calzone L., Hupe P., Vert J.P., Zinovyev A., 
Computation system biology of cancer, USA: CRC Press, 
Taylor and Francis Group. A Chapman and Hall Book,  
(2013). 

[2] Jemal A., Siegel R., Ward E., Hao Y., Xu J., Thun M.J., Cancer 
statistics CA, A Cancer Journal for Clinicians, 59(4) (2009) 
225-49.  

[3] Zjawiony J.K., Biologically active compounds from 
Aphyllophorales (Polypore) Fungi, Journal of Natural 
Products, 67(2) (2004) 300-310. 

[4] Wasser S.P., Medicinal mushroom science: Current 
Perspectives, Advances, Evidences, and Challenges, 
Biomedical Journal, 37(6) (2014) 345-356.  

[5] Savelkoul H.F.J., Chanput W., Wichers H.J., 
Immunomodulatory effects of mushroom β-glucans. In: 
Diet, Immunity and Inflammation, (Eds. PC Calder and P 
Yaqoob): 416–434. Woodhead Publishing Series in Food 
Science, Technology and Nutrition, (2013). 

[6] Sanchez C., Bioactives from Mushroom and Their 
Application. In: Food Bioactives, (Ed M Puri):  23–57. 
Springer International Publishing, (2007). 

[7] Khan A.A., Gani A., Khanday F.A., Masoodi F.A., Biological 
and pharmaceutical activities of mushroom β-glucan 
discussed as a potential functional food ingredient,  
Bioactive Carbohydrates and Dietary Fibre, 16 (2018) 1–13.  

[8] Chaturvedi V.K., Agarwal S., Gupta K.K., Ramteke P.W., 
Singh M.P., Medicinal mushroom: boon for therapeutic 
applications, 3 Biotech, 8 (2018) 334.  

[9] Wasser S.P., Medicinal mushrooms as a source of 
antitumor and immunomodulation Polysaccharides, 
Applied Microbiology and Biotechnology, 60 (2002) 258–
274. 

[10] Wasser S.P., Medicinal mushrooms in human clinical 
studies. Part I. Anticancer, oncoimmunological, and 
immunomodulatory activities: A review, International 
Journal of Medicinal Mushrooms, 19 (2017) 279–317. 

[11] Vitak T., Yurkiv B., Wasser S., Nevo E., Sybirna N., Effect of 
medicinal mushrooms on blood cells under conditions of 
diabetes mellitus, World Journal of Diabetes, 8(5) (2017) 
187–201. 

[12] Dudekula U.T., Doriya K., Devarai S.K., A critical review on 
submerged production of mushroom and their bioactive 
metabolites, 3 Biotech, 10 (2020) 337. 

[13] Nowakowski P., Markiewicz Z.R., Gromkowska-Kępka K, 
Naliwajko S.K., Moskwa J., Bielecka J., Grabia M., Borawska 
M., Socha K., Mushrooms as potential therapeutic agents 
in the treatment of cancer: Evaluation of anti-glioma 
effects of Coprinus comatus, Cantharellus cibarius, 
Lycoperdon perlatum and Lactarius deliciosus extracts, 
Biomedicine & Pharmacotherapy, 133 (2021) 111094. 

[14] Zhang M., Cui S.W., Cheung P.C.K., Wang Q., Antitumor 
polysaccharides from mushrooms: a review on their 
isolation process structural characteristics and antitumor 
activity, Trends in Food Science and Technology, 18 (2007) 
4–19. 

[15] Lucas E.H., Tumor inhibition in Boletus edulis and other 
Holobasidiomycetes, Antibiotic Chemotherapy, 7 (1957) 1-
15. 

[16] Lindequist U., Niedermeyer T.H.J., Ju¨ lich W.D., The 
pharmacological potential of Mushrooms, Evidence-Based 
Complementary and Alternative Medicine, 2 (2005) 285–
299. 

 

http://www.speciesfungorum.org/Names/SynSpecies.asp?RecordID=801445


Can et al. / Cumhuriyet Sci. J., 43(3) (2022) 365-369 

369 

[17] Deng C., Hu Z., Fu H.T., Hu M.H., Xu X., Chen J.H., Chemical 
analysis and antioxidant activity in vitro of a β-D-glucan 
isolated from Dictyophora indusiate, International Journal 
of Biological Macromolecules, 51 (2012) 70–75. 

[18] Minari M.C., Rincao V.P., Soares S.A., Ricardo N.M., 
Nozawa C., Linhares R.E., Antiviral properties of 
polysaccharides from Agaricus brasiliensis in the 
replication of bovine herpesvirus 1, Acta Virologica, 55 
(2011) 255–259. 

[19] Wasser S.P., Weis A.L., Medicinal properties of substances 
occurring in higher Basidiomycetes mushrooms: current 
perspectives (review), International Journal of Medicinal 
Mushrooms, 1 (1999) 31–62. 

[20] Yamaç M, Kanbak G, Zeytinoğlu M, Bayramoğlu G, Şentürk 
H, Uyanoğlu M. Hypoglycemic effect of Lentinus strigosus 
(schwein.) Fr. crude exopolysaccharide in streptozotocin 
induced diabetic rats, Journal of Medicinal Food, 11(3) 
(2008) 513–517. 

[21] Uyanoglu M., Yamac M., Canbek M., Sentürk, H., Kartkaya 
K., Oglakçı A., Turgak O.,Kanbak G., Curative effect of crude 
exopolysaccharides of some macrofungi on alcohol-
induced liver damage, Ultrastructural Pathology, 37(3) 
(2013) 218–226. 

[22] Pillai T.G., Devi U.P., Mushroom beta glucan: potential 
candidate for post irradiation        Protection, Mutation 
Research, 751  (2013) 109–115. 

[23] Kidd P.M., The use of mushroom glucans and 
proteoglycans in cancer treatment, Alternative Medicine 
Review, 5 (2000) 4–27. 

[24] Borchers A., Keen C.L., Gershwin M.E., Mushrooms, 
tumors, and immunity: an Update, Experimental Biology 
and Medicine, 229 (2004) 393–406. 

[25] Ren L., Perera C., Hemar Y., Antitumor activity of 
mushroom polysaccharides: a Review, Food and Function, 
3 (2012) 1118–1130. 

[26] Zaidman B.Z., Wasser S.P., Nevo E., Mahajna J., Coprinus 
comatus and Ganodermalucidum interfere with androgen 
receptor function in LNCaP prostate cancer cell, Molecular 
Biology Reports, 35 (2008) 107–117. 

[27] Wong J.H., Ng T.B., Chan H.H.L., Liu Q., Man G.C.W., Zhang 
C.Z., Guan S., Ng C.C.W.,  Fang E.F., Wang H., Liu F., Ye X., 
Rolka K., Naude R., Zhao S., Sha O., Li C., Xia L.,  Mushroom 
extracts and compounds with suppressive action on breast 
cancer: evidence from studies using cultured cancer cells, 
tumor-bearing animals, and clinical trials, Applied 
Microbiology and Biotechnology, 104 (2020) 4675–4703. 

[28] Zekovic D.B., Kwiatkowski S., Vrvic M.M., Jakovljevic D., 
Moran C.A., Natural modified (1-3)-β-glucans in health 
promotion and disease alleviation, Critical Reviews in 
Biotechnology, 25 (2005) 205–230. 

 
 

 
 
 



370 

  

Cumhuriyet Science Journal 
Cumhuriyet Sci. J., 43(3) (2022) 370-378 

DOI: https://doi.org/10.17776/csj.1103225 

 

│  csj.cumhuriyet.edu.tr  │ Founded: 2002 ISSN: 2587-2680    e-ISSN: 2587-246X Publisher: Sivas Cumhuriyet University 

 

Effects of Some Herbs on the In-vitro Growth of Helicobacter pylori and Their 
Antioxidant Properties 
Ayşe Aydan Kara 1,a,*, Ömer Faruk Algur 1,b, Ahmet Mavi 2,c, Ali Yıldırım 2,d, Meryem Şengül Köseoğlu 1,e 

1 Department of Biology, Faculty of Science, Atatürk University, Erzurum, Türkiye 
2 Department of Secondary Science and Mathematics Education, Kazım Karabekir Faculty of Education, Atatürk University, Erzurum, Türkiye  
*Corresponding author 

Research Article ABSTRACT 
 

History 
Received: 13/04/2022  
Accepted: 07/09/2022 
 
 
 
 
 
 
 
Copyright 

 
©2022 Faculty of Science,  
Sivas Cumhuriyet University 

Helicobacter pylori is one of the important causes of chronic gastritis, peptic ulcer, stomach cancer in humans. 
The importance of these diseases has led to the development of effective drug treatment regimens against 
them. The basis of this study is the determination of the effects of some medicinal plants on the in-vitro growth 
of H. pylori and their antimicrobial and antioxidant potential. For this purpose, different parts of 15 plant species 
were extracted using solvents. Water, ethanol, chloroform, acetone extracts of plants were used and 
antimicrobial activities of these extracts against both H. pylori and other test microorganisms were investigated 
using the agar disc diffusion methods. The antioxidant properties of the extracts, which were found to be 
effective in terms of antimicrobial activity, were determined by the thiocyanate method. As a result, acetone 
extracts of plants; It was determined that it showed higher antimicrobial activity than water, ethanol, chloroform 
extracts. The most effective two plants against H. pylori for water, ethanol, chloroform, acetone were Capsella 
bursa-pastoris, Acorus calamus; Acorus calamus, Achillea millefolium; Acorus calamus, Pimpinella anisum, 
Acorus calamus, Achillea millefolium, respectively. Acetone extracts of Hypericum perforatum, Rosmarinus 
officinalis, Achillea millefolium; Acorus calamus, Pimpinella anisum plants were found to have antioxidant 
properties. 
Keywords: Helicobacter pylori, In-vitro Studies, Plant extract, Antimicrobial activity, Antioxidant activity. 
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Introduction 

Helicobacter pylori is gram-negative, highly motile, spiral-
shaped bacterium [1, 2]. H. pylori has 5 to 7 polar sheathed 
flagella. These basic characteristics of morphology and motility 
are thought to be advantageous to these organisms due to their 
localization in the mucous layer of the gastrointestinal tracts of 
humans [3, 4]. H. pylori  colonizes the gastric epithelial surface. 
H. pylori has microaerophilic growth capability and urease 
activity so the bacterium withstands the stomach’s hostile 
ambiance [4-6]. H. pylori is known as the etiologic agent of acute 
or chronic gastritis and a predisposing factor in peptic ulcer 
disease, gastric carcinoma [3, 7].  The Natural reservoir of H. 
pylori is humans. The bacterium can be transmitted with the 
fecal-oral route. Half of the adults in developed countries and 
80-90 % of the population in developing countries are infected 
with these bacteria. H. pylori is treated with combined antibiotic 
therapy [8, 9]. It is known that antibiotic regimens used in H. 
pylori treatment have some side effects and also some of the 
treated patients develop antibiotic resistance [4, 10, 11]. Due to 
the various side effects of synthetic drugs used in the treatment 
of diseases caused by H. pylori and other pathogenic bacteria, 
researches on the use of herbal extracts have intensified in 
recent years. Herbal extracts are also recommended because 
they contain natural antioxidant ingredients. Therefore, the fact 
that a plant material has both antimicrobial and antioxidant 
effects, it is increased its value even more. There are many plants 
in the world and in our country that are known to be good for 

various stomach diseases and are used with traditional 
methods. This study, it was aimed to determine the 
antimicrobial effects and antioxidant properties of some 
medicinal plants in our country, which are used with the belief 
that they are good for stomach problems, on H. pylori which is a 
stomach pathogen. 
 
Materials and Methods 

 
Plant Material 
15 plant samples that have been preferred for gastro-

intestinal system disorders by researchers [12, 13] were 
obtained either as purchased from the local market or collected 
from the Erzurum region of Turkey. Taxonomic determinations 
were done using the serial “Flora of Turkey and East Aegean 
Islands” [12] as well as comparing them with the specimens in 
the herbarium. Scientific and local names, parts used and folk 
uses of these plants were summarized in Table 1. 
 

Preparation of Plants Extracts  
10 g of powdered parts of the plants (used parts, see Table 

1) were separately incubated with 100 ml acetone, chloroform, 
ethanol, water for 24 hours at room temperature on a shaker 
(G24 environmental shaker incubator). Final suspensions were 
filtered using Whatman filter paper (no.1) and extracts were 
stored at refrigerator until used [5, 14, 15]. 
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Table 1. Plants used in the study 
Plant Name (family) Local name Part used Traditional Uses 

Achillea millefolium L. (Compositae) Civanperçemi, Akbaşlı Flowers, 
Branches 
with the leaf 

Infection, hemorrhoids, stomach cramp, ulcer, 
rheumatism  

Acorus calamus L. (Araceae) Eğir kökü, Azakeğeri Rhizoms Dysentery, cirrhosis, rachitis, stomach ulcer 

Capsella bursa- pastoris L. 
(Cruciferae) 

Çobançantası, Çıngıldaklıot Flowers, 
Leaves, 
Branches 

Wounds, bleedings, hemorrhoids, tension, stomach and 
intestine bleedings 

Carum carvi L. (Umbelliferae) Frenk kimyonu, Karaman 
kimyonu 

Fruits Cough, stomach and intestine diseases 

Foeniculum vulgare Miller 
(Umbelliferae) 

Rezene, Arapsaçı Fruits Cough, bronchitis, diarrhea, stomach and intestine 
pains, wound, tiredness 

Glycyrrhiza glabra L. (Leguminosae) Meyan kökü, Piyan Roots Stomach and duodenal ulcer, tuberculosis, gastritis, 
bronchitis, kidney diseases 

Hypericum perforatum L. 
(Guttiferae) 

Sarı kantaron, 
Binbirdelikotu  

Branches 
with the 
flower 

Asthma, bronchitis, rheumatism, stomach ulcer, 
tuberculosis, diarrhea, hemorrhoids, antidepressant 

Linum usitatissimum L. (Linaceae) Keten tohumu, Zeyrek 
tohumu 

Seeds Boil, diabetes, constipation, rheumatism, stomach ulcer, 
cough, shingles 

Matricaria chamomilla var. recutita 
L.  
(Compositae) 

Mayıs papatyası, Papatya 
çiçeği  

Flowers Cancer, hemorrhoids, tonsillitis, stomach ulcer, epilepsy, 
sinusitis, hepatitis, neuralgia, gastritis, enteritis 

Melissa officinalis L. (Labiatae)  Oğulotu, Limon nanesi Leaves Anemia, asthma, stomach and intestine pains, tension, 
palpitation of the heart, neurasthenia 

Mentha piperita L. (Labiatae) Kültür nanesi, İngiliz nanesi  Leaves Stomach ulcer, bronchitis, melancholy, eczema, 
antiseptic, megrim, liver diseases, epilepsy 

Pimpinella anisum L. (Umbelliferae) Anason, Mesirotu Fruits Infection, megrim, angina, gastritis, bronchitis 

Rosmarinus officinalis L. (Labiatae) Biberiye, Kuşdili Leaves Antiseptic, hepatitis, asthma, stomach spasm, 
constipation 

Thymus L. (Labiatae)  Kekik, Saterotu  Leaves Headache, bronchitis, chronic gastritis, stomach ulcer, 
asthma, cough, antiseptic, bronchitis, rheumatism 

Urtica dioica L. (Urticaceae) Isırganotu, Dızlağan Leaves İnfection, ulcer, diabetes, cancer, arthritis, edema, 
allergy, stomach and intestine diseases, rheumatism, 
nephrolithiasis, gall bladder, anemia 

 
Antimicrobial Activity 
 
Microorganisms 
8 species of bacteria (Helicobacter pylori ATCC 49503, 

Staphylococcus aureus ATCC 33862, Bacillus subtilis ATCC 
6633, Enterobacter cloacae ATCC 13047, Escherichia coli 
ATCC 25922, Proteus mirabilis ATCC 7002, Pseudomonas 
aeruginosa ATCC 10145, Klebsiella pneumoniae (Clinic 
isolate), two species of fungi (Candida albicans ATCC 
60193 and Saccharomyces cerevisiae NRRLY 12632) were 
used in this study. The microorganisms were obtained 
from the Faculty of Medicine at Karadeniz Technical 
University, Trabzon, Turkey and the Faculty of Medicine at 
Atatürk University, Erzurum, Turkey and North University 
Street, Illinois, USA. 

 
Disc diffusion method 
Antimicrobial Activity was carried out by Kirby-Bauer 

disc diffusion method [15-17]. 100 µl of water, 
chloroform, ethanol, acetone extracts of 15 plants were 
transferred onto 6mm diameter antimicrobial 
susceptibility blank discs (Oxoid). Discs were dried at 37˚C 
in the incubator [14, 18].  The antibiotics [Ampicilin (10µg 
/disc), OFX; ofloxacin (10 µg/disc), SCF: sulbactam (30 µg) 
+ cefoperazone (75 µg) = (105µg/disc) and NET: netilmicin 
(30 µg/disk) for bacteria, NYS::nystatin (30 µg/disk) for 

fungi] were used as a positive controls. Only solvent-
treated discs were used as a negative control. It was taken 
from the cultures of microorganisms grown in the 
mediums with inoculating loop and suspended in 
phosphate- buffered saline (PBS). The dilutions were 
prepared to be 108 CFU/mL according to McFarland 
turbidity standard no.0.5. These dilutions were used as 
inoculum [15, 19]. The samples taken from these dilutions 
using sterile cotton swab sticks were spread over the 
surface of   proper agar plates (Brucella Agar 
supplemented with %5 human blood for H. pylori, Potato 
Dextrose Agar (PDA) for fungi and Nutrient Agar (NA) for 
other test bacteria) [20]. Then the absorbed discs were 
placed on the inoculated agar plates. Brucella Agar plates 
were incubated under microaerophilic conditions in 
anaerobic jars with campygen gas generating kit (Oxoid) 
at 37˚C for 3-5 days [5]. The other plates were incubated 
at 37˚C for 18-24 hours for bacteria and 3 days for fungi. 
The antimicrobial activity was evaluated by measuring the 
diameter of the inhibition zone against test 
microorganisms. Each assay was repeated twice [21]. 

 
Minimum inhibitory concentration (Mıc) 
It was found that acetone extracts of plants showed 

stronger antimicrobial activity against H. pylori among the 
extracts of plants prepared using 4 different solvents. 
Therefore, only the MIC values of the acetone extracts of 
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the plants were determined. Diameters of the inhibition 
zone showing the antimicrobial activities of acetone 
extracts of the plants against H. pylori were measured. 
Then MIC values of the extracts forming the broadest 
diameter of the inhibition zone against H. pylori among 
acetone extracts of plants were determined. For this 
purpose, those with diameters of the inhibition zone of 17 
mm and higher from acetone extracts of the plants 
(Achillea millefolium, Pimpinella anisum, Rosmarinus 
officinalis, Thymus, Hypericum perforatum) against H. 
pylori were chosen. Powdered parts of the plants were 
incubated with acetone at room temperature on a shaker. 
Final suspensions were filtered using Whatman filter 
paper (no.1).  The extracts were evaporated to dryness at 
40˚C in a rotary evaporator [5, 22]. MIC values of the 
extracts were determined by modifying the agar dilution 
methods. [11, 23, 24]. To determine the MIC values, 
Brucella Agar, which was sterilized by autoclave, was 
cooled to 60˚C and 5% human blood was added. Then 24-
well plates were placed on a hot plate and maintained at 
60 ˚C. In the next step, 1 mL Brucella Agar was added to 
each well in 24-well plates. On the other hand, 100 mg of 
the dried extracts were dissolved in 1 mL of Dimethyl 
sulfoxide (DMSO) and 100 µL of it was taken and diluted 
with 900 µL of Brucella Agar. Thus, a 10 mg/mL dilution 
was prepared and the volume of 1 mL from here was 
transferred to the first well. Then, by transferring the 
volume of 1 ml from one well to the other, it was provided 
to prepare two-fold serial dilutions with a concentration 
of 5 mg/mL in the first well and 0.0024 mg/mL in the 12 
well. All tests were done at least in duplicate. The same 
procedures were applied for ampicillin as positive control 
and DMSO solution as the negative control. 24-well plate 
is closed and solidified at room temperature. It was taken 
from the cultures of H. pylori grown in the medium 
(Brucella Agar supplemented with %5 human blood) with 
inoculating loop and suspended in phosphate-buffered 
saline (PBS). The dilution was prepared to be according to 
108 CFU/mL McFarland turbidity standard no.0.5. This 
dilution was used as inoculum. 10 µL of this dilution was 
injected into each well with a micropipette. 24 well-plates 
were incubated under microaerophilic conditions in 
anaerobic jars with campygen gas generating kit (Oxoid) 
at 37˚C for 3-5 days. Microbial growth in each well was 
determined by observing and comparing wells with the 
positive and negative controls. The lowest extract 
concentration in which there was no visible growth was 
evaluated as MIC [5, 11, 15, 19, 20, 23, 24]. 
 

Antioxidant Activity 
 
Thiocyanate method 
Since acetone extracts of plants showed stronger 

antimicrobial activity against H. pylori, antioxidant 
activities of the acetone extract of 5 plants (Achillea 
millefolium, Pimpinella anisum, Rosmarinus officinalis, 
Hypericum perforatum) forming the broadest inhibition 
zone against H. pylori among acetone extracts of plants 
were determined thiocyanate method. 

The antioxidant activities of the extracts were 
determined according to the thiocyanate method [25]. 
First, powdered parts of the plants were incubated with 
acetone at room temperature on a shaker. Final 
suspensions were filtered using Whatman filter paper 
(no.1). The extracts were evaporated to dryness at 40˚C in 
a rotary evaporator [5, 22]. Then, stock solutions of the 
extracts with a concentration of 1 mg/mL were prepared. 
The volume of the stock solution corresponding to the 
desired amounts was placed in the veneer cups with 
automatic pipettes and the volume was adjusted to 2.5 ml 
with buffer solution. Then, 2.5 mL of the linoleic acid 
emulsion was added to each test tube. As a control, a 
buffer solution (2.5 mL) containing solvent in the amounts 
used in the experiments (maximum 300 µL) and a mixture 
of 2.5 mL linoleic acid emulsion was used. Incubation was 
carried out at 40 °C. At different intervals, 100 µl of each 
of the samples were taken into test tubes containing 4.7 
mL of ethanol, and 100 µL of s Fe2+ solution and 100 µL of 
SCN- solution were added. The blank sample was obtained 
by adding 100 µL of Fe2+ solution and 100 µL of SCN- 
solution to a test tube containing 4.8 mL of ethanol. The 
absorbances of the samples at 500 nm were read against 
the blank sample. The incubation was terminated when 
the control sample reached maximum absorbance. BHT 
was used as a standard antioxidant in all tests. 
 
Results and Discussion 
 
Antimicrobial Activity 
 
Disc diffusion method 

The antimicrobial activities of water, ethanol, 
chloroform, acetone extracts of 15 plant species obtained 
by the extraction methods given in the method section 
were determined against Helicobacter pylori, 7 other test 
bacteria species, 2 fungus species. The antimicrobial 
activity was evaluated by measuring the diameter of an 
inhibition zone. 

The antimicrobial activities of water extracts of 14 
plant species on H. pylori and other microorganisms were 
given in Table 2 and Table 3, respectively. Linum 
usitatissimum wasn't used because water extract of it was 
not prepared. 

Extract of Capsella bursa-pastoris plant showed the 
maximum antimicrobial activity against H. pylori in the 
water extracts and formed diameter of the inhibition zone 
of 33 mm. This was followed by extracts of Acorus 
calamus, Glycyrrhiza glabra, Achillea millefolium and 
Mentha piperita, respectively. It was remarkable that 
water extract of Capsella bursa-pastoris, which was 
effective on H. pylori, was also effective on most other test 
microorganisms (Table 2). This plant extract formed 
diameter of the inhibition zone of 20 mm against K. 
pneumoniae and 16 mm against B. subtilis. Among the 
water extracts, the plants with the broadest spectrum of 
antimicrobial activity were Capsella bursa-pastoris and 
Thymus. Extracts of these plants showed an inhibition 
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effect on 6 of the test microorganisms.C. albicans was not 
inhibited by the water extract of any plant. Among the test 
microorganisms, H. pylori, K. pneumoniae and B. subtilis 
were found to be the most sensitive bacteria to water 
extracts (Table 3). 

The antimicrobial activities of extracts of ethanol, 
chloroform, aceton of 15 plant species against H. pylori 
and other microorganisms were given in Table 2 and Table 
3, respectively. 

The extract belonging to Acorus calamus plant showed 
the maximum antimicrobial activity against H. pylori in 
ethanol extracts and formed diameter of the inhibition 
zone of 30 mm as can be seen Table 2. This was followed 
by extracts of Achillea millefolium, Rosmarinus officinalis, 
Thymus, respectively. When the effect of ethanol extracts 
on other test microorganisms was examined (Table 3), it 
was determined that although Acorus calamus was the 
most inhibitory effect against H. pylori, it was effective 
only against B. subtilis among other microorganisms. 
Achillea millefolium and Rosmarinus officinalis extracts, 
which were also effective against H. pylori, showed an 
inhibition effect against only 3 microorganism species. 
Among the ethanol extracts, the plants with the broadest 
spectrum of antimicrobial activity were Thymus and 
Foeniculum vulgare as can be seen Table 3. Extracts of 
these plants showed an inhibition effect against 7 of the 
test microorganisms. Among the test microorganisms, the 
most sensitive microorganisms species to ethanol extracts 
were respectively B. subtilis, S. aureus, K. pneumoniae 
whereas P. aeruginosa was not affected by any extracts. 

Chloroform extract of Acorus calamus plant showed 
the maximum antimicrobial activity against H. pylori in 
chloroform extracts and formed diameter of the inhibition 
zone of 32 mm. This was followed by Pimpinella anisum, 
Achillea millefolium and Carum carvi extract respectively 
(Table 2). The effects of chloroform extracts against other 
test microorganisms were found different (Table3). 
 
Table 2. Antibacterial activities of extracts of the plant against H. 

pylori ATCC 49503 
  Diameter of inhibition zone (mm) 

Plants Water Ethanol Chloroform Acetone 
A. calamus L. 21 30 32 37 
A. millefolium L. 17 20 21 30 
C. bursa-pastoris L. 33 12 10 9 
C. carvi L.  8 15 17 15 
F. vulgare Miller  — 16 14 9 
G. glabra L.  18 10 12 12 
H. perforatum L.  — 10 11 19 
L. ustitatissimum L. Not tested 10 16 13 
M. chamomilla var. 
recutita L.  

— 15 15 13 

M. officinalis L. — 16 16 14 
M. piperita L.  15 12 14 14 
P. anisum L. — 16 25 27 
R. officinalis L.  — 20 14 24 
Thymus L.  10 17 16 20 
U. dioica L. — 9 11 10 
Negative Control — — —  
Ampicillin 45 

 

Among the chloroform extracts, it was determined 
that the plant with the broadest spectrum of antimicrobial 
activity was Foeniculum vulgare. This extract formed an 
inhibition effect against 7 of the test bacteria and also 
inhibited C. albicans fungus species.

 
Table 3. Antimicrobial activity of extracts of the plant against other test microorganisms [Diameter of inhibition zone (mm)] 
 Microorganisms 

 B. subtilis S. aureus E. cloacae E. coli K. 
pneumoniae P. aeruginosa P. mirabilis C. albicans S. cerevisiae 

Plants W E C A W E C A W E C A W E C A W E C A W E C A W E C A W E C A W E C A 
A. calamus L. 13 16 14 18 — — 9 12 — — — — — — — — 11 — — — — — — — — — — 7 — — — — — — — — 
A. millefolium L.  — 15 17 22 8 9 10 12 — — — — — — — 7 — — — — — — — — — 8 — 11 — — — — — — — — 
C. bursa-
pastoris L.  16 — — — — — 7 — 10 — — — 9 — — — 20 11 10 9 — — — — 9 — — — — — — — 12 — — — 

C. carvi L.  — 17 17 22 — 11 11 17 — — — — — — — — 13 9 — 7 — — — — — — 10 7 — — 6 9 — — — — 
tF. Vulgare 
Miller — 19 18 12 — 21 11 9 — 7 8 — — 9 12 7 — 7 8 — — — — — — 9 12 9 — 7 7 7 — — — — 

G. glabra L.  11 11 12 9 — — — — — 8 — — — — — — 13 15 13 14 — — — — — — 6 — — — — — 10 10 9 9 
H. perforatum 
L.  — 15 15 10 — 8 8 10 — — — — — — — — — — — — — — — — — — 7 — — — — — 8 — — — 

L. usitatisimum 
L. * 11 11 — * — 9 — * — — — * — 8 — * — — — * — — — * — 8 — * — — — * — — — 

M. chamomilla 
var. recutita. L.  — 18 18 12 — 11 11 13 — — — — — — 6 — — — — — — — — — — 9 8 7 — — — — — — — — 

M. officinalis L.  — 10 — 9 — — — — — — — — — — — — — 14 12 16 — — — — — — — — — — — — — — 10 7 
M. piperita L.  — 8 — 7 — — — — — — — — — — — — — 15 10 14 — — — — — — — — — — — — __ — — — 
P. anisum L.  — 19 20 24 — 8 13 15 — — — — — 7 — 10 — — — 11 — — — — — 8 12 17 — 8 8 12 — — — — 
R. officinalis L. — 15 15 25 — 9 11 13 — — — — — — — 7 10 — — — — — — 8 — 8 7 7 — — — — 8 — — — 
Thymus L.  7 14 10 8 10 10 — 11 12 11 — 11 — — — 11 12 14 20 14 10 — — — 12 14 — 12 — 10 — — — 7 9 10 
U. dioica L.  — 13 11 6 — 9 7 — — — — — — — — — — — — — — — — — — — — — — — — — — — — — 
Negative 
Control         — 

Antibiotics 28 (OFX) 22 (SCF) 10 (OFX) 18 (Amp.) 12 (OFX) 22 (NET) 13 (Amp.) 18 (Nistatin) 20 (Nistatin) 
—: No inhibition, *: Not tested, W: Water Extract, E: Ethanol Extract, C: Chloroform Extract, A: Acetone Extract 

Among the test microorganisms, the most sensitive 
species to chloroform extracts were respectively B. 

subtilis, S. aureus and K. pneumoni, Whereas P. 
aeruginosa was not affected by any extracts.  
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Acetone extracts of Acorus calamus plant showed 
maximum antimicrobial activity in acetone extracts as in 
chloroform and ethanol extracts of plants and formed 
diameter of the inhibition zone of 37 mm. This was 
followed by extracts of Achillea millefolium, Pimpinella 
anisum, Rosmarinus officinalis, Thymus, Hypericum 
perforatum, respectively (Table 2).  

When looking at the effect of acetone extracts against 
other test microorganisms (Table 3), it was determined 
that Acorus calamus, which was the most effective against 
H. pylori, had an inhibition effect against only 3 
microorganism species. Achillea millefolium, Pimpinella 
anisum, Rosmarinus officinalis, Hypericum perforatum 
extracts, which were also effective against H. pylori, 
showed an inhibition effect on 4, 6, 5, 2 microorganism 
species, respectively. It was determined that Thymus was 
the plant with the broadest spectrum of antimicrobial 
activity among acetone extracts and this extract formed 
an inhibition effect against 7 of the test microorganisms. 
Among the test microorganisms, B. subtilis, K. 
pneumoniae and S. aureus were found to be the most 
sensitive species to acetone extracts, respectively. No 
microorganism was effective against P. aeruginosa. 

It was determined in our study that acetone extracts 
of plants had the stronger antimicrobial activity and water 
extracts had the weaker antimicrobial activity when 
compared in terms of different solvents. When various 
research results were examined, it was seen that water 
extracts generally had low antimicrobial activity 
compared to other solvents. [17, 26].  

However, it is of great importance that the water 
extracts of a plant exhibit antimicrobial activity since 
boiled in water or infusion of the plant is generally 
preferred in the traditional use of medicinal plants. There 
have been some findings showing that water extracts of 
some plants have stronger antimicrobial activity than their 
extracts in various solvents [15, 27-29] 

It was determined in our study that water extract 
of Capsella bursa-pastoris was quite effective against 
both H. pylori and other test microorganisms. In this 
respect, Capsella bursa-pastoris was found important for 
research. Although they weren't as effective 
against H.pylori as Capsella bursa-pastoris, water extracts 
of Acarus calamus, Glycyrrhiza glabra, Achillea 
millefolium were also effective against H. pylori. 

Various researchers investigating the antimicrobial 
effect of plant extracts have used a wide variety of 
solvents for different parts of different plants [2, 5, 10, 14, 
17, 20, 23, 30, 31]. It is not possible to make a preference 
ranking valid for all plants and plant parts among these 
solvents. However, ethanol, chloroform and acetone were 
preferred as solvents in our research considering the 
working intensity in the literature and generally looking at 
the positive results.  

 

When the solvents used in our study were evaluated 
for its potential to extract bioactive substances in the 
plants, acetone was found to be superior to other 

solvents. Indeed, regardless of the inhibition zone 
diameter sizes, in general, 29 of 140 samples (20.71 %) of 
water extracts, 61 of 150 samples (40.66 %) of ethanol 
extracts, 59 of 150 samples (39.33%) of chloroform 
extracts, 64 of 150 samples (42.66%) acetone extracts 
were also found to have an antimicrobial effect (Table 2 
and Table 3). This finding is interesting because there have 
been few studies researching the conclusion that acetone 
extracts are superior in antimicrobial activity [26]. This 
researcher has stated that acetone, methanol, ethanol, 
water extracts of plants have ranked as acetone> 
methanol-chloroform-water> methylene dichloride> 
methanol> ethanol> water in terms of antimicrobial 
effect. In this study, it was also stated in this study that 
acetone was preferred as a solvent because it can dissolve 
hydrophilic and lipophilic structures in plants, can be 
volatile and can be mixed with water, has low toxicity, and 
can be mixed with polar and non-polar solvents [26]. 
However, as stated above, acetone extracts have been 
often found to be inferior to other extracts in terms of 
antimicrobial effect. As a matter of the fact, when 
different research results are examined, it has been 
determined that extracts of ethanol in some of them [31], 
extracts of petroleum ether in some of them [17], extracts 
of chloroform and ethyl ether in other some of them [30] 
have shown stronger antimicrobial activity. In this case, it 
is considered that it is not possible to offer an ideal type 
of solvent for the plant or plant part to be used in terms 
of antimicrobial effects. 

If a generalization was made regardless of the wide of 
the inhibition zones and the solvent type, it was 
determined that the plants with the broadest spectrum of 
antimicrobial activity are Thymus and Foeniculum vulgare. 
The broad spectrum of activity of a substance with 
antimicrobial effect is important in terms of its practical 
use and evaluation Therefore, in our research, the 
antimicrobial effects of extracts, which had an inhibition 
effect against H. pylori, were also examined on other test 
microorganisms. It was found to be promising in this 
regard the plants whose names were mentioned above. 

When the test microorganisms were evaluated in 
general, B. subtilis, K. pneumoniae, S. aureus and H. pylori 
bacteria species were the most sensitive species to 
extracts of plants. B. subtilis and S. aureus are Gram-
positive, K. pneumonia and H. pylori are Gram-negative 
bacteria.it was difficult to comment on whether the 
extracts were more effective against Gram-positive or 
Gram-negative bacteria based on these results. Most of 
the other test bacteria were chosen among Gram-
negative bacteria because H. pylori was the target 
organism in this study and it has gram-negative 
characteristics. Two Gram-positive bacteria and two 
yeasts were included in this study to facilitate the 
estimation of the spectrums of antimicrobial activity of 
the extracts. Many researchers have also preferred similar 
test microorganisms when they have worked with H. 
Pylori [10, 32, 33]. However, according to the literature, 
the effect of both various plant extracts and other 
antimicrobials on Gram-negative bacteria is less than 
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Gram-positive bacteria due to the less permeability of the 
Gram-negative cell wall [34]. The fact that the plant 
extracts used in our study inhibited Gram-negative 
bacteria; it made us think these extracts contain powerful 
antimicrobials. 

In this study, Bacillus subtilis and Staphylococus aureus 
species, which were determined as the most sensitive 
bacteria to extracts of plants, have identified as sensitive 
species also according to the results of previous research 
[34]. The single-layer and more permeable cell wall of 
Gram-positive bacteria including also S. aureus and B. 
subtilis, increases their susceptibility to various 
antimicrobials. [18]. It was seen that the maximum 
inhibition zone diameters of extracts of the  plants used 
against H. pylori in our study were 33 mm (Capsella bursa–
pastoris), 30 mm (Acorus calamus), 32 mm (Acorus 
calamus) and 37 mm (Acorus calamus) for water, ethanol, 
chloroform, acetone, respectively. In some literature 
studies investigating the antimicrobial activities of plants 
against H.pylori; 26 mm of Black myrobalan (Terminalia 
chebula) plant [15], 42 mm of bearberry (Arctostaphylos 
uva-ursi) and 17 mm of cowberry (Vaccinium vitis-idaea) 
plants. [27], 13 mm of rose oil [19], 40 mm of Quercus  
brantii var.persica [28] have been found to produce 
inhibition zone diameters against H. pylori. has been 
found to produce inhibition zone diameters against H. 
pylori. In this case, the inhibition zone diameter sizes 
obtained in our research are quite high and comparable 
with the above values. 

Diameters of the inhibition zone observed in bacterial 
species which were found to be sensitive both in our 
research and in previous studies [21] showed that the 
antimicrobial activities of the extracts used in our study 
were at an average level. As a matter of fact, acetone 
extracts of the plants which caused the broadest 
inhibition according to the results obtained from our study 
formed a maximum inhibition zone diameter of 25 mm 
against B. subtilis (Rosmarinus officinalis), 17 mm against 
S. aureus (Carum carvi), 11 mm against E. coli (Thymus), 
16 mm against K. pneumoniae (Melisa officinalis). 
However, it is difficult to say which plant extract is 
stronger in terms of antimicrobial activity based on these 
findings. Because, although diameters of the inhibition 
zone are used for comparison purposes, methodical 
differences, solvent quality and small differences in the 
amount absorbed on the disk lead to big errors in this 
regard. For this reason, MIC values are used, which allow 
a better comparison of antimicrobial activity. 

There were also two types of fungi among the test 
microorganisms used in our study. Among water, ethanol, 
chloroform, acetone extracts of the plants in our study, 
The number of those showing antimicrobial effects 
against C. albicans and S. cerevisiae yeast species were 
determined respectively as 0,4; 3,2; 3,3; 3,3. The 
maximum inhibition zone diameter (12 mm) against C. 
albicans was produced by acetone extract of Pimpinella 
anisum and the maximum inhibition zone diameter  (12 
mm) against S. cerevisiae was produced by water extract 
of Capsella bursa. None of the water extracts formed an 

inhibition zone against C. albicans. The inhibition zone 
diameter sizes determined in our study for C. albicans and 
S. cerevisiae have been similar to the inhibition diameter 
values in studies with these species in the literature [35, 
36]. Essentially, a researcher has stated that the antifungal 
properties of herbal extracts are weak from their 
antibacterial properties and this is due to the structural 
difference in the cells. According to this investigator, 
antimicrobial agents must bind to sterols in the cell 
membrane to inhibit the eukaryotic fungal cell, whereas 
such binding is not required for non-sterol-bearing 
procaryotic bacterial cells [18]. 

Extracts of the plants used in this study were not 
effective against Pseudomonas aeruginosa bacteria 
species. This result is not surprising. Because P. 
aeruginosa is a species that has a high potential to gain 
resistance among bacteria and therefore falls outside the 
spectrum of effect of many antibiotics [1]. As a parallel 
with the findings obtained from our research, it has been 
identified as one of the P. aeruginosa resistant species in 
previous studies on the antimicrobial properties of 
extracts of various plants [15]. 

 
Minimum Inhibitory Concentration (MIC) 
MIC values were determined also besides diameter 

sizes of the inhibition zone caused by extracts of plants 
against test microorganisms in our study. It was found that 
acetone extracts of plants showed stronger antimicrobial 
activity against H. pylori among the extracts of plants 
prepared using 4 different solvents. Then MIC values of 
the extracts forming the broadest inhibition zone against 
H. pylori among acetone extracts of plants were 
determined. For this purpose, those with a diameter of 
inhibition zone of 17 mm and broader from acetone 
extracts of the plants (Achillea millefolium, Pimpinella 
anisum, Rosmarinus officinalis, Thymus, Hypericum 
perforatum) against H. pylori were chosen. 

The MIC assays of acetone extracts of the six plants 
against H. pylori were given in Table 4. When Table 4 was 
examined, it was seen that the MIC values of the acetone 
extracts of the plants varied between 0.019 to 0.625 mg / 
mL. On the other hand, it was understood that Acorus 
calamus plant had the best (lowest) MIC value (0.019 mg 
/ mL) among acetone extracts of 6 plants. 

The MIC values obtained as a result of our research are 
close to the MIC values determined for extracts of various 
plants in the literature. Indeed, Ohsaki et al. [33] has 
found that plant of Myroxylon peruiferum has been 
effective against H. pylori with MIC values of 0.078 
mg/mL, Sharifi et al. [28] found that plant of Quercus 
brantii var.persica has been effective against H. pylori with 
MIC values of 0.002 mg/mL. These values are smaller 
(better) than the MIC values obtained in our research. 
However, there have been also researchers who have 
been determined MIC values greater (with less inhibitory 
effect) than our values. For example, Takashima et al. [32] 
has determined MIC values of 0.3-85.0 mg/mL against H. 
pylori in his study with Derris malaccensis. In this case, we 
can say that the MIC values obtained from extracts of 
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plants used in our study are at an average level when 
compared with the values in the literature. 
 
Table 4. Minimum inhibitory concentrations (MIC) of acetone 

extracts of some plants against H. pylori ATCC 49503 
Plants Diameterofinhibit

ion zone (mm) 
MIC 

(mg/mL) 
Acorus calamus L.  
Achillea millefolium L. 
Hypericum perforatum L. 
Pimpinella anisum L. 
Rosmarinus officinalis L. 
Thymus L. 

36-37 
28-30 
17-19 
25-27 
22-24 
18-20 

0.019 
0.039 
0.625 
0.156 
0.156 
0.312 

Ampicillin  38-45 0.00039 

 
Antioxidant Activity 
 
Thiocyanate method 
Since acetone extracts of plants showed stronger 

antimicrobial activity against H. pylori, antioxidant 
activities of the acetone extract of 5 plants (Achillea 
millefolium, Pimpinella anisum, Rosmarinus officinalis, 
Hypericum perforatum) forming the broadest inhibition 
zone against H. pylori among acetone extracts of plants 
were determined. Thiocyanate method and the results 
were summarized in Figure 1-5. 
 

 
Figure 1. Antioxidant activity of acetone extract of Acorus 

calamus 

 
Figure 2. Antioxidant activity of acetone extract of Achillea 

millefolium 

 
Figure 3. Antioxidant activity of acetone extract of Pimpinella 

anisum 

 
Figure 4. Antioxidant activity of acetone extract of 

Rosmarinus officinalis 

 
Figure 5. Antioxidant activity of acetone extract of Hypericum 

perforatum  
 

 
Statistical analyzes of antioxidant activity values were 

carried out with the SPSS 9.0 package program by 
performing a two-way analysis of variance. Among aceton 
extracts of the plants, the extract of Hypericum 
perforatum showed stronger antioxidant activity. This was 
followed by Rosmarinus officinalis, Achillea millefolium, 
Acurus calamus, Pimpinella anisum, respectively. In all 
extracts with antioxidant activity, a linear relationship was 
observed between the concentration of the extract and 
the antioxidant activity. In other words, as the extract 
concentration increased, the antioxidant activity 
increased. The concentration of 40 mg/mL of Hypericum 
perforatum plant showed the maximum antioxidant 
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activity. This effect of the Hypericum perforatum plant 
followed a parallel course to BHT 50 over for 150 hours as 
can be seen in Figure 5. It was observed that the 
concentration of 10 mg/mL of the same plant was 
ineffective and followed a similar chart to the control. The 
same was true for other extracts. Generally, a decrease in 
antioxidant activity was observed in low-concentration 
extracts around 50-100 hours. On the other hand, in terms 
of antioxidant activity values of plants, it was determined 
that the control and extract samples were statistically 
different from each other (p<0.05). 

Antioxidants are present in aerobic organisms against 
undesired oxidation of biomolecules. Antioxidants are 
substances that prevent or delay oxidation at the initial 
and/or developmental stages. Therefore, the presence of 
compounds with antioxidant activity in biological systems 
is important for life, and many biological functions such as 
antimutagenic, anticarcinogenic, anti-aging originate from 
these antioxidants [37, 38]. 

In recent years, in researches on the antimicrobial 
properties of plant extracts, taking into account the 
benefits mentioned above, the antioxidant properties of 
the studied plant are also included in the study and 
researches on this subject is gaining intensity [22, 39, 40]. 

On the other hand, if a herbal product has both 
antimicrobial and pro-oxidant (oxidation-promoting) 
qualities, it is certainly not possible to use it in practice. 
For these reasons, the antioxidant properties of acetone 
extract of 5 plants (Hypericum perforatum, Rosmarinus 
officinalis, Achillea millefolium; Acorus calamus, 
Pimpinella anisum) determined to be the most effective in 
terms of antimicrobial properties in our study were also 
investigated. For this reason, these 5 plants are 
recommended for the treatment of diseases due to their 
antimicrobial properties against H. pylori and other test 
microorganisms and their antioxidant properties 
mentioned above. Acetone extracts of these 5 plants 
showed antioxidant properties when Figure 1-5 were 
examined, it was seen that antioxidant activities of plant 
extracts increase with increasing concentration. It has 
been stated that this situation has been due to the 
increase in the amount of active substance in the extracts 
with the increasing amount of extract [37]. Since the 
antioxidant activity in plant extracts is affected by many 
different factors, it is also stated that it is difficult to 
determine the main source of antioxidant activity and the 
contribution of other factors. However, it has been stated 
that phenolic compounds and flavonoid group substances 
generally found in various plant extracts have a significant 
effect on their antioxidant properties [37]. 

 
Conclusion 
 

It was determined in our study that the effects of some 
medicinal plants on the in-vitro growth of H. pylori and 
their antimicrobial and antioxidant potential. As a result, 
Hypericum perforatum, Rosmarinus officinalis, Achillea 
millefolium; Acorus calamus, Pimpinella anisum plants   
are recommended for the treatment of diseases due to 

their antimicrobial properties against H. pylori and other 
test microorganisms and their antioxidant properties. 
Acarus calamus and Achillea millefolium, especially should 
also be tested for in vivo studies. With more detailed 
studies, it is also necessary to determine the antioxidant 
properties of other plant extracts (Water, chloroform, 
ethanol) and to reveal their in-vivo usability. 
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Vegetable oils are not only used for human consumption but also used for industrial purposes (soaps, biodiesel, 
painting, cosmetics, etc.). One of the most important criteria in determining the usage areas of vegetable oils is 
the fatty acid composition it contains. Turkey supplies its edible oil needs with both seed and vegetable oil 
imports. To meet this vegetable oil need of Turkey, vegetable oils obtained from different plants are of great 
importance. This study, it was aimed to determine the oil content, fatty acid composition, and some properties 
of cocklebur (Xantium strumarium subsp. strumarium) seeds collected from the natural area. 100 fruit weight 
(g), seed weight (g), and hull ratio (%) were determined as 32.23±2.66, 7.17±0.99, and 77.70±2.84, respectively. 
Cocklebur seeds contain 24.19% seed oil. Its oil is rich in linoleic (%76.97) and oleic (%11.91) acids.  
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Introduction 

The most important problems facing humanity in the 
21st century are climate change and global warming. This 
situation leads to problems such as ongoing 
desertification, water, and wind erosion [1]. In addition, 
both population and urbanization and the increase of 
industrial facilities create serious pressure on agricultural 
areas [2,3]. All these negativities cause water resources to 
shrink. Environmental pollution is generally based on 
fossil fuels, and searching for environmentally friendly 
alternative energy sources is more important [4]. In 
addition to reducing these negativities for the 
sustainability of life, new production areas and plants are 
brought to the agricultural production pattern. 

Plants maintain their vitality by producing essential 
nutrients and some vital organic compounds such as 
carbohydrates, proteins, and fats oils. These products also 
constitute the most important sources of nutrients in 
humans and animals. Oil crops are plants that contain oil 
in their seeds or fruits and are of economic importance in 
terms of the fatty acid composition of this oil. Oil is a 
triglyceride ester which is consist of trivalent alcohol and 
three fatty acids connecting with ester linkages. The most 
important ingredient of the oil is fatty acids which are 
hydrocarbon chains and result in a straight carboxyl group 
(-COOH). The number of carbons and double bonds in 
these chains determines the physical and chemical 
properties of the oil [5]. The usage areas of oils depending 
on the physical and chemical properties of oils. Vegetable 
oils are not only used as food sources but also use in 
industrial purposes [6]. 

Because of environmental damage caused by fossil 
fuels, the use of renewable energy which is obtained from 
plant material is increasing with each passing day and it 
became more important. Understanding that fossil fuels 
will run out one day, it increased attention on renewable 
energy sources. Plants such as corn, safflower, soybean, 
canola, etc. are used to produce biodiesel, and also that 
oil plants are used as human food. Oil which is used as raw 
material for biodiesel is constituted supply and demand 
irregularities in the oil consumption as food. Today, the oil 
market is needed as human food, especially in some 
countries is subject to serious shortcomings [7]. To 
overcome this situation, fatty oil which isn’t suitable for 
human consumption should be used in the biodiesel 
industry. This will reduce the pressure on edible oil 
production.  

Xanthium L. belongs to Asteraceae family, and 
represented by 3 species (X. orientale / rough cocklebur, 
X. spinosum / cocklebur, and  X. strumarium / large 
cocklebur), and 3 subspecies ( X. orientale subsp. italicum, 
X. strumarium subsp. brasilicum, X. strumarium subsp. 
strumarium) in total it has 6 taxa in Turkey [8]. Xanthium 
L. species are annual and seen as it has no commercial 
properties. Therefore, it is diagnosed as a weed and while 
farmers are trying to get rid of cocklebur due to its 
detrimental effect on crops, at the same time, farmers 
waste not only their strength but also their time and 
money [9]. 

Cocklebur seed contains 25-42% oil. Looking at the oil 
composition, linoleic acid accounts for 77% of the total oil 
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content. The human body cannot synthesize a couple of 
rare fatty acids and one of them is linoleic acid. This fatty 
acid is of great importance in maintaining cardiovascular 
health and cholesterol balance [10]. In this respect, there 
may be used as food oils because of containing high 
linoleic acid content [5, 11, 12]. 

Cocklebur is used in traditional and modern medicine 
because its seed oil has various biological activities such as 
antibacterial, antitumor, etc. Because of these properties, 
cocklebur plant oil is used treatment of some diseases such as 
allergies, diabetes, appendix, sinusitis, cancer, high blood 
pressure, and dysentery [13-15]. 

The oil contained in cocklebur plant seeds is at least 
useable in industries. In the world, plant cultivation has two 
serious obstacles: water and soil. For cultivation, sometimes 
the soil is not suitable and sometimes the soil is good but the 
water is missing one. Cocklebur has a feature that can 
minimize the effect of bad soil structure and lack of water. In 
addition, the plant can grow easily in these infertile areas. This 
feature will allow the opening of lands with limited 
opportunities for agricultural production. On the other hand, 
the cocklebur plant not only developing of biological diversity 
but also constitutes the vegetation in the area which is open to 
erosion. The plant can create vegetation in danger of erosion 
area and it can contribute to the prevention of environmental 
degradation. 

This study, it was aimed to determine the oil content, fatty 
acid composition, and some properties of cocklebur seeds 
collected from the natural area. 

 
Materials and Methods 
 

In autumn 2014, plant material (Figure 1) (X. 
strumarium subsp. strumarium) was collected in 
Muslubelen gateway, which is located in Yozgat 
coordinate 39° 41ˈ 34.64ˮN-34° 50ˈ 54.86ˮ E and 
1443 m altitude. All measurements and oil extraction 
from seeds were carried out in the laboratories of 
Yozgat Bozok University, Faculty of Agriculture. 

 

    
A B 

Figure 1. The unmatured fruits in cocklebur plant (A), the 
matured fruit and seeds (B) 

 
Seed Properties of Cocklebur   
100 fruit weight (g), seed weight (g), hull weight (g), 

and hull ratio (%) were determined in the plant material 
collected from the natural area at full maturity. Fruit width 
(mm), fruit length (mm), seed width (mm), seed length 

(mm), and seed thickness (mm) of randomly selected 10 
fruits were measured. All measurements and weighings 
were made in triplicate. 

Extraction Procedure 
Cocklebur seeds (2 g) were ground with a laboratory-

type blender. The oil was extracted using petroleum 
benzine in a Soxhlet apparatus for 3 h. After the solvent 
was removed using a rotary evaporator. The extracted oils 
were kept in brown bottles, flushed with nitrogen, and 
stored at − 18 °C until analyses. 

 
Derivatization of the Seed Oils 
Trans-methyl derivatives were prepared for Gas 

chromatography–Mass spectrometry (GC-MS) (Agilent 
6890 N Network GC system combined with Agilent 5973 
Network Mass Selective Detector) analysis of the seed oil 
samples. Trans-methyl derivatives of samples were 
prepared according to the method described by Orhan et 
al. [16]. GC-MS operating conditions were performed as 
specified in Official Methods of Analysis of Association of 
Analytical Chemistry (AOAC) [17].  
 
Results and Discussion 

 
Seed Properties of X. Strumarium Subsp. Strumarium  
Each cocklebur fruit contains two seeds. Some seed 

properties of cocklebur are given in Table 1. One of the 
most important properties sought in oil plants is the hull 
ratio.  Since the filling of the grain and the decrease in the 
hull ratio increase the oil yield, a low hull ratio is desired. 
Commercial variety of safflower, grown in Turkey, seeds 
hull content about 40 - 51 % [18-20]. Although it varies 
according to the area of use (oil or confectionary 
sunflower), the hull ratio in sunflower is around 40-50% 
[21-22]. When the cocklebur is examined, it will be seen 
that this rate is around 77%. However, this plant is still wild 
species. This ratio can be improved with breeding studies. 

 
Table 1. Some properties of cocklebur seed 

Seed Properties Unit         Value 
100 Fruit weight  

 
32.23±2.66 

Seed weight  (g) 7.17±0.99 

Hull weight    23.95±2.49 

Hull ratio  (%) 77.70±2.84 

Fruit length  
 

15.83±1.75 

Fruit width  
 

6.94±1.18 

Seed length  (mm) 13.35±1.39 

Seed width  
 

1.54±0.24 

Seed thickness    3.81±0.49 

 
Fatty acid analysis of the seed oil by GC–MS 
Cocklebur plant seeds that are collected in nature 

contain an average of 24,19 % raw oil. When the seed oil 
was investigated, linoleic acid, oleic acid, palmitic acid, 
and stearic acid were determined as major oil 
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components. The cocklebur seed oil contains 76.97% 
linoleic acid and 11.38% oleic acid. Because of that, the 
cocklebur seed oil is in the oleic-linoleic acid group. The 
crops in this group are considered as source of first-class 
cooking oil [5]. It is seen as a quality oil component oleic 
acid, linoleic acid, and linolenic acid total of three of the 
acid is 89.10% in the cocklebur seed oil. In addition, its oil 
contains 0.08% heptadecanoic acid and 0.31% gadeloic 
acid. The composition of the cocklebur also contains 
9.23% saturated fatty acids. The distribution of saturated 
fatty acids palmitic acid, stearic acid, and eicosenoic acid 
were determined 6.51%, 3.80%, and 0.20% respectively 
(Table 2).  

 
Table 2. The chemical composition of cocklebur seed oil 

No Compounds Retention 
Index 

(%) 

1 Palmitic acid [C16:0] 1298 6.51 

2 Heptadecanoic acid [C16:1] 1416 0.08 

3 Stearic acid [C18:0] 1622 3.80 

4 Oleic acid [C18:1] 1638 11.38 

5 Linoleic acid [C18:2] 1710 76.97 

6 Linolenic acid [C18:3] 1778 0.75 

7 Eicosenoic acid [C20:0] 1916 0.20 

8 Gadeloic acid [C20:1] 1952 0.31 

Total : 100.00 

Total Saturated Fatty Acids 

∑ [C16:0] + [C18:0] + [C20:0] 10.51 

Total Unsaturated Fatty Acids  

∑ [C16:1] + [C18:1] +[C18:2] +[C18:3] +[C20:1] 89.49 

 
Fatty acid containing a double bond is called a single 

(mono) unsaturated fatty acid and the fatty acid-
containing multiple bonds are called multiple (poly) 
unsaturated fatty acids. These fatty acids are rich in oil 
called unsaturated fats. Oleic acid, linoleic acid, and 
linolenic acid are the most important unsaturated fatty 
acids found in vegetable oils. Especially oleic acid and 
linoleic acid are the two major unsaturated fatty acids that 
are found in vegetable oils [23]. These fatty acids contain 
two and three double bonds in the carbon chain, 
respectively. These fatty acids are referred to as vitamin F 
and these essential fatty acids are important in human 
nutrition [24].While the total of oleic acid and linoleic acid 
are 88.88% in Cocklebur, this ratio changes in other oil 
plants such as 82.66% in olives, 81.46% in peanuts, 82.98% 
for rapeseed, 85.20% in sesame, 88.82% in sunflower, 
91.5% in the safflower, 77.86% in soy, has a rate of 25.99% 
in linen and 35.23% in camelina [5]. 

Erucic acid oils used only in industrial areas and genetic 
studies led to the development of species that have low 
erucic acid content. While this rapeseed developed by 
breeding programs adopted for quality edible oil erucic 
acid maximum limit of 2% [25], in the analysis of cocklebur 
seeds erucic acid has not been observed. 

Oil Content and the Fatty Acid Composition of 
Cocklebur Seeds and Comparison with other Oil 
Crops 

It had determined that the oil rate of the cocklebur 
seeds was 24.19%. It has been observed that this oil ratio 
may have economic importance when compared with 
other oil crops, such as soybean, rapeseed, sunflower, 
linen, cotton, etc. (Table 3). The oils obtained from the 
seeds of the plants in Table 3 are evaluated differently. It 
is seen that the oil content of these plants varies between 
16-50%, and the oil content of cocklebur seeds has an 
average value. Like poppyseed oil, the cocklebur seed oil 
is light yellow in color. It is similar to sunflower oil in taste 
and smell.  
 
Table 3. Comparison of cocklebur seed oil content with other 
oil crops 

Plant Oil content 
(%) 

References 

Soybean 
(Glycine max L.) 18-24 [26] 

Rapeseed 
(Brassica napus ssp.) 36-50 [27] 

Sunflower 
(Helianthus annuus L.) 33-50 [28] 

Linen 
(Linum usitatissimum L.) 35–50 [29] 

Cotton  
(Gossypium spp.) 16-20 [30] 

Crambe 
(Crambe abyssinica Hochst.) 25-40 [31] 

Camelina 
(Camelina sativa Crantz) 30-45 [31] 

Cocklebur 
(X. strumarium subsp. strumarium) 24.19 This study 

 
Cocklebur plant in terms of distribution of fatty acids 

seems to have considerable potential. The quality edible oils 
class and oleic acid-rich plants are olives, peanut, sesame, and 
rapeseed. When these plants are compared to cocklebur, 
their’ oleic acid is seen to be lower (Figure 2). 

 

  
Figure 2. The oleic acid-rich plants 

In this study, it was determined that cocklebur seed oil 
contains higher linoleic acid (76.97%) compared to many 
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oil crops. Linoleic acid ratios were reported as 15% in 
olive, 32% in peanut, 20% in rapeseed, 40% in sesame, 
70% in sunflower, 77% in safflower, 12% in flax, and 20% 
in camelina. Oils rich in linoleic acid and oleic acid are the 
most consumed cooking oils [5]. The total amount of oleic 
acid and linoleic acid in cocklebur seed oil is 88.88%. This 
rate is seen to be 88.66% in olive oil and 88.82% in 
sunflower oil, which is commonly used cooking oil. 

 

 
Figure 3. Linoleic acid-rich plants 

 

 
Figure 4.Linolenic acid-rich plants 

 
Linolenic acid is one of the few essential fatty acids like 

linoleic acid. While linolenic acid is not found in olive, 
peanut, sesame, safflower, and sunflower oils, it can be 
found up to 5% in soybean oil. (Figure 4). In cocklebur, the 
ratio was determined as 0.74%. Linolenic acid shelf-life 
and durability are lower because they oxidize quickly. 
Therefore, linolenic acid contained in oils dries quickly and 
is more suitable for use in industrial areas. It has been 
widely used in products such as paints, varnishes, and 
lacquer. Plants with a high percentage of linolenic acid 
play an important role in the production of biodiesel 
which is used in renewable energy sources and has 
increasing importance in recent years.  

The primary use of vegetable oils is in the food 
industry. However, vegetable oils with low edible oil 

quality are used economically in other industrial areas 
apart from food. In this context, it is of great importance 
to expanding the cultivation of oil plants, which have 
economic value for different industries. As is seen in 
Figure 5, erucic acid isn’t found in cocklebur oil which is 
harmful in terms of edible oil. Erucic acid was harmful in 
the 1960s because it was making unwanted effects on the 
heart, animal growth rate, and muscle. Until 1982, World 
Health Organization (WHO) determined the maximum 
rate of erucic acid in edible oils which is up to 10%. After 
1982, they revised this rate up to 5%. Thus, the lack of 
erucic acid in the oil of cocklebur is a suitable value for 
edible oil [27].  

 

 
Figure 5. Comparison of minor fatty acid components of 

cocklebur seed oil with some oil crops 
 

 
Plants that contain a high amount of oil in their seeds 

or fruits and that can be used economically are called oil 
crops. The fatty acid composition of oils is the most 
important factor that determines their commercial use. 
Cocklebur, which contains 24% oil in its seeds, is a plant 
with the potential to be economically evaluated. 
According to its fatty acid composition, cocklebur oil can 
be evaluated in medicinal, herbal medicine, and possible 
pharmaceutical use. However, more detailed studies are 
needed to determine whether the oil can be used for 
human consumption. If plant oil is suitable for human 
consumption and because of the physiological 
characteristics of the plant, cultivating the plant will 
provide huge economic and agricultural benefits. 
 
Conflicts of Interest 
 

The authors state that did not have a conflict of 
interests. 

 
 

0
10
20
30
40
50
60
70
80
90

C14:0

C16:0

C16:1

C18:0

C18:1

C18:2

C18:3

0

10

20

30

40

50

60

70

80

90

Linseed Camelina Cocklebur

C14:0

C16:0

C16:1

C18:0

C18:1

C18:2

C18:3

0

2

4

6

8

10

12

14

Olive Peanut Rapeseed Sesame Cocklebur

C14:0 C16:0 C16:1 C18:0 C18:3
C20:0 C20:1 C22:0 C22:1



Cesur et al. / Cumhuriyet Sci. J., 43(3) (2022) 379-383 

383 

References 
 
[1] Saygın S.D., Madenoğlu S., Erpul G., Türkiye’de 

Toprak Erozyonu ve Çölleşme, TÜRKTOB, 4(15) 
(2015) 64-69. 

[2] Dong F., Gao X., Yu X., Long R., Driving Mechanisms 
and Peak Level of CO2 Emissions in China: Evidence 
from a Simultaneous Equation Model, Sustainability, 
273 (2018) 3306-3317. 

[3] Kyziol–Komosinska J., Rosik – Dulewska C., 
Dzieniszewska A., Pajak M., Low – Moor Peats as 
Biosorbents for Removal of Onionicdyes from Water, 
Fresenius Environ. Bull., 27(1) (2018) 6-20. 

[4] Mancini M., Volpe M.L., Gatti B., Malik Y., Moreno 
A.C., Leskovar D., Cravero V., Characterization of 
Cardoon Accessions as Feedstock for Biodiesel 
Production, Fuel, 235 (2019) 1287-1293. 

[5] Baydar H., Erbas S., Yağ Bitkileri Bilimi ve Teknolojisi. 
Isparta: S.D.U. Ziraat Fakültesi Yayınları, (2014). 

[6] Ardabili A.G., Farhoosh R.M., Khodaparast H., 
Chemical Composition and Physico Chemical 
Properties of Pumpkin Seeds (Cucurbita pepo subsp. 
pepo var styriaka) Grown in Iran, J. Agric. Sci. 
Technol., 13 (2011) 1053-1063. 

[7] Eryılmaz T., Yesilyurt M.K., Cesur C., Gökdoğan O., 
Biodiesel Production Potential from Oil Seeds in 
Turkey, Renew. Sustain. Energy Rev., 58 (2016) 842-
851. 

[8] Güner A., Aslan S., Ekim T., Vural M., Babaç M.T., 
Türkiye Bitkileri Listesi (Damarlı Bitkiler). İstanbul: 
Nezahat Gökyiğit Botanik Bahçesi ve Flora 
Araştırmaları Derneği Yayını, (2012). 

[9] Bozic D., Barac M., Saric-Krsmanovic M., Pavlovic D., 
Ritz C., Vrbnicanin S., Common Cocklebur (Xanthium 
strumarium) Response to Nicosulfuron. Not. Bot. 
Horti. Agrobot. Cluj Napoca., 43(1) (2015) 186–191. 

[10] Arslan B., The Determination of Oil Content and Fatty 
Acid Compositions of Domestic and Exotic Safflower 
(Carthamus tinctorius L.) Genotypes and Their 
Interactions, Agronomy, 6 (2007) 415-420. 

[11] Nagaraj G., Safflower Seed Composition and Oil 
Quality Review. III. International Safflower 
Conference, Beijing, (1993) 58–71. 

[12] Bowles V., Mayerhofer G., Davis R., Good A.G., Hall 
J.C.A., Phylogenetic Investigation of Carthamus 
Combining Sequence and Microsatellite Data, Plant 
Syst. Evol., 287 (2010) 85–97. 

[13] Haque M.E., Rahman S., Rahmatullah M., Jahan R., 
Evaluation of Anti-Hyperglycemic and Anti-
Nociceptive Activity of Xanthium indicum Stem 
Extract in Swissalbino Mice, BMC Complement 
Altern. Med., 13 (2013) 296-300. 

[14] Peng W., Ming O.L., Han P., Zhang O.Y., Jiang Y.P., 
Zheng C.J., Han T., Qin L.P., Anti-allergic Rhinitis 
Effect of Caffeoylxanthiazonoside Isolated from 
Fruits of Xanthium strumarium L. in Rodent Animals, 
Phytomedicine, 21 (2014) 824–829. 

[15] Chen W.H., Liu W.J., Wang Y., Song X.P., Chen G.Y., A 
New Naphthoquinone and Other Antibacterial 

Constituents from the Roots of Xanthium sibiricum, 
Nat. Prod. Res., 29(8) (2015) 739–744. 

[16] Orhan I.E., Senol F.S., Ozturk N., Celik S.A., Kan A.P.Y., 
Phytochemical Contents and Enzyme Inhibitory and 
Antioxidant Properties of Anethum graveolens L. 
(dill) Samples Cultivated Under Organic and 
Conventional Agricultural Conditions, Food Chem. 
Toxicol., 59 (2013) 96-103. 

[17] AOAC, Official Methods of Analysis of Association of 
Analytical Chemistry. 15th edn. Washington DC: 
(1990) 963. 

[18] Ada R., Dimension, Geometric, Agricultural and 
Quality Characteristics of Safflower Seeds, Turkish J. 
Field Crop., 19 (1) (2014) 7-12. 

[19] Kıllı F., Kanar Y., Tekeli F., Evaluation of Seed and Oil 
Yield with Some Yield Components of Safflower 
Varieties in Kahramanmaras (Turkey) Conditions. Int. 
J. Environ., 7 (2) (2016) 136-140. 

[20] Demir I., Kara K., The Effect of Different 
Environmental Conditions on Yield and Oil Rates of 
Safflower (Carthamus tinctorius L.), Fresenius 
Environ. Bull., 27 (2) (2018) 989-995. 

[21] Ahmad S., Environmental Effects on Seed 
Characteristics of Sunflower (Helianthus annuus L.), J 
Agron Crop Sci., 187(3) (2001) 213-216. 

[22] Ergen Y., Saglam C., Yield and Yield Characters of 
Differrent Confectionery Sunflower Varieties in 
Conditions of Tekirdag, J. Tekirdag Agric. Fac., 2 (3) 
(2005) 221-227. 

[23] Baydar H., Bitkilerde Yağ Sentezi, Kalitesi ve Kaliteyi 
Artırmada Islahın Önemi, Ekin, 11 (2000) 50-57. 

[24] Nas S., Gökalp H.Y., Unsal M., Bitkisel Yağ Teknolojisi, 
Denizli: Pamukkale Üniversitesi Mühendislik 
Fakültesi Ders Kitapları, (2001). 

[25] Kurt O., Seyis F., Alternatif Yağ Bitkisi: Ketencik, J. of 
Fac. of Agric. OMU, 23 (2) (2008) 116-120. 

[26] Wilson R.F., H.R., Specht, J.E. (Ed), Seed Composition 
In: Boerma, Soybeans: Improvement, Production, 
and Uses, 3rd ed. , Madison: (2004) 621–677. 

[27] Salunkhe D.K., Chavan J.K., Adsule R.N., Kadam S.S., 
World Oilseeds: Chemistry, Technology, and 
Utilization. New York: Van Nostrand Reinhold (1992). 

[28] Panchenco A.Y., Sunflower Production and Breeding 
in the USSR. 2nd International Sunflower 
Conference, Manitoba, (1966) 15–29. 

[29] Anonymous, Flax-Lin Recolte. Available at: 
https://www.grainscanada.gc.ca/flax-lin/harvest-
recolte/2016/hqf16-qrl16-en.htm Retrieved  
October 24, 2016. 

[30] Lukonge E., Labuschagne M.T., Hugo A., The 
Evaluation of Oil and Fatty Acid Composition in Seed 
of Cotton Accessions from Various Countries, J. Sci. 
Food Agric., 87 (2007) 340–347. 

[31] Baydar H., Erbaş S., 2014. Yağ Bitkileri Bilimi ve 
Teknolojisi. Süleyman Demirel Üniversitesi Yayın No: 
97 (ISBN: 978-9944-452-75-5) 



384 

  

Cumhuriyet Science Journal 
Cumhuriyet Sci. J., 43(3) (2022) 384-390 

DOI: https://doi.org/10.17776/csj.1105811 

 

│  csj.cumhuriyet.edu.tr  │ Founded: 2002 ISSN: 2587-2680    e-ISSN: 2587-246X Publisher: Sivas Cumhuriyet University 

 

Synthesis, Structure Elucidation and Biological Activity of New Hybrid Hydrazone-
Amide Compounds 
Göknil Pelin Coşkun 1,a,*, Akın Aklamuz 1,b, Ufuk İnce 2,c, Mert Ülgen 1,d 

1 Department of Pharmaceutical Chemistry, Faculty of Pharmacy, Acibadem Mehmet Ali Aydınlar University, İstanbul, Türkiye 
2Department of Pharmaceutical Microbiology, Faculty of Pharmacy, Erciyes University, Kayseri, Türkiye 
*Corresponding author 

Research Article ABSTRACT 
 

History 
Received: 22/04/2022  
Accepted: 30/06/2022 
 
 
 
 
 
 
Copyright 

 
©2022 Faculty of Science,  
Sivas Cumhuriyet University 

Bacterial infection today occupies a tremendous place in world health. The infection diseases were kept under 
control after the development of penicillin and further studies were performed on the development of new 
antibacterial agents. However, to date, bacterial resistance caused a big failure in the treatment of infectious 
disease and therefore, development of new antibacterial agents became important for human health. In the 
present study, we have designed, synthesized and elucidated the structures of new hydrazide-hydrazone 
compounds and their hybrid amide derivatives. The structures of the compounds were elucidated with 
spectroscopic methods and their purity were proven by TLC, HPLC-MS analysis. The antibacterial and antifungal 
activity studies of the novel molecules were investigated on different strains. Among the synthesized 
compounds, AA3a and AA4a appeared to show promising antibacterial activity. None of the compounds showed 
significant antifungal activity on Candida albicans. The drug likeness properties and boiled-egg plot analysis were 
performed for all of the compounds. The novel molecules showed no violation on Lipinski’s rule of five and all 
the molecules showed good gastrointestinal absorption properties in the in silico studies. 
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Introduction 

Infectious diseases have been a tremendous threat to 
human health for centuries. First success was achieved via 
the discovery of penicillin and bacterial infections were 
kept in control over a period of time. To date, many new 
antibiotics were presented to human health services but 
the treatment failed due to the low bioavailability, 
adverse effects and uncontrolled release of these 
compounds [1]. Over the past decades, unfortunately 
bacteria showed resistance to current antibiotics with a 
fast adaptation to the environment. For a certain period 
of time, discovery of new bacterial targets resulted with 
the development of more effective antibiotics; however, 
scientists still face with different bacterial resistances [2]. 
In order to overcome the resistance, bacterial life circle 
must be studied in detail. A new bacterial macromolecule 
could be an answer to both bacterial resistance and 
infectious disease treatment. The design of a new drug 
passes through a series of process that involved in 
medicinal chemistry [3-5]. The drug spectrum mainly 
identifies with MIC dilution assays, which most likely 
provide a detailed insight into the drug. Besides the MIC 
studies, in silico techniques also support and shorten the 
discovery time of the drug candidate [6]. 

Medicinal chemistry studies include a series of steps 
starting with the identification of pharmacophore groups. 
The effects of many heterocyclic rings and different 
functional groups have been studied over a period of time. 
Among them, studies on hydrazide-hydrazone structures 

occupies a vital place in drug discovery process. 
Hydrazones consist of a structure of -HC=N-NH2. However, 
hydrazide-hydrazones have -HC=N-NH-CO- structure, an 
additional carbonyl group. The synthetic route for 
hydrazide-hydrazones involves a reaction between 
hydrazide and substituted aldehyde/ketone. The reaction 
sometimes requires no catalyst; but in some 
circumstances, an acid may facilitate the reaction. Their 
synthetic procedure requires no complex conditions; 
therefore, these class of compounds are extensively 
studied over a period of time. Besides their high yield 
synthetic route, they possess diverse uses such as 
anticancer, antimicrobial, anticonvulsant, antidiabetic, 
anti-tuberculosis, antitumor, antidepressant, anti-
inflammatory, and antiviral activities [7]. Metabolically, 
hydrazide-hydrazones cause a lower toxicity than 
hydrazides since the free amino group turns into an 
azomethine moiety. The in vitro metabolic studies also 
showed the hydrolytic profile of hydrazide-hydrazone 
structures [8, 9]. The specific physicochemical properties 
of the hydrazide-hydrazones made them an important 
functional group on antibacterial drug development, 
which may eliminate the microbial resistance to the 
current drugs [10]. Nifuroxazide is one of the leading 
molecule that contains a hydrazide-hydrazone 
functionality and it exerts antiseptic effects. Mitoguazone 
(anticancer), ferimzone (fungicide), dihydralazine 
(antihypertensive) have hydrazone functionality. We, 
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therefore, decided to design a series of hydrazone 
containing molecules at the first place. 

The dual activities or more pharmacophore group has 
advantages on the biological activities of drugs. The design 
of our study started with hydrazide-hydrazone synthesis. 
We have included one more step for our compounds by 
introducing amide, another important functional group 
which is available in the structure of antibacterial, local 
anaesthetic, analgesic and anticancer drugs.  

In the light of the foregoing, we have designed and 
synthesized a series of novel hydrazide-hydrazone 
compounds starting from 4-aminosalicylic acid (4-ASA) as 
amide hybrids. We have elucidated their structure with 
spectroscopic methods and purified them with column 
chromatography; afterwards the purity of the compounds 
were elucidated by LC-MS studies. Their antibacterial 
activities were investigated on different bacterial strains. 
Among the synthesized compounds, compound AA3a 
(hydrazide-hydrazone) and AA4a (hydrazide-
hydrazone/amide hybrid) showed promising antibacterial 
activity. 

 
Materials and Methods 

 
General 
All the chemicals were purchased from Merck 

(Darmstadt, Germany), Sigma-Aldrich (St. Louis, MO). 
Reactions were monitored by TLC on silica gel plates 
purchased from Merck (Merck Co., Darmstadt, Germany). 
Melting points of the synthesized compounds were 
determined in a Stuart SMP50 Automatic Melting Point 
apparatus and these are uncorrected. The purity of the 
compounds was confirmed by TLC, LC-MS. NMR spectra 
were recorded on BRUKER 400 MHz (Billerica, MA) for 1H-
NMR. Data are reported as follows: chemical shift, 
multiplicity (b.s.: broad singlet, d: doublet; m: multiplet, s: 
singlet, and t: triplet), coupling constants (Hz), integration. 
An Agilent 1260 Infinity II HPLC-MS spectra equipped with 
G7114A 1260DAD detector, G7311B 1260 Quad Pump 
system, G1328C 1260 manual injection unit and G6125B 
LC/MSD detector was used for both HPLC and mass 
analysis. Retention times were recorded with ACE C18 
column (particle size: 3 µm, pore size: 100A). The column 
temperature was adjusted to 25oC in the column 
compartment. The mobile phase consisted of acetonitrile- 
water (80:20, v/v) mixture and delivered at a flow rate of 
0.8 ml/min. The injection volume was 20 µL. The UV 
detector was operated at 254 nm. Rfx100 values were 
recorded on petroleum ether/ethyl acetate/gl. acetic acid 
(different ratios, see Table 2). Mass spectral analysis were 
performed with Advion Expression CMS device, ASAP 
probe, Advion Chem express software. Samples were 
scanned as positive and negative ion and were directly 
applied into the device via an ASAP probe.  

 
Synthetic procedure for methyl 4-amino-2-hydroxybenzoate (AA1) 

 
4-aminosalicylic acid (0.01 mol) was dissolved in 

methanol (30 ml) and few drops concentrated sulphuric 

acid was added. The mixture was heated under reflux for 
20-24 h and the reaction was monitored with TLC. After 
the reaction was completed, the mixture was neutralized 
with 10% NaHCO3 and the solid obtained was filtered and 
recrystallized with ethanol [11].  

 
Synthetic procedure for 4-amino-2-hydroxybenzohydrazide (AA2) 

 
4-ASA ester (AA1) (0.01 mole) was dissolved in ethanol 

(10 ml) and excess hydrazine hydrate was added. The 
reaction was refluxed for 4-6 hours and monitored with 
TLC. After the reaction was completed, the mixture was 
evaporated under atmospheric pressure. The crude 
product was recrystallized with ethanol. [12]  

 
General procedure for the synthesis of compounds 4-amino-N'-
[(E)-(4-substitutedphenyl)methylidene]-2- hydroxybenzohydrazide (AA3a-b) 

 
4-ASA hydrazide (AA2) (0.001 mol) was dissolved in 

ethanol and equimolar amount of substituted 
benzaldehyde was added in the presence of few drops 
concentrated hydrochloric acid. The reaction mixture was 
refluxed for 6 hours and monitored with TLC. After the 
reaction was completed, ice-cold water was added and 
precipitate formed was filtered, dried and purified with 
column chromatography.  

 
Synthetic procedure for N-(4-{[(2Z)-2-(4-chlorobenzylidene) 
hydrazinyl]carbonyl}-3- hydroxyphenyl)benzamide (AA4a) 

 
Compound AA3a (0.001 mole) was dissolved in THF 

and sodium carbonate (30 mg) was added. Benzoyl 
chloride (0.003 mole) was added dropwise in cold and the 
reaction mixture was kept in room temperature for 4 
hours. The reaction was monitored with TLC. After the 
reaction was completed, the precipitate was filtered and 
purified with column chromatography. 

 
Methyl 4-amino-2-hydroxybenzoate (AA1) 

 
Gray crystal. Yield 91 %; m. p. 121°C; MW: 167.05 

g/mol; Rfx100 value: 74.6; Rt value: 12.12 min. 1H-NMR 
(400 MHz) (DMSO-d6/TMS) δ ppm: 10.78 (s, 1H, Ar-OH), 
7.46 (bs, 2H, Ar-NH2), 6.14-6.00 (m, 3H, Ar-H), 3.79 (s, 3H, 
COOCH3). MS (vAPCI): [M+1]: 168. 

 
4-Amino-2-hydroxybenzohydrazide  (AA2) 

  
Orange solid. Yield 98 %; m. p. 197°C; MW: 167.06 

g/mol; Rfx100 value: 4.7; Rt value: 6.40 min. 1H-NMR (400 
MHz) (DMSO-d6/TMS) δ ppm: 12.45 (bs, 1H, NH-NH2), 9.51 
(s, 1H, Ar-OH), 7.43 (bs, 2H, Ar-NH2), 6.18-5.70 (m, 3H, Ar-
H), 4.39 (bs, 2H, NH-NH2). MS (vAPCI): [M+1]: 168. 

 
 4-Amino-N'-[(E)-(4-chlorophenyl)methylidene]-2-
hydroxybenzohydrazide (AA3a) 

 
 
White solid. Yield 97 %; m. p. 250-252°C; MW: 289.06 

g/mol; Rfx100 value: 62.2; Rt value: 19.20 min. 1H-NMR 
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(400 MHz) (DMSO-d6/TMS) δ ppm: 12.43 (bs, 1H, -NH-
N=CH-), 11,60 (s, 1H, -NH-N=CH-), 8.39 (s, 1H, Ar-OH), 
7.75-5.49 (m, 8 H, Ar-H and *Ar-NH2). MS (vAPCI): [M+1]: 
290. *Ar-NH2 was exchanged with deuterium 

 
4-Amino-N'-[(E)-(4-bromophenyl)methylidene]-2-
hydroxybenzohydrazide (AA3b) 

 
Yellow solid. Yield 75%; m. p. 240-242 °C; MW: 333.01 

g/mol; Rfx100 value: 63.1; Rt value: 14.01 min. 1H-NMR 
(400 MHz) (DMSO-d6/TMS) δ ppm: 12.39 (bs, 1H, -NH-
N=CH-), 11,80 (s, 1H, -NH-N=CH-), 8.39 (s, 1H, Ar-OH), 
7.87-5.93 (m, 8 H, Ar-H and *Ar-NH2). MS (vAPCI): [M+1]: 
334. *Ar-NH2 was exchanged with deuterium 

 
N-(4-{[(2Z)-2-(4-chlorobenzylidene) hydrazinyl]carbonyl}-3- 
hydroxyphenyl)benzamide (AA4a) 

 
Yellow solid. Yield 80.05 %; m. p. 235-237°C; MW: 

393.08 g/mol; Rfx100 value: 65; Rt value: 9.12 min. 1H-
NMR (400 MHz) (DMSO-d6/TMS) δ ppm: 12.97 (bs, 0.3H, 
CONH), 12.31 (s, 1H, Ar-OH), 10.80-10.55 (m, 2H, -NH-
N=CH-), 8.16-6.87 (m, 12H, Ar-H). MS (vAPCI): [M+1]: 394.   

 
Antimicrobial Activity Test 
The six compounds were tested for their antimicrobial 

activities against Staphylococcus aureus ATCC 29213, 
Enterococcus faecalis ATCC 29212 (Gram-positive 
bacteria), Escherichia coli ATCC 25922, Pseudomonas 
aeruginosa ATCC 27853 (Gram-negative bacteria) and 
Candida albicans ATCC 10231 (fungus). This test was 

performed according to the Clinical Laboratory Standards 
Institute (CLSI) M100-S28 protocol for bacteria [10] and 
CLSI M27-A3 protocol for fungi [14].  Mueller Hinton Broth 
(MHB) and RPMI-1640 mediums were used for 
determination of antibacterial and antifungal activity of 
the compounds, respectively. 

The compounds were dissolved in 10% DMSO. The 
serial dilutions of each compound at the range of 512-2 
µg/mL were prepared in 96-well microplates, after placing 
broth mediums in each well. Suspension of each 
microorganism was prepared using McFarland 0.5 
standard and as a result 105 cfu/ml densities were 
reached. Microplates were incubated for 24 hours at 37oC 
for bacteria and for 48 hours at 35oC for fungus. The 
reference drugs were tested against these 
microorganisms. Besides, growth control of 
microorganisms and sterilization control of the mediums 
were tested. 10% DMSO as solvent in this study was tested 
for its potential antimicrobial activity. The wells with the 
lowest concentration without microbial growth were 
determined as minimum inhibition concentration (MIC). 
The detection was made by visual evaluation using dye 
MTT [15]. The test repeated 3 times. 

 
In Silico Properties 
Drug likeness properties were studied using 

SwissADME program. The SMILE codes of the compounds 
were inserted and the ADME predictions were run via the 
program. The results displayed in Table 1.

 
Table 1. Some properties of synthesized compounds from SwissADME  

 HBA HBD TPSA Log 
Po/w 

SC -Log 
Kp 

GIA RoF (V) Ghose Leadlikeness 
(V) 

4-ASA 3 3 83.65 0.84 Soluble 6.30 High 0 
No 

No 

AA 1 3 2 72.55 1.31 Soluble 6.15 High 0 
Yes 

No 

AA 2 3 4 101.37 0.82 Soluble 7.09 High 0 
No 

No 

AA 3a 3 3 87.71 1.97 Moderate 5.96 High 0 
Yes 

Yes 

AA 3b 3 3 87.71 1.80 Moderate 6.18 High 0 
Yes 

Yes 

AA 4a 4 3 90.79 2.70 Poor 5.18 High 0 
Yes 

No 

MW: Molecular weight, HBA: H-bond acceptor, HBD: H-bond donor, TPSA: Topologic polar surface area (Å²) Log Po/w: Consensus Log 
Po/w (Average of all five predictions), SC: Solubility Class (Water), GIA: Gastrointestinal absorption, Log Kp: skin permeation (-
cm/s), RoF (V): Rule of Five (violation number), Ghose: Ghose Filter, Leadlikeness (V): Suitability score (violation number). 

 
Results and Discussion 

Chemistry 
4-Aminosalicylic acid (4-ASA) was chosen as a starting 

compound for this study. Its ester and hydrazide 
derivatives were synthesized accordingly; confirming with 
the literature data [11, 12]. The corresponding hydrazide 
derivatives were then converted into their hydrazide-
hydrazone structures. Briefly, 4-ASA hydrazide was 
treated with substituted benzaldehydes in the presence of 
hydrochloric acid. The hydrazide-hydrazones are generally 
known to be produced in high yield with no catalyst 
needed. First attempts for hydrazone synthesis were done 
only in room temperature. However, the reaction only 

proceeded in the presence of concentrated hydrochloric 
acid. Although, there are several solvents available for 
hydrazone synthesis, we decided to perform the synthesis 
in absolute ethanol as it has less toxicity than other 
solvents. The amide formation of the hydrazone 
structures were tricky. The first attempt was to add 
benzoyl moiety in the beginning of the synthesis. 
However, when doing so, the amide was hydrolyzed easily 
in the esterification process. Furthermore, benzoylation of 
hydroxyl group could be another problem for the 
following steps. Eventually, we decided to synthesize 
amide in the last step. The formation of amide was 
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performed using Schotten Baumann reaction. For this, 
hydrazide-hydrazone was dissolved in tetrahydrofuran 
(THF) and small amount of sodium carbonate was added 
to provide basic conditions. The benzoyl chloride was 
added dropwise and the reaction was kept in room 
temperature for several hours. The chlorine substituted 
derivative underwent amide formation but the reaction 
could not be completed in the case of bromine substituted 
derivative. It was assumed that the steric hindrance 
resulting from bromine could be the main cause (Figure 
2). All the reaction processes were monitored by thin layer 
chromatography (TLC) with the mobile phases listed 
below (Table 2). The compounds were purified with 
crystallization and column chromatography. The purity of 
the compounds were also confirmed by LC-MS. 
Table 2. TLC mobile phase conditions 

Compound Mobile Phase Rfx100 Value 

 AA1 S1: Ethyl acetate:petroleum ether 
+100µl g. acetic acid 
(5/5, v/v) 

AA1:74.6 

 AA2 AA2: 4.7 
 AA3a-b S2: Ethyl acetate:petroleum ether 

+100µl g. acetic acid  
(7/3, v/v) 

AA3a:62.2 
AA3b:63.1 

AA4a S3: Ethyl acetate:petroleum ether 
+100µl g. acetic acid 
(6/4, v/v) 

AA4a:65 

 
The structures of original hydrazide-hydrazone and amide 
hybrids were elucidated by 1H-NMR and MS spectral 
techniques. The results proved the proposed structures of 
the compounds. 1H-NMR spectra showed the formation of 
ester and hydrazide derivatives from 4-ASA. Methyl 
protons of AA1 were recorded at 3.79 ppm with 3 
integration values. The disappearance of carboxylic acid 
proton was also another proof for the presence of ester. 
The hydrazide formation was confirmed by observing the 
presence of –CO-NH-NH2 protons. The methyl protons of 
AA1 disappeared and two broad singlet peaks were 
recorded at 7.43 and 4.39 ppm respectively. As -NH-
proton is close to carbonyl group, it shifted down field and 
recorded at 7.43 ppm, 1H integration. -NH2 protons were 
recorded at 4.39 ppm, 2H integration. The formation of 
hydrazide-hydrazone was monitored with azomethine 
proton in NMR spectra. The 1H-NMR results indicated the 
formation of hydrazide-hydrazone with the 
disappearance of NH2 protons from compound AA2. The 
peak recorded at 4.39 ppm disappeared and singlet peaks 
were recorded at 11.60-11.80 ppm for AA3a and AA3b 
respectively. However, aromatic amine protons were 
exchanged with deuterium as this is a common condition 
for protons bonded with heteroatoms. Same situation 
was observed for AA4a, as the amide proton was recorded 
as 0.3 H integration value. The chemical shift for this 
proton was strong because of carbonyl and aromatic rings. 
Therefore, the formation of the amide hybrid was proved 
by a peak recorded at 12.97 ppm.  

For all the synthesized compounds, mass spectral 
analysis were performed both with LC-MS and Mass 
Spectra (Volatile Atmospheric Pressure Chemical 

Ionization (vAPCI). The molecular ion peaks were recorded 
as calculated (M+1) (See Supplementary file). 
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Figure 1. Synthetic route to hydrazide-hydrazone compounds 

 

NH

OH

NH

O N

Cl

ONH2

OH

NH

O N

Cl

THF, Benzoyl chloride, 
Na2CO3

AA3a AA4a  
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hybrid 
 

Biological Activity 
Several studies were reported for the biological 

activities of hydrazide-hydrazone structures [16-35]. The 
hydrazone group has an advantage of blocking the free 
amine for metabolic stability. Thus, the potential toxicity 
of the hydrazones could be compared to hydrazone 
derivatives. We therefore decided to study their 
antibacterial and antifungal activities on different 
bacterial and fungal strains. The MIC values were 
determined for each compound and ampicillin, 
gentamicin, vancomycin for antibacterial and fluconazole 
for antifungal activity were used as reference drugs. The 
results were listed in Table 3. 

The antibacterial results obtained in the present study 
gave a general overview for certain functional groups of 
the synthesized compounds. It was understood from the 
results that compounds have moderate antimicrobial 
activity to both Gram positive and Gram negative bacteria. 
All of the synthesized compounds and 4-ASA showed 
weak activity to S. aureus ATCC 29213 with MIC value of 
256 µg/ml. Thus, the modifications on the functional 
groups caused no difference for S. aureus strain. On the 
other hand, compounds showed promising activity 
against E. faecalis ATCC 29212 with the MIC value ranging 
from 64-256 µg/ml. Introduction of carboxylic acid, ester 
and hydrazide groups showed no difference in the activity 
against E. faecalis. However, chlorine substitution of 
hydrazide-hydrazone made a difference on the activity. 
This could be due to proper lipophilicity of the compound. 
When chlorine is replaced with bromine atom, the activity 
decreases. As bromine atom is larger than chlorine, the 
bromine derivative might have difficulty in reaching 
cellular targets. Besides, amide hybrid altered the activity 
profile in a negative way. With those results, we can 
conclude that larger molecules may lower the 
antibacterial activity on Gram-positive bacteria. 
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For Gram-negative bacterial strains, compounds 
showed weak antibacterial activity (except for compound 
AA4a). The functional group modifications form carboxylic 
acid to ester, hydrazide and hydrazide-hydrazone 
favoured the antibacterial activity. There is also a 
decrease on the antibacterial activity of compound AA3b, 
which has a bromine atom, on E. coli strain. This could also 
be a result of the bulky bromine group. On the contrary, 
the hybrid molecule showed the best antibacterial activity 
on P. aeruginosa strains. 

It was assumed that the peptidoglycan barrier made 
no significant difference in terms of antibacterial activity. 
In a way, the target macromolecule of the compounds 
could not be enzymes in peptidoglycan biosynthesis. 
Because, cell wall difference made no change in the 
antibacterial activity. This could partly explain the small 
difference between Gram-positive and Gram-negative 
antibacterial activity. However, in both cases, hydrazine 
and amide functional groups caused dramatic increases in 
the activity. It is difficult to analyse the structure-activity 
relationship with few substitutional changes but the bulky 
group made a notable decrease in the activity on bacterial 
strains. 

The diverse biological activities of hydrazone 
compounds led us to investigate the C. albicans strains. In 
our present study, there are no significant antifungal 
activity detected for all of the compounds. This could be 
the result of no interaction with lanesterol 14α-
demethylase enzyme in ergosterol synthesis. Thus, the 
MIC values of all compounds on C. albicans ATCC 10231 
were at the range of 128-512 µg/ml. 

 
Table 3: In vitro MICs (μg/mL) observed of the compounds and 

reference antimicrobial drugs 
COMPOUNDS MICROORGANISMS 

S. a. E.f. E. c. P.a. C. a. 

1 4-ASA 256 128 256 256 128 
2 AA-1 256 128 128 128 256 

3 AA-2 256 128 128 128 >512 

4 AA-3a 256 64 128 128 128 

5 AA-3b 256 128 256 128 128 

6 AA-4a 256 256 256 64 256 

Ampicilin 2 2 16 NT NT 
Gentamycin 1 2 1 1 - 

Vancomycin 1 2 NT NT NT 

Fluconazole NT NT NT NT 1 

S.a.: Staphylococcus aureus ATCC 29213; E.f.: Enterococcus 
faecalis ATCC 29212; E.c.: E. coli ATCC 25922; P.a.: Pseudomonas 
aeruginosa ATCC 27853; C.a: Candida albicans ATCC 10231 
NT: Not Tested 
 

Drug Likeness Properties  
 

A SwissADME program was used for calculation of 
physicochemical properties of the synthesized 
compounds and 4-ASA [36]. The detailes were listed in 
Table 1. The parameters that are most likely to be 
considered in drug development were calculated virtually. 
H-bond acceptor (HBA), H-bond acceptor (HBD), polar 

surface area (PSA/TPSA), partition coefficient (Log Po/w), 
skin permeability (Log Kp), Rule of five (violation number-
RoF) and Gastrointestinal absorption (GIA) were 
calculated and evaluated for the suitability. According the 
Lipinski’s rule of five, all of the compounds showed no 
violation and presented to have good bioavailability. All of 
the novel molecules passed the Ghose filter. However, 
lead likeness were applicable interestingly only for 
hydrazide-hydrazone compounds. The boiled-egg plot 
was also investigated for the absorption of compounds 
from gastrointestinal system and penetration of them 
from the brain. All of the compounds showed good 
absorption on gastrointestinal tract but their brain 
permeability was poor (Figure 3). 

 

 
Figure 3 Molecule 1: 4-ASA, molecule 2: 4-ASA ester, molecule 

3: 4-ASA hydrazide, molecule 4:bromo substituted 
hydrazinde-hydrazone, molecule 5: chloro substituted 
hydrazide-hydrazone, molecule 6: hydrazide-
hydrazone/amide hybrid 

 
Conclusion 
 

In the present study, we have synthesized and 
elucidated the structures of novel hydrazide-hydrazone 
compounds and a hydrazide-hydrazone/amide hybrid 
drug candidate. The structures of the compounds were 
elucidated using spectroscopic methods and purity of the 
compounds were confirmed by chromatographic 
methods. The compounds having hydrazide-hydrazone 
and the amide hybrid showed promising antibacterial 
activity on tested bacterial strains. The antibacterial 
mechanism of action could possibly be depending on the 
physiochemical properties of the compounds. Further 
studies should be carried out in order to find out the 
correct mechanism of the new lead molecules. 
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Human health and illness are dependent on lipases, which play a key role in maintaining cell integrity, storing 
fat for energy and serving as signaling molecules. In this study, 4 compounds that carry 6-phenylpyridazin-3(2H)-
one main nucleus, which can be effective as lipase inhibitors, were synthesized and their structures were 
elucidated. The biological activity of synthesized compounds was evaluated via the porcine pancreatic lipase 
type II (PLL) inhibitor assay. Orlistat, a lipase inhibitor, was used as a positive control. Compound 8d was found 
to be the most effective compound, with an IC50 value of 32.66±2.8265 (μg/mL). In addition, molecular docking 
and molecular dynamics simulations studies were carried out to examine the interactions of the compounds 
with the target in detail. The results obtained as a result of these in silico studies were found to be compatible 
with the lipase inhibition effects of the compounds. It was observed that the compounds may have potential 
lipase inhibitory effects as a result of the substitutions of the 3-(6-oxo-3-phenylpyridazin-1(6H)-
yl)propanehydrazide structure. 
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Introduction 

Lipids play an important role in regulating the 
physicochemical properties and functions of cellular 
membranes, membrane repair, and cellular signaling. It is 
an efficient energy storage unit. In particular, they play a 
critical role in the metabolism of drug molecules. 
Changing the amounts of various lipid species by 
activating or deactivating their biosynthetic or 
degradation processes has been demonstrated to be 
either beneficial or harmful [1]. 

Lipases have an important role in both human health 
and disease. Lipases operate in dietary lipid digestion, 
transport, and processing. Lipases also hydrolyze a range 
of lipid substrates to control membrane integrity, lipid 
signaling, and the creation and dynamics of lipid rafts [2]. 
Most lipases are members of the serine hydrolase 
superfamily, which uses the nucleophilic active-site serine  
catalyze the hydrolysis of various lipid substrates. Because 
of the common biochemistry across this enzyme class, as 
well as particular chemical scaffolds that target serine 
hydrolases, various lipase inhibitors have been developed 
[3,4]. 

Pyridazinone derivatives have been suggested to offer 
such intriguing bioactivity as an antitumoral, antibacterial-
antifungal, anticonvulsant, analgesic, anti-inflammatory, 
antiplatelet, and anticancer impact [5-12]. Also, many of 
the pyridazinone derivatives have been synthesized by 
our research group as an inhibitor of cholinesterases 
which are from the serine hydrolase enzyme family [13-

17]. It has been reported that compounds with 
heterocyclic ring containing nitrogen and oxygen atoms, 
such as oxadiazolone, benzo[1,3]oxazinon and 
benzoxazole, inhibit PLL. [18-20]. Cetilistat, which has a 
benzo[1,3]oxazin-4-one structure, inhibits pancreatic 
lipase, and is used in the clinic. In addition, it has been 
reported that compounds containing 
benzylidenehydrazide and thiosemicarbazide group 
(Figure 1) have significant lipase inhibition effects [21-23]. 
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Figure 1. Pancreatic lipase inhibitors with IC50 value 

 
In the light of this information, four pyridazinone 

derivative compounds (8a-d)  were designed, synthesized 
and their lipase inhibitory properties were investigated 
with the MTT assay. Molecular docking simulations were 
employed to determine the compounds to interactions to 
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the targeted enzyme. By comparing the outcomes of in 
vitro enzyme inhibition and molecular docking 
investigations, the relationships between structure and 
activity was established [24].  

 
Materials and Methods 
 

Chemistry 
Aldrich, Fluka, and Emanuel Merck supplied all of the 

compounds employed in this investigation. Scheme 1 
entails the synthesis of 4-oxo-4-phenylbutanoic acid (3), 
6-(p-tolyl)-4,5-dihydropyridazin-3(2H)-one (4), 6-(p-
tolyl)pyridazin-3(2H)-one (5), ethyl 3-(6-oxo-3-(p-
tolyl)pyridazin-1(6H)-yl In this study, 8b and 8d were 
synthesized for the first time. TLC on Merck Kieselgel F254 
plates was used to track the progression of the reaction. 
Using the Electrothermal 9200 melting points device, the 
melting points were ascertained. The structures of these 
pyridazinone derivatives were confirmed by 1H-NMR and 
13C-MNR spectra obtained with a Bruker avance 300 MHZ 
NMR spectrometer at İBTAM (İnonu University) and mass 
spectra obtained with an Agilent LC/MS instrument. 

 
Synthesis of Compounds 
 
Synthesis of 6-(p-tolyl)pyridazin-3(2H)-one (5) 
Glyoxylic acid (2) (0.05 mol) and 4-

methylacetophenone (1) (0.15 mol) were heated for 2 
hours at 100oC. The reaction mixture was cooled to 40 oC 
at the conclusion of this interval, and then 20 mL water 
and 5 mL ammonium hydroxide solution (25%) were 
added to the reaction mixture until the medium pH 
reached 8. The reaction mixture was then extracted using 
dichloromethane. The separated aqueous layer was 

treated with hydrazine hydrate (0.05 mol), and the 
reaction mixture was refluxed for 2 hours. The reaction 
mixture was cooled to room temperature when the 
reaction was completed. The precipitate that formed was 
filtered to yield chemicals [13,14]. 

Synthesis of ethyl 3-(6-oxo-3-(p-tolyl)pyridazin-
1(6H)-yl)propanoate (6) 

Overnight in acetone (40 mL), 0.01 mol 6-(p-
tolyl)pyridazin-3(2H)-one (5), 0.02 mol (2.2252 mL) ethyl 
bromopropionate, and 0.02 mol (2.7636 g) potassium 
carbonate were refluxed. After cooling, the organic salts 
were filtered out, the solvent was removed, and the 
residue was refined by recrystallization with methanol to 
get the esters [15]. 

 
Synthesis of 3-(6-oxo-3-(p-tolyl)pyridazin-1(6H)-

yl)propanehydrazide (7) 
Hydrazine hydrate (99%, 3 mL) was added to a 25 mL 

methanol solution containing 0.01 mol ethyl 3-(6-oxo-3-
(p-tolyl)pyridazin-1(6H)-yl)propanoate (6) and stirred for 
3 hours at room temperature. The resulting precipitate 
was filtered, washed with water, dried, and recrystallized 
from ethanol [16,17]. 

 
General procedure for the title compounds (8a-d) 
In ethanol (15 mL), 0.01 mol of 3-(6-oxo-3-(p-

tolyl)pyridazin-1(6H)-yl)propanehydrazide (7) and 0.01 
mol of substituted benzaldehyde/substituted 
phenylisocyanate/substituted phenylisothiocyanate were 
mixed. refluxed for 6 hours; at the conclusion of the 
reaction The precipitate from methanol/water was 
filtered, dehydrated, and crystallized [16,17]. Compounds 
8a and 8c were previously synthesized by our research 
team [15]. 
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Scheme 1. Synthesis of compounds 8a-d 
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(E/Z)-N'-(4-cyanobenzylidene)-3-(6-oxo-3-(p-tolyl) 

pyridazin-1(6H)-yl)propanehydrazide (8b); White powder, 
MP: 271-3 oC, Yield 81%, 1H-NMR (DMSO-d6, 400 MHz) δ 
ppm; δ (ppm) 2.28 (3H; s; -CH3, 33%), 2.33 (3H; s; -CH3, 
67%) 2.79 (2H; t; J=7.78 Hz; -N-CH2- CH2-C=O, %33), 3.20 
(2H; t; J=7.78 Hz; -N-CH2- CH2-C=O, %67), 4.42 (2H; t; 
J=7.78 Hz; -N-CH2-CH2-C=O),  6.98 (1H; s; -N=CH-, 67%), 
7.04 (1H; s; -N=CH-,33%), 7.19-7.23 (2H, m, pyridazinone 
protons )7.68-8.18 (8H; m; phenyl protons ),  11.67 (1H; s; 
-NH-N,67%). 11.77 (1H; s; -NH-N,33%). 13C-NMR (DMSO-
d6, 100 MHz) δ ppm; 172.89, 167.14, 159.30, 144.32, 
142.64, 141.16, 135.97, 134.55, 133.74, 133.39, 131.33, 
130.80, 130.68, 130.44, 129.96, 129.32, 127.99, 118.88, 
112.45, 47.94, 33.31, 31.16. LC/MS (API): m/z calculated 
for C22H19N5O2 : 385.15 found: 386.10.  

N-(4-chlorophenyl)-2-(3-(6-oxo-3-(p-tolyl)pyridazine-
1(6H)-yl)propanoyl)hydrazine-1-carbothioamide (8d); 
White powder, MP: 228-30 oC, Yield 84%, 1H-NMR (DMSO-
d6, 400 MHz) δ ppm; 2.35 (3H; s; -CH3),  2.72 (2H; t; J=7.88 
Hz; -N-CH2- CH2-C=O), 4.36 (2H; t; J=7.88 Hz; -N-CH2-CH2-
C=O), 7.00- 8.08 (10H; m; phenyl and pyridazinone 
protons), 8.36 (1H;s;O=C-NH-NH-), 9.06 (1H;s; -NH-NH-
C=S-NH), 9.90 (1H; s; -NH-NH-C=S-NH),   13C-NMR (DMSO-
d6, 100 MHz) δ ppm; 181.34, 168.27, 159.41, 149.88, 
143.18, 138.58, 134.67, 132.87, 131.10, 130.72, 130.20, 
130.08, 129.39, 128.41, 128.13, 128.01, 47.94, 32.61, 
24.98. LC/MS (API): m/z calculated for C21H20ClN5O2S : 
441.10 found: 442.10.  

 
Biological Activity 
 
Lipase Inhibitory Effect Assay 
p-nitrophenyl butyrate was employed as the substrate 

for the porcine pancreatic lipase type II (PLL) inhibitory 
assay in the improved method [25]. Compounds (8a-8d) 
and orlistat (as a positive control) were produced at 
concentrations of 6.25, 12.5, 25, 50, and 100 μg/mL. The 
following equation was used to compute the proportion 
of PLL inhibitory effect: 

PLL Inhibition (%) = [[(A-B)-(C-D)]/(A-B)]*100 
A: absorbance in the presence of the substrate (control 
group),  
B: absorbance in the absence of the substrate and 
compound (blank),  
C: absorbance in the presence of the substrate and 
compound (experimental group), 
D: absorbance in the presence of a compound (blank of C). 

The IC50 values of pyridazinone derivatives are given in 
Table 1. 

 
Molecular Docking Studies 
Molecular docking was conducted utilizing Maestro 

11.8. Using 2D Sketcher, the structures of the ligands were 
created. The ligands were minimized using the 
Schrodinger utility MacroModel. 3D structures of ligands 
were constructed utilizing Maestro11.8 software LigPrep 
software and with OPLS 2005 force field, then were 
optimized with conjugated gradient method. Lipase 

complex (triacylglycerol lipase/colipase complex)  1ETH 
pdb encoded protein downloaded from www.rcsb.org 
[26-28].  

Schrödinger’s modules, Protein Preparation Wizard 
Prime, Impact, Epik, Propka, and Prime were used for 
removing ligands and solvent molecules in protein, adding 
hydrogens and assigning charges. After the target region 
of the proteins was determined, the grid box was created 
with the grid generation panel. It has been reported in the 
literature that the target site of the protein is the catalytic 
triad of Ser153, Asp177 and His264 [29]. Grid map was 
created in this region. Then prepared ligands were docked 
in this grid map 50 times in SP mode with Glide (Maestro 
11.8) [30,31].  

 
Molecular Dynamics Simulation Studies 
The molecular dynamics (MD) simulations of the 

compounds were carried out using the Desmond software 
of the Maestro 12.8 (Schrodinger, NewYork) program. 
Protein ligand complexes were placed in a 10 Å thick cubic 
box. TIP3P water model was used in the simulation box. 
The system was neutralized using Na+ and Cl- ions. The 
concentration of the system was adjusted with 0.15M 
NaCl solution. Desmod's default relaxation protocol has 
been applied to the simulation system. These results 
suggest that compound 8d may interact with the protein 
in a similar way to orlistat. 

 
ADMET predictions 
Before the calculations, the structures of the 

compounds were drawn with 2D Sketcher and prepared 
with LigPrep. Some ADME properties (molecular weights, 
logP, volume, QPP Caco, Qplog Khsa, Percent Human Oral 
Absorption, Rule of Five) of the compounds were 
calculated with QikProp (Maestro) software. The 
estimated mutagenic, tumorogenic and irritant properties 
of the compounds were calculated with the DataWarrior 
4.07.02 program [32]. 
 
Results and Discussion 
 

Chemistry  
The synthesis of the compounds was synthesized with 

a yield between 70% and 87% according to the literature 
are shown in Scheme 1. Compounds 8b and 8d were 
synthesized for the first time. Compounds 8a and 8c are 
registered in the literature. The molecular structures of 
these compounds were confirmed by 1H-NMR, 13C-
NMR, and LC/MS. Compounds have E/Z isomers due to 
the C=N groups in their structures. Therefore, the peaks of 
the isomers may be seen at different ppm values and at 
different percentages. The signals of the protons in the 
CH3, -N-CH2-CH2-C=O, -N-CH2-CH2-C=O, -N=CH, and, -NH-N  
groups of compounds 8b were 67% and 33%, in the E and 
Z isomers. 

 
 

https://www.mdpi.com/1420-3049/25/22/5371/htm#molecules-25-05371-sch001
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Biological Activity 
Orlistat, an inhibitor of pancreatic and other lipases, 

was utilized to investigate the PLL inhibition of produced 
drugs. By inhibiting at a concentration of 32.66±2.8265 
μg/mL, the chemical 8d was shown to be the most potent. 
Compounds 8a and 8b have IC50 values of 92.70±3.2231 
μg/mL and 93.15±4.2592 μg/mL, respectively, which are 
indicative of a modest lipase inhibitory action. At a dosage 
of 52.06±3.7526 μg/mL, the compound 8c inhibited the 
lipase enzyme.   

 
Table 1. PLL inhibition of synthesized compounds 8a-d 

Compounds PLL Inhibition* 
( IC50 (μg/mL) ± SD**) 

8a 92.70±3.2231 
8b 93.15±4.2592 
8c 52.06±3.7526 
8d 32.66±2.8265 

Orlistat 13.49±1.2262 
*Porcine pancreatic lipase **Standard deviation 

 
 
 

Molecular Docking Studies 
Molecular docking studies were carried out to 

examine the interactions of the compounds and orlistat 
with the active site of the target protein. Docking results 
and activity results were found to be compatible. While 
the docking scores of the synthesized compounds are 
between -5.042 and -6.202 kcal/mol, the docking score of 
orlistat is -6.692 kcal/mol. The docking score of compound 
8d (IC50:32.66±2.8265) with the best PLL inhibition was 
calculated as -6.202 kcal/mol. The docking scores are 
given in Table 2.  

 
Table 2. Docking scores of compounds 8a-d and orlistat against 

target protein 
Compounds Docking Scores (kcal/mol) 

8a -5.182 
8b -5.042 
8c -5.819 
8d -6.202 

Orlistat -6.692 
 
As a result of docking studies, the interactions of 

ligands with residues in the active region of the protein 
were also investigated (Figure 2). 

 
Figure 2. 2D interaction of compound 8d and orlistat against lipase complex 

Orlistat made hydrogen bonds with SER153 and PHE78 
in the active site of the protein. In addition, hydrophobic 
interaction with TYR115, PRO181, ALA179, TYR268, 

LEU154, LEU265, ALA261, VAL260, TRP 253 and PHE 216, 
polar interaction with SER153, HIS152, HIS264, charged (-
) interaction with ASP80 and charged (+) interaction with 
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ARG257. It was observed that compound 8d, which has 
the best activity among the synthesized compounds, 
interacts similarly with orlistat and hydrogen bonds with 
SER153 and pi-pi stacking PHE 78. When we examined its 
3D placement, we found that compound 8d and orlistat 
with the active site of the 1ETH pdb-encoded protein 
(Figure 3).  

It was observed that compounds 8a and 8b with the 
lowest activity did not make hydrogen bonds with SER153, 
which is among the most important residues for activity. 
According to the molecular docking results, it is thought 
that the strong interaction with SER153 located in the 
active region of the protein is related to both the docking 
score and the activity. 

 

 
Figure 3. 3D placement of orlistat (green) and compound 8d 

(red) with the active site of the 1ETH pdb-encoded 
protein 

 
Molecular Dynamics Simulation Studies 
Also, MD trajectory analysis of orlistat and compound 

8d which showed the best lipase inhibition activity, with 
target protein for 50 ns was performed (Figure 4). Changes 
of the order of 1-3 Å are perfectly acceptable for small, 
globular proteins [33]. According to the analysis results, it 
is seen that the root mean square deviations (RMSD) 
values of the alpha carbons (Cα, blue line, left Y axis) of 
the enzyme (1ETH) vary between roughly 1.2 – 2.4 Å.  
Compound 8d  has a RMSD value between 3.2 – 6.4 Å, 
orlistat has a RMSD value of 2.4 – 6.4 Å for 50 ns. These 
results are similar to compound 8d in orlistat (Figure 4). 
When the plot of compound 8d is examined, it is seen that 
RMSD value (red line, right Y axis)  increased from 3.2 Å to 
5.6 Å in about 2 ns and reached 6.4 Å in the following time. 
In this 48 ns period, the range of RMSD value under 1 Å. 

Examining the plot of orlistat, the RMSD value ranges 
from 2.4 to 4.8 Å up to 35 ns. In this 35 ns period, the range 

of RMSD is less than 3 Å. However, after the 35th ns, the 
RMSD value increased up to 6.4 Å and decrease again from 
the 42nd ns. 

 

 
Figure 4. The Root Mean Square Deviations (RMSD) plots. 

RMSDs for compound 8d and orlistat. 
 
ADMET Predictions  
In addition to interacting with target macromolecules, 

it is very important for drugs to reach their target sites in 
order to have an effect. Many synthesized molecules 
cannot be used as drugs due to their unsuitable 
physicochemical properties. Although the compounds 
show high activity, they may have significant toxic effects, 
limiting their use. Therefore, it is important to determine 
the absorption, distribution, metabolism, excretion, and 
toxicity (ADMET) properties of drug candidate 
compounds. In our study, various ADME and toxicological 
parameters of the synthesized compounds were 
calculated (Table 3). The logP values of the compounds 
range from 3.84 to 4.96. The volume values of the 
compounds were found close to each other. Caco 
permeability values and serum albumin binding values of 
the compounds were found to be suitable. The 
compounds have very high oral absorption values, which 
are important for the use of drugs. None of the 
compounds showed predicted mutagenic, teratogenic, 
and irritant effects. All compounds comply with Lipinski's 
rule of five. 
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Table 3. Some predicted ADME and toxicological, properties of compounds. 
Comp. Mol 

MW 
logP Volume QPP 

Caco 
QPlog 
Khsa 

P. H. 
O.A. 

Rule 
of five 

Mutagenic Teratogenic Irritant 

8a 390.44 4.79 1300.37 642.75 0.77 100.00 0 none none none 

8b 385.42 3.84 1238.10 301.95 0.47 93.84 0 none none none 

8c 374.44 4.97 1281.20 625.93 0.92 100.00 0 none none none 

8d 441.93 4.96 1378.13 349.10 0.78 100.00 0 none none none 

orlistat 495.74 6.56 1919.70 338.82 0.97 100.00 1 none none none 

Conclusions 
 

Orlistat was used as a test for the PLL inhibition of 
produced drugs. By inhibiting at 32.66±2.8265         μg/mL, 
compound 8d was revealed to be the most effective 
compound. Molecular modeling and MD studies were 
performed to examine the interaction of compounds 8a-d 
and orlistat with the target protein. The compounds were 
docked successfully, and the resulting activities were in 
sync. The most active chemical 8d has been demonstrated 
to interact with orlistat in a similar way. In this study, it 
was observed that the compounds obtained as a result of 
the substitutions of the 3-(6-oxo-3-phenylpyridazin-1(6H)-
yl) propanehydrazide structure may have potential lipase 
inhibitory effects. It is planned to develop new, more 
effective and targeted (lipase complex) compounds by 
using the data obtained in further studies. The suitable 
ADMET properties of Compound 8d support its potential 
as a drug. 
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Cancer is a real public health problem that figures among the main causes of morbidity and mortality in the 
world. The Colchicine Binding Site (CBS) is an important pocket for potential tubulin polymerization destabilizers. 
Colchicine binding site inhibitors (CBSI) exhibit their biological effects by inhibiting tubulin assembly and 
suppressing microtubule formation. In order to identify new potent CBSI, molecular docking and drug likeness 
prediction were performed. In this context, a collection of 850 similar compounds to combretastatinA-4from 
PubChem database was docked into the CBS. Out of these, compounds S1 and S2 were found to have highest 
negative binding energy of -9.462 and -9.017 Kcal/mol respectively. Furthermore, these two compounds were 
predicted to have satisfying drug likeness properties, indicating that they might be promising lead compounds 
for further antitumor drug research. 
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Introduction 

Cancer is one of the leading causes of morbidity and death in 
the world [1]. The International Agency for Research on Cancer 
estimated 19 292 789 new cases and close to 10 million deaths in 
2020 alone [2-3]. It is well known that cancer results from erratic 
cell division. This process is carried by different structures such as 
the mitotic spindle, which is composed of polymerized tubulin to 
form microtubules [4-6].  

Tubulin is a dimeric protein containing an α and β chain and 
possessing multiple binding sites. Chemotherapeutic agents 
targeting vinca alkaloids and taxanes binding sites (Figure 1-A) 
were used clinically for over 50 years [7]. Although having good 
potency at first, they often trigger multidrug resistance in patients, 
which significantly reduces the therapeutic effects of these 
molecules [8]. Colchicine Binding Site (CBS) targeting agents in 
tubulin, commonly known as Colchicine Binding Site Inhibitors 
(CBSI), were recently gaining traction as potential multi-resistance 
evading drugs for their ability to bind well to different kinds of 
tubulin isomers [9]. The CBS cavity is located on the β subunit 
directly facing the α-subunit. This site is composed of three zones. 
The first zone includes Valα181, Serα178, Valβ313, Metβ257 and 
Asn β256. The second zone is a hydrophobic pocket composed of 
Lysβ350, Asnβ348, Ileβ368, Valβ313, Alaβ315, Alaβ314, Leuβ253, 
Lysβ252, Leuβ250, Alaβ248, Leuβ246, Leuβ240 and Cysβ239. The 
last zone is situated deeper in the CBS cavity and contains 
Thrβ237, Valβ236, Tyrβ200, Gluβ198, Pheβ167, Asnβ165, 
Glnβ134 and Ileβ4 (Figure 1-B) [10].  

This word aims at identifying new potent CBSIs using 
molecular docking approach followed by a computational drug 
likeness prediction. 

 

 
Figure 1. (A)  Surface representation of tubuline subunits and its 

binding sites. (B) Representation of Colchicine binding site 
amino acids 
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Materials and Methods 
 

The identification of new potent CBSIs requires the use 
of several programs which are:  

Schrödinger Suites is one of the most knwon software 
for computer aided drug design. This program ranks 
molecules using GlideScore scoring function which is an 
empirical scoring function that estimates the free binding 
energy in Kcal/mol. In this study, we used Glide SP [11] for 
docking calculation. We also used LigPrep for ligand 
preparation, Epik [12] and Maestro for protein 
preparation.  

ADMETlab2.0 (http://admet.scbdd.com/) is a web 
server that provides ADMET predictions based on a 
comprehensive database from 288967 entries [13]. It was 
used to predict physicochemical, pharmacokinetic and 
toxicity properties of the most promising compounds 
from molecular docking. 

PyMOL is an open-source software for 3D 
visualization. Tubulin surface generation and visualization 
of 3D poses of the docked compounds were performed 
using PyMOL 2.4.0. 

PDBaser is an open-source python tool that we 
designed on top of Biopython [14] and Openbabel [15] to 
provide a fast and intuitive way to separate ligands and 
chains from protein PDB files [16]. We used this tool in 
order to facilitate the preparation process. 

 
Validation Of Docking Protocol  
The performance of Glide protocol was evaluated 

before starting docking study on CBS. The Root Mean 
Square Deviation (RMSD) was calculated for 100 protein-
ligand crystal structures from Protein Data Bank (PDB). It 
is a metric that measures average distances between the 
docking binding mode and the experimental 
conformation of a ligand. A docking protocol reproduce 
correctly the experimental conformation of a ligand in its 
binding site when RMSD value is less than or equal to 2Å 
[17]. 

 
Protein Preparation 
A Tubulin-CBSI complex was downloaded from PDB 

(ID: 6BR1). This protein was prepared for docking study 
using Schrödinger’s protein preparation wizard. This 
program serves to define the protonation state of some 
CBS’s residues, to control their side chain orientation and 
to all hydrogen atoms [18]. The Colchicine binding site was 
defined using a grid box which was generated from 
position of the co-crystallized ligand occupying the CBS 
(E3Y) using default settings. 

 
Ligand Preparation 
850 analogs compounds to combretastatin A-4 (CA-4), 

a potent CBSI (Figure S1, Supplimentary file), were 
downloaded from PubChem database in sdf format. These 
molecules were prepared for docking using LigPrep. It is 
one of Schrödinger’s modules that serve to prepare and 
optimize the structures of ligand to meet the 

requirements of the simulation programs without 
necessitating any further user intervention. In our study, 
LigPrep was used to generate for each compound a 
number of structures (up to 32) with various tautomers, 
protonation states at pH 7.0 ± 2 and enantiomers (when 
undefined). After this preparation, the geometries of each 
ligand were optimized and the final chemical library 
contained 1151 molecules [19].  

 
Molecular Docking Calculations 
Docking calculations of the prepared molecules 

against CBS were done with the default parameters of 
Glide Standard Precision (SP). The resulting poses were 
clustred according to their GlideScore, which were given 
as a binding free energy, ΔG (kcal/mol). 

 
Drug Likeness and Toxicity Prediction 
The physicochemical, pharmacokinetic and toxicity 

properties of the best CBSI obtained in this study were 
predicted using ADMETLab at http://admet.scbdd.com/. 
These properties consist of Lipinski and Veber’s Rule, 
GastroIntestinal absorption (GI), Blood-Brain Barrier 
permeability (BBB), cell permeability (CACO-2), 
Cytochrome P450 (CYP) inhibition, and toxicity (hERG 
inhibition, Ames test, carcinogenicity). The same 
parameters of Colchicine were also studied for 
comparison. 

 
Results and Discussion 

 
Validation of Docking Protocol  
Before carrying out molecular docking study, docking 

protocol was evaluated by calculating the RMSD value of 
100 protein-ligand complexes from PDB. The predicted 
binding mode was considered correct if the RMSD was 
below 2.0 Å. In our results, Glide reproduced well the 
experimental data. Indeed, 86 % of RMSD values were less 
than 2Å (Table 1) which indicates that this program can 
reproduce correctly the binding mode of a co-crystal 
ligand. For example, Figure 2 shows that there was a 
negligible deviation between experimental pose (in green) 
and docked conformation (in blue) of the ligand E3Y from 
the complex 6BR1 in the PDB. 

 

Figure 2. Superposition of the crystal conformation of the 
ligand extracted from 6BR1 (colored in green) against the 
best predicted pose (colored in blue). 
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Table 1. List of 100 complexes protein-ligand used to test the reliability of the docking protocol 
Protein Ligand RMSD Protein Ligand RMSD Protein Ligand RMSD 

6OHS MJY 1.876 2OLE KR2 1.7138 4E00 0F1 0.4476 
2XF0 4UB 0.4289 2OS3 BB2 1.9188 4E01 0F1 0.8993 
3C56 PH4 1.459 2P98 YE7 0.5281 4EY7 E20 0.9358 
5IX0 6EZ 0.3958 2P9A YE6 2.6817 4FLL YZ6 1.663 
6MD7 JE1 0.7884 2Q95 A05 0.8423 4IKR PVP 1.3035 
1CEB AMH 0.8469 2Q96 A18 0.2668 4IKS TFD 4.8465 
1G27 BB1 1.4265 2QT9 524 0.8796 4IU6 FZ1 1.9144 
1G2A BB2 1.1678 2QTB 474 1.345 4JE7 BB2 2.2446 
1G36 R11 0.9716 2R3O 2SC 1.0854 4O09 2R6 0.4272 
1LOX RS7 0.772 2R4B GW7 0.3121 4PES 2PJ 0.8403 
1LQY BB2 1.2246 2RGU 356 1.8357 4U69 Q07 1.2069 
1LRY BB2 1.9926 2FZD TOL 0.943 4WY1 3VO 0.2048 
1N7I LY1 0.4849 2RJP 886 0.5776 5AUV AGI 0.4577 
1N8Q DHB 0.1285 2RJQ BAT 1.7085 5CA1 NZO 0.4506 
1Q1Y BB2 0.9882 2V0Z C41 1.7057 5CVK 56E 6.6885 
1QZF CB3 7.5903 3C43 315 1.0281 5DC5 B3N 2.6629 
1QZY TDE 1.7746 3D01 PG5 4.2033 5EDH 5MF 0.5759 
1RBP RTL 1.1126 3D4L P6G 1.1565 5F00 5T8 0.2391 
1RTI HEF 0.8429 3EBH BES 1.0669 5JF1 BB2 1.7818 
1S17 GNR 3.0068 3F8S PF2 2.2045 5LB6 UN9 0.5594 
1SZZ BB2 1.7339 3G0B T22 1.0045 5OR6 A4K 1.0859 
1X7J GEN 0.2432 3G0D XIH 0.3508 5PZQ 93V 1.1727 
1YVM TMG 0.5978 3HAB 677 0.7651 5S1O WQA 0.7486 
1ZVX FIN 1.5694 3IU8 T03 0.6359 5UMW RBF 5.072 
2ABI 1CA 0.3414 3IU9 T07 0.9728 6HOT CIY 0.4124 
2ADU R20 0.9403 3K6L 2BB 1.0032 6IND AKO 1.2239 
2AI7 SB7 0.4472 3KWF B1Q 0.4655 6M8C IRH 0.7043 
2AIA SB8 1.2518 3L0L HC3 0.4431 5LYJ 7BA 1.4671 
2AIE SB9 0.8716 3M6P BB2 2.4957 6BR1 E3Y 0.5614 
2AJ8 SC3 0.9461 3OAP 9CR 1.0484 6PZ0 FMN 0.8904 
2BUC 008 1.1211 3PKC Y08 1.4013 6PZR P7D 1.2664 
2EW5 Y12 2.3255 3PN4 BB2 1.2453 6THZ NB5 1.3521 
2EW6 Y13 1.4993 4D09 788 4.0803 

   

2NQ7 HM5 1.1931 4DR9 BB2 2.3316 
   

 
Molecular Docking Calculations  
In order to identify new potent CBSI, 1151 analogs 

compounds to combretastatin-a-4 were docked into the 
CBS using Glide SP. The results show that 795 compounds 
were found to exhibit a higher CBS inhibitory potency than 
that of CA-4, the reference molecule, whose score is -

5.173 Kcal/mol (Table S1 in supplementary file). Out of 
these, compounds S1 and S2 were found to have highest 
negative binding energy of -9.462 and -9.017 Kcal/mol 
respectively (Table 2).  

 
 
Table 2. PubChem ID, Docking scores, ranking, Hbond, eModel and Ligand efficiency of the most promising CBSI (S1 and S2).  The 

same data for CA-4 were done for comparison.  
Compound PubChem ID Glide Score 

(Kcal/mol) 
Hbond eModel Ligand 

efficiency 
Ranking 

S1 145336937 -9.462 -0.330 -68.181 -0.411 1 
S2 138585723 -9.017 -0.307 -59.575 -0.474 2 
CA-4 …..……….. -5.173 -0.110 -16.433 -0.255 796 
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Poses Analysis 
The binding mode of these potent inhibitors into the 

CBS was predicted using the poses given by Glide. As 
shown in figure 3, compounds S1 and S2 cover the entire 
CBS in a rational orientation, thus leading to an important 
inhibitory potency. In addition, compound S1 makes two 
hydrogen bonds with Thrα179 whereas S2 and CA-4 make 
one such bond with the same residue. However, an 
additional hydrogen bond is observed between S2 and 
Alaβ315, whereas S1 and CA-4 have bare contacts with 
this residue. 

 
A 

 
 

B 

 
 

C 

 
 
Figure 3. Positioning of CA-4 (A), S1 (B) and S2 (C) into the 

Tubuline Colchicine Binding Site.  
 
 

It should be noted that both S1 and S2 form a 
hydrogen bond with a structural water molecule, which 
connects theses inhibitors to Valβ236. The difference of 
the inhibitory potency between these two compounds 
and CA-4 may be explained by the different number of 
hydrogen bonds between them and the protein. Indeed, 
whereas S1 and S2 are involved in three such bonds, CA-4 
is involved in only one (Figure 4). 

 
 
 

A 

 
 

B 

 
 

C 

 
 
Figure 4. Binding mode prediction of CA-4 (A), S1 (B) and S2 (C) 

into the Tubuline Colchicine Binding Site. Purple arrows 
head from the donor to the acceptor of hydrogen bonds.  
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Drug Likeness and Toxicity Prediction 
Physicochemical, pharmacokinetic and toxicity 

parameters of the most promising CBSI, S1 and S2 
were predicted using ADMETLab. The same properties 
of Colchicine were also predicted for comparison. As 
shown in Table 3, compounds S1 and S2 are predicted 
to have a higher BBB penetration than that of 
colchicine. In addition, they have a high CACO-2 cell 
permeability and intestinal absorption, which allows 
them to reach the bloodstream.  With no Lipinski and 
Veber’s rule violation, both S1 and S2 follow the 
criteria for orally available drugs. Furthermore, these 
two promising compounds did not show potential 
toxicity, which guarantees their use in vivo. However, 
these two compounds inhibit same CYP which are 
important for the metabolism of numerous drugs in 
the liver. It should be noted that this problem can be 
resolved during their optimization. 

 
Table 3. Drug likeness prediction and toxicity of S1, S2 and 

Colchicine.  

 
Conclusion 
 

In brief, molecular docking approach using Glide 
was employed to predict the binding energies and the 
interaction modes of 1150 compounds from the 
PubChem database. After the validation of docking 
protocol, compounds S1 and S2 were identified as new 
potent CBSI. Still more remarkably, these two 
compounds were predicted to have good drug likeness 
and toxicity properties indicating that they might be 
promising lead candidates for further anticancer drug 
discovery.  
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Candida species are commonly encountered strains associated with a wide range of infections. Unlike 
bacterial pathogens, fungal pathogens treatment is difficult and the development of resistance has been 
increasing at an alarming rate. In this study, the antifungal and antibiofilm effect of thyme oil, rosemary oil, mint 
oil, citronella oil, was tested on Candida albicans, Candida tropicalis, Candida kefyr, Candida glabrata, Candida 
parapsilosis isolated from clinical samples. The agar disc diffusion method was employed to determine the 
antifungal effect of the essential oils, and the inhibition of biofilm formation was assessed using microtiter 
biofilm inhibition assay. The results indicated that all the essential oils inhibited Candida strains and their biofilm 
in varying degrees. The highest antifungal activity in all isolates was observed in the thyme oil (>50mm), while 
rosemary oil showed the highest antibiofilm effect (>77%) in all tested strains. These findings led us to assume 
that the active components found in essential oils might be potential antifungal agents, adding to the repertoire 
of therapeutic options for the treatment of candidiasis.  
 
Keywords: Antibiofilm, Antifungal, Citronella oil, Mint oil, Thyme oil. 
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Introduction 

Candida species are fungi that exist as commensals in 
human and animal mucous membranes. Candida spp has 
long been a leading cause of hospital-acquired infections. 
Human fungal infections have risen in recent years [1]. 

Candida albicans is the most commonly isolated in 
human candidiasis [2]. Candida spp. produces dangerous 
opportunistic infections, particularly in 
immunocompromised patients (HIV infections), because 
the immune system normally suppresses the spread of 
Candida [3]. 

Antifungal drugs are used to treat infections that are 
caused by fungi. They include the azoles group such as:  
clotrimazole, fluconazole, itraconazole, ketoconazole and 
polyenes which include:  amphotericin B and nystatin [4].  

Azoles have a fungistatic effect that inhibits the growth 
of fungal cell [5]. However, they are often related to 
excessive toxicity to the host tissues and drug resistance 
hence fungal infection becomes a serious clinical problem. 
Infections caused by Candida biofilm   is particularly 
difficult to eradicate because the biofilm is more resistant 
to antifungal agents than planktonic cells [6]. Biofilm 
formation is considered to be important virulence factor 
as it protects microbes against adverse environmental 
factors, antibiotics, reduces the effectiveness of host 
immune mechanisms, and facilitates the acquisition of 
nutrients [7].  Some species of the Candida genus cause 
infections related to biofilm formation and it associated 
with higher patients mortality, probably correlated with 
the poor permeability of the matrix to the antifungal drugs 
[8].  

Plants and their derivatives have been used previously 
in traditional medicine in the treatment of many diseases. 
Essential oils (EO) are naturally formed by the aromatic 
plant as a secondary metabolite. They are volatile, 
composed of a complex mixture of organic compounds, 
and characterized by a strong fragrance [9].  Essential oils 
are known for their activities against bacteria, fungi, 
viruses, and cancers. They are employed as analgesics, 
anti-inflammatory medications, spasmolytics, and local 
anesthetics [10].  

The literature provides a lot of information regarding 
the effect of essential oils on the growth of C. albicans but, 
a little data on their impacts on biofilm formation and on 
the other Candida species. In this study, we tested the 
antimicrobial and antibiofilm effect of six essential oils 
obtained commercially, against ten strains of Candida 
clinical isolates and a standard strain. 
 
Materials and Methods 

 
Essential Oils  

Essential oils are used in traditional and alternative 
medicine methods with the relevant literature review 
selected from the oils used and obtained commercially. 
The oils included; thyme oil (Thymus vulgaris), rosemary 
oil (Salvia rosmarinus), mint oil (Mentha piperita), 
citronella oil (Cymbopogon nardus). 

Microorganisms  
A total of Ten fungal strains of Candida cultures were 

prospectively obtained from the Clinical Microbiology 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-7571-9277
https://orcid.org/0000-0002-0000-2239
https://orcid.org/0000-0002-7282-4928
https://orcid.org/0000-0002-7141-5874
https://orcid.org/0000-0002-5217-8607


Atron et al. / Cumhuriyet Sci. J., 43(3) (2022) 404-408 
 

405 

Laboratory of Sivas Cumhuriyet University Practice and 
Research Hospital in Sivas, Turkey. clinical isolates of 
Candida albicans, Candida tropicalis, Candida kefyr, 
Candida glabrata, Candida parapsilosis, and a standard 
strain Candida albicans ATCC 10231 were used for quality 
control of the study. Yeasts were cultured from clinical 
samples that included urine, sputum, vaginal swabs, 
blood, oral swabs and abscesses. Those samples were 
refrigerated until further processing. 

 
Inoculum Preparation 
 The yeast to be used in the study, were reproduced by 

incubating overnight at 37Co in yeast peptone agar.  Yeast 
suspension 0.5 McFarland (1x106 CFU/ml) to be at 
McFarland turbidity standard has been prepared. 
Inoculum suspensions of all Mueller Hinton Agar (MHA) 
media homogeneously spread on the surface. 

 
Sensitivity Test Of The Essential Oils  
The agar disc diffusion method was used to determine 

the sensitivity to the essential oils. The disc (6 mm in 
diameter) was placed on inoculated agar. Discs with this 
diameter can absorb 10-15 µl of liquid [11].  

As the negative control, DMSO, which is the solvent of 
the EO, was used. Incubation of the inoculated plates was 
performed at 37 ºC. The inhibition zone was measured to 
assess the antimicrobial activity against the Candida spp. 
All the tests were conducted three times. All plates were 
incubated at 37ºC for 18-24 hours [12]. 

 
Microtiter Biofilm Inhibition Assay  
The inhibition of biofilm formation was assessed using 

microtiter biofilm inhibition assay. Briefly, 100 μL of 
Candida strains 0.5 McFarland (1x106 CFU/ ml) were 
inoculated into 96-well microtiter plate wells and 100 μL 
of Essential oil (EO) were added into all the wells. The final 
volume was 200 µL per well on the microtiter plate. Since 
the densities of essential oils vary, the oils were weighed 
on precision scales to determine the volume. Stock 
solutions are prepared by dissolving essential oils in DMSO 
at 50 % and 25 %. The final DMSO concentration in the 
microplate wells was set at 1%. Incubation of the 
microplates was conducted at 37 Co for 48 h. The positive 
control was the suspension without EO. Following the 48 
h incubation, the suspension was discarded, left to dry, 
then washes three times by phosphate buffer saline (PBS). 
A volume of 200 μL of 0.1% crystal violet was added of the 
96-well. Incubated at room temperature for 30 min. Then, 
crystal violet was discarded and wells were washed with 
PBS three times. The plate was left to dry at room 
temperature for 30 min. Then, 95% ethanol was used to 
solubilize the crystal violet and the absorbance was read 
through a microplate reader (BMG LABTECK, Offenburg, 
Germany) at 550 nm. All experiments were performed in 

triplicate [11]. Percent inhibition of biofilm was calculated 
using the equation described by Onsare and Arora [13]. 

% Inhibition = 100 -((OD 570 sample)/(OD 570 control)  X 100) 
 
Results 
 

In this study, the anti-candidal activity of the four 
essential oils was investigated against ten clinical isolates 
of Candida spp.  

 
Antifungal Activity Assays  
The in vitro results of anti-candidal activity of the 

essential oils by the disc diffusion method are shown in 
Table 1. The different levels of oil activity were observed 
in the inhibition zone. The essential oils inhibited the 
growth of Candida strains, producing a zone diameter of 
inhibition from 8.0 mm to ≥ 50 mm based on the 
susceptibility of the Candida species. As the highest anti-
candidal activity of the essential oils were observed in the 
thyme oil. 

 
Table 1. Antifungal activity results of essential oils (Inhibition zone 

diameters) 

 
The potential of the oils to prevent biofilm cell 

formation was investigated through the biofilm inhibition 
assay. The most effective oil was Rosemary oil. Which was 
observed to reduce the biofilm of all the strains under 
study. The biofilm of C.parapsilosis showed the highest 
reduction value, while C.glabrata had the least one. Mint 
oil had a significant reduction as well. The reduction 
activity was highest in the isolates of C.tropicalis. Similarly 
to rosemary oil, the lowest reduction value was seen in 
C.glabrata isolates. Furthermore, citronella oil was mostly 
effective against C.parapsilosis and least effective against 
the strains of C.tropicalis. Thyme Oil was found to be the 
weakest oil in the terms of biofilm reduction. It had 
activity on C.tropicalis and C.parapsilosis. However, It 
showed a little to no effect against C.glabrata and C. 
albicans. 

The results are shown in the following table. 
 
 
 
 
 
 

 
Strains 

Essential oils  
Thyme 

Oil 
Rosemary 

Oil 
Mint 
Oil Citronella 

C.tropicalis (1) ≥ 50 mm 12 mm 17 mm 25 mm 
C.tropicalis (2) ≥ 50 mm 19 mm 14 mm 34 mm 

C.parapsilosis (1) ≥ 50 mm 24 mm 14 mm 32 mm 
C.parapsilosis (2) ≥ 50 mm 27 mm 16 mm 20 mm 

C. albicans (1) ≥ 50 mm ≥ 50 mm ≥ 50 mm 29 mm 
C. albicans (2) ≥ 50 mm ≥ 50 mm ≥ 50 mm 38 mm 

C. kefyr ≥ 50 mm ≥ 50 mm ≥ 50 mm 21 mm 
C.glabrata (1) ≥ 50 mm ≥ 50 mm ≥ 50 mm 21 mm 
C.glabrata (2) ≥ 50 mm ≥ 50 mm ≥ 50 mm 32 mm 

C. albicans ATCC 
10231 

≥ 50 mm ≥ 50 mm ≥ 50 mm 33 mm 
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Table 2. biofilm inhibition assay results of essential oils (%)  
 

Strains 
Essential oils 

Thyme Oil Rosemary oil Mint oil    Citronella 

 Reduction in  
biofilm formation 

(%) 

Reduction in biofilm 
formation 

(%) 

Reduction in biofilm 
formation 

(%) 

Reduction in biofilm 
formation 

(%) 
 1/2 1/4 1/2 1/4 1/2 1/4 1/2 1/4 

C.tropicalis (1) 14±0.30 18±0.013 78±0.31 76±0.31 61±0.27 57±0.29 28±0.40 18±0.47 

C.tropicalis (2) 52±0.13 62±0.24 85±0.16 78±0.41 70±0.10 78±0.36 64±0.39 61±0.39 

C.parapsilosis (1) 47±0.22 49±0.17 86±0.21 84±0.40 54±0.32 67±0.37 54±0.42 58±0.40 

C.parapsilosis (2) 6±0.27 13±0.07 83±0.11 77±0.38 56±0.12 66±0.46 32±0.45 30±0.50 

C. albicans (1) 2±0.13 13±0.22 60±0.9 80±0.33 37±0.13 60±0.46 37±0.44 31±0.46 

C. albicans (2) 21±0.13 27±0.08 65±0.44 88±0.35 38±0.43 63±0.43 25±0 15±0.59 

C. kefyr 11±0.08 9±0.17 52±o.50 77±0.35 60±0.41 30±0.37 16±0.6 39±0.53 

C.glabrata (1) 9±0.10 NE 59±0.30 77±0.28 54±.18 30±0.53 35±0.45 14±0.59 

C.glabrata (2) 5±0.18 80±0.04 52±0.42 78±0.27 35±0.33 35±0.30 23±0.53 42±0.47 

C. albicans ATCC 10231 2±0.17 NE 34±0.09 78±0.30 58±0.21 58±0.53 40±0.35 39±0.37 

NE: No effect 
 

Discussion 
 

Plants as sources of antimicrobial compounds have 
sparked increased interest in recent years. The plant-
derived antimicrobial agents have been reported to be 
safe and without side effects and antimicrobial properties 
of plant volatile oils have been recognized [14].  

Previous studies have indeed demonstrated the 
antimicrobial activity of essential oils, mainly focusing on 
C. albicans [15]. However, in this study, we tested the 
antifungal activities of the EO against 5 clinical strains 
including C. albicans. The observation in this study is 
consistent with previous reports that EOs from thyme, 
rosemary, mint oil, citronella possess anti-candidal 
activity and exhibit anti-biofilm action as well [16] [17] 
[18].  

Candida biofilm structure is particularly difficult to 
eradicate since biofilm is much more resistant to 
antifungal agents than planktonic cells. In this context, a 
more effective strategy seems to assess the prevention of 
biofilm formation than its eradication plus the direct 
effect on the planktonic cells. 

Mint essential oil is one of the most well-known and 
extensively utilized essential oils. Mentha piperita, (family 
Lamiaceae) is a species found in many parts of the world 
which has a financial worth because of its flavoring, odor, 
and medicinal qualities in foods and cosmetic industrial 
products. In addition, the leaves and flowers of M. piperita 
have medicinal properties [19]. Several studies have 
shown that mint oil extracted from M. piperita exhibited 
strong inhibitory activity against many organisms [20]. In 
our study, the Mint oil exhibited antifungal and antibiofilm 
activities against both the standard and clinical strains of 
Candida species, with inhibition zone diameters ranging 
from 17 mm to more than 50 mm. Bona and his colleagues 
observed similar results [21]. The most sensitive strains to 
Mint oil (with inhibition zone ≥ 50 mm) were: C. albicans, 
C. kefyr, and C. glabrata. Mint oil showed a reduction in 

biofilm formation of the tested strains. The highest 
inhibitory effect was observed in C. tropicalis isolates 
(78%), while the lowest effect was observed in C. glabrata 
strains (35%). The antibiofilm effect of mint oil on Candida 
isolates growth reported in this study support those of 
previous studies [22,23]. In a study carried out by Samber 
and others, they investigated the synergistic anti-candidal 
activity and mode of action of Mentha piperita essential 
oil and its major components against candida spp and 
mode of action as well. According to their results, the mint 
EO and its lead compounds influence antifungal activity by 
reducing ergosterol levels, inhibiting PM-ATPase, and 
leading to intracellular acidification and cell death [24]. 

Citronella oil is mostly derived from Cymbopogon 
nardus.  It has long been used in traditional practices by 
many ancient cultures. It’s widely used in the perfume 
industry and soap manufacturing [25]. Citronella oil is 
well-known for its antibacterial properties. It has been 
recommended as home remedy for the treatment of oral 
and vaginal fungal infections by numerous books and 
articles and products containing these essential oils for 
the treatment of such infections are being used in many 
parts of the world [26]. The results of the present study 
have shown that the inhibitory effect of EO from citronella 
was less than that of thyme oil, rosemary oil, and Mint oils 
in planktonic and biofilm-forming isolates. The Inhibition 
zone diameters were between (20-38 mm). The least 
susceptible strains were C. kefir and C. glabrata (21 mm), 
while C. albicans strains were the highest susceptible to 
citronella. The antibiofilm inhibition of Citronella showed 
different values among the tested strains. The highest 
reduction was observed in C. tropicalis (64%) and C. 
parapsilosis (58%), while the lowest reduction was 
observed in C. albicans strains (15%) which is lower than 
the reduction that was achieved in a previous study [27]. 
The difference could be due to the use of standard instead 
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of clinical strains. Furthermore, the geographical location 
from which the plants were collected can influence 
resulting outcome. When comparing antibiofilm inhibition 
of Citronella to other EOs used in this study, Citronella oil 
along with thyme oil, rosemary oil, and mint oil has a high 
reduction in biofilm formation of C. tropicalis and C. 
parapsilosis isolates.  C. albicans isolates were less 
susceptible to Citronella than the others. Our result 
disagrees with that of a previously published work 
submitted by Trindade and his colleagues. They suggest 
that Citronella EO has a strong in vitro antifungal and 
antibiofilm activity on C. albicans [28]. 

Rosemary is a plant that originates in the 
Mediterranean region and belongs to the Lamiaceae 
family. It might, however, be found all over the planet. It 
is a perennial and aromatic plant. Rosemary can be used 
as a spice in cooking, as a natural preservative in the food 
industry, and as an ornamental and medicinal plant [29]. 
In our result, rosemary oil showed an inhibition zone in all 
tested clinical isolates and standard (12-50 mm). The 
highest effect of rosemary oil (≥50) was seen against C. 
albicans, C. kefyr and C. glabrata. Our results regarding C. 
albicans agree with that of  previous work by Matsuzaki et 
al, which suggests that Rosemary EO has  significant 
antifungal activity against Candida albicans [30]. 

Rosemary oil also inhibits biofilm formation in all 
tested clinical isolates and the standard isolate. Significant 
effect (>83%) is seen particularly against C. tropicalis, C. 
parapsilosis and C. albicans. The antifungal activity of 
rosemary essential oil in this study was similar to the 
known literature with a little difference, which could be 
for many reasons such as a different growing environment 
of Rosemary, and different extraction methods of 
essential oils [31].  

Thyme essential oil is used as a flavor in a wide variety 
of foods, beverages, confectionery products, and  
perfumery to synthesize soaps and lotions. It possesses 
some antiseptic, bronchiolitis, antispasmodic, and 
antimicrobial properties [32]. It was documented that 
thyme EO has an inhibitory impact on Candida albicans 
virulence factors.   

 Alves et al suggested that Thyme EO is very effective 
in inhibiting C. albicans germ tube formation. Also, it was 
found to disrupt C. albicans biofilms [33].  

Rajkowska and others demonstrated the role of the 
effect of thyme essential oils on candida cell distribution 
and biofilm formation. Their results showed a statistically 
significant reduction in biofilm formation [34]. 

In this present study, thyme oil showed a high effect 
(inhibition zone ≥ 50 mm) against all tested clinical isolates 
and the standard. However, in biofilm inhibition, thyme oil 
shows a significant effect (> 60%) in only C. tropicalis and 
C. glabrata. Antifungal activities of thyme oil found in this 
study are consistent with several reports where thyme oil 
shows a high effect on Candida species [35].  

Taken together these results show that thyme, 
rosemary, mint, and citronella essential oils have anti-
candidal and anti-biofilm potential. 

 

Conclusion 
 
In this study, the inhibitory effect of thyme oil, 

rosemary oil, mint oil, and citronella oil on Candida spp 
were tested. In conclusion, rosemary and mint oils were 
found to be the most effective. they can be used as 
effective anti-biofilm against Candida spp. However, if 
essential oils are to be used for medicinal purposes, 
molecular mechanisms, mode of action, stability, toxicity, 
and efficiency of active components derived from 
essential oils must be explored and assessed further. The 
results of this work support the research for new 
alternatives or complementary therapies against candidal 
infections. 
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In this study, the effect of the synthesis method (solid state, sol-gel and hydrothermal) on the photocatalytic 
activity of the anatase and rutile phases of TiO2 was evaluated. As a result of XRD, FESEM and BET analysis of 
pure phase TiO2 powders in anatase and rutile phases, the changes in particle structures, surface areas and 
morphologies were examined and the differences in both synthesis method and phase structures were 
evaluated with Photodegradation experiments. The results of the X-ray diffraction (XRD) analysis showed that 
the TiO2 compound synthesized in the anatase phase and by the synthesized hydrothermal method exhibited a 
much smaller crystal size than the other synthesis methods and the rutile phase. Surface morphology 
examinations of the samples were made with scanning electron microscopy (FESEM), particle sizes were 
determined in the range of 90-200 nm, and their surface areas were examined by Brunauer–Emmett–Teller 
(BET) analysis.The adsorption-desorption isotherms shown also support the XRD data of the highest surface 
area.The photocatalytic behavior of the compounds was investigated using methylene blue degradation.As a 
result of all the syntheses and characterization studies, it has been shown that TiO2 obtained by hydrothermal 
method exhibits the best photocatalytic activity. 
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Introduction 

In different experimental research in recent years, 
titanium dioxide (TiO2) has become one of the most 
important experimental items, mainly because of its 
outstanding values, including stability, non-toxic, 
recyclability, low cost and unique photochemical and 
photophysical advantages, and mainly in water-hydrogen 
separation, It is used as a widely applied waste treatment 
material. Such as water treatment, biological sensor, solar 
cell etc. [1-5]  

Different sized inorganic materials certain structural 
properties structures, including nanotubes, nanorods, 
flower-like, fan-shaped, microspheres (hollow, solid, or 
porous), etc. attracted great attention due to its 
innovations. [6-9] 

TiO2 exists in crystalline and amorphous form. It also 
has three basic polymeric crystal structures: anatase, 
rutile, and brookite. Anatase and rutile are tetragonal, 
brookite is orthorhombic. 

All contain the octahedral TiO6 structure, but the bond 
bonding is different, indicating the difference in phases; 
For example, the unit cell constants of rutile are a=4.59, 
c=2.96, while the unit cell constants of anatase are a=3.79 
and c=9.51. Rutile structure is formed by the combination 
of 2 to 12 linear chains. The tetragonal structure is formed 
by the combination of oxygen atoms at the corners of 
these linear chains. In the anatase structure, there are no 
oxygen atoms at the corners and all 4 sides are tetragonal 
[10]. Figure 1 shows that each Ti4+ Ion in the crystal is 
surrounded by six O2-. The octahedral structure in rutile 

crystals is not regular and shows slightly orthorhombic 
bending. The octahedral structure in anatase TiO2 is 
greatly disturbed to a symmetry less than orthorhombic in 
shape, the bond length between Ti-Ti in the anatase form 
(3.79 Å and 3.04 Å) is greater than that of the rutile form 
(3.57 Å and 2.96 Å); The bond length between Ti-O (1.934 
Å and 1.980 Å) is shorter than that of the rutile phase 
(1.949 Å and 1.980 Å) [10]. 

This difference in the lattice structure is the most 
important reason why Anatase TiO2 is more active than 
rutile TiO2 in reactions, and this causes different electronic 
band structure and bulk densities between the two forms 
of TiO2.Rutile TiO2 has the highest refractive index among 
these three phases. For this reason, it is generally used in 
paint raw materials and in the cosmetics industry [11] 
Anatase crystal form shows the highest photocatalytic 
activity among other crystal forms [12] For this reason, 
Anatase TiO2 constitutes a large part of the studies. 
However, there are studies that show higher 
photocatalytic performance than pure Anatase, which is a 
mixture of Anatase and Rutile at different rates. TiO2 
nanoparticles, which are commercially used and called 
Degusa P-25, consist of a ratio of 3:1 (Anatase - Rutile).  

Anatase TiO2 is widely used in heterogeneous catalyst, 
photocatalyst, solar cells, gas sensors and wastewater 
treatment systems. Rutile TiO2 has the highest refractive 
index among these three phases. For this reason, it is 
generally used in paint raw materials and in the cosmetics 
industry [13] Anatase crystal form shows the highest 
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photocatalytic activity among other crystal forms [14]. For 
this reason, Anatase TiO2 constitutes a large part of the 
studies. However, there are studies that show higher 
photocatalytic performance than pure Anatase, which is a 
mixture of Anatase and Rutile at different rates. TiO2 
nanoparticles, which are commercially used and called 
Degusa P-25, consist of a ratio of 3:1 (Anatase - Rutile). 
Apart from the effect of different ratios in the crystal 
structure on the photocatalytic activity, the change in the 
size of the TiO2 particles also has serious effects on the 
photocatalytic performance. 

 Particle size is a very important factor affecting the 
performance of photocatalytic materials. The size and 
type of the material directly affects the surface structure, 
resulting in an efficient photocatalytic material. [15-17]. 

In this letter, we report a solid state, sol-gel and 
hydrothermal approach for the synthesis of anatase and 
rutile TiO2. This work will contribute to the fundamental 
research of different synthesis methods and the 
investigation and detailing of the photocatalytic activity 
properties on two different forms of TiO2. 

 

 
Fig.1.Rutile and anatase type of TiO2 

 
Materials and Methods 
 

Synthesis of Rutile and Anatase type TiO2 
Three methods were chosen to synthesize different 

type of TiO2 photocatalyst. Conventional solid state, sol-
gel and new optimized hydrothermal synthesis. 
Dehydrate titanyl sulfate (TiOSO4·2H2O), sodium oxalate 
(Na2C2O4) and Triton -X as surfactant were used for solid 
state method. After grinding at room temperature for a 
total of 60 minutes, the precursor (TiOC2O4) was prepared. 
TiO2 photocatalytic material was obtained because of heat 
treatment at 800°C. The material was sintered at 950oC to 
obtain the rutile form with the same method (fig 2.a). [18-
20] 

A stoichiometric amount of tetra butyl titanate was 
mixed vigorously into 20 mL of ethanol, and the solution 
was stirred continuously until gel formation. The gel was 
dried at 100°C, calcined at 500°C and ground to obtain 
TiO2 particles (fig 2.b). [20-22] 

TiO2 synthesis was carried out with the new and 
optimized hydrothermal method by our team. The 
titanium IV butoxide and ammonia mixture was brought 
to the optimum pH point and mixed for 1 h at 70°C, then 
the stainless steel was autoclaved and heated at 180°C for 
36 h. The resulting precipitate was washed 3 times to 
remove impurities and finally, heat treatment was carried 
out at 500°C for 2 hours(fig 2.c).[23] 

 
Figure 2. Schematic representation of the synthesis TiO2 

materials with different phases and method a) solid state, 
b) sol-gel, c) hydrothermal method 

 
Characterization 
Surface morphologies and particle distributions of TiO2 

materials synthesized by different synthesis methods 
(solid state, sol-gel and hydrothermal method) with 
different crystal phases were evaluated by Field emission 
scanning electron microscopy (FE-SEM, Gemini 550). The 
chemical components of the materials were determined 
by X-ray diffraction (XRD, Cu-Kα radiation, Bruker AXS D8). 
The bonding structures of the material were investigated 
in the Fourier transform infrared spectra (FT-IR) (Perkin–
Elmer-spotlight 400) wavelength range of 4000–500 nm. 
Pore size distribution, pore volume and specific surface 
area were defined by the Brunauer-Emmett-Teller (BET, 
Gemini IV micromeritic) method. 

 
Results 

In this study, it is aimed to make comparisons by 
synthesizing anatase and rutil phases with all synthesis 
methods. 
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Generally, the photocatalytic activity of TiO2 varies 
very significantly with the crystal phase structure, 
crystal size, surface area and pore structure [24]. X-
ray diffraction (XRD) analysis was performed to the 
identification of the crystallographic structure of the 
samples and results can be seen in fig.3 and fig.4. In 
Fig 3(a-c) XRD results of the rutile phases are synthesis 
via different methods patterns are demonstrated. It 
was determined by indexing that the peaks belong to 
the rutile phase (JCPDS card no. 21-1276). 

 

 
Fig.3. X-ray diffraction (XRD) pattern of the rutile TiO2 phases 

synthesis via a) solid state, b) sol-gel, c) hydrothermal 
method 

 

 
Fig.4. X-ray diffraction (XRD) pattern of anatase TiO2 phases 

synthesis via a) solid state, b) sol-gel, c) hydrothermal 
method 

 
The crystal structure properties of the 

compounds are summarized in Table 1, which shows 
an increase in the crystal size because of synthesis 
method. In Fig 4(a-c) XRD results of the anatase 
phases are synthesis via different methods patterns 
are demonstrated. All peaks that were relatively 
sharp compared to other peaks were first indexed as 
anatase TiO2. (JCPDS No. 84-1285). 

In Table 1, the crystallite sizes of all compounds 
synthesized by different methods are given and It is 

estimated from the half-bandwidth of the X-ray 
spectral peak by the Scherrer equation [25], which is 
given with Eq. 1. 

 

𝐷𝐷 =
0,94𝜆𝜆
𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽Ɵ

 (1) 

 
If we examine the formula, where λ is the 

wavelength, Ɵ is the x-ray diffraction angle, β is the 
full width of the peaks at half maximum (FWHM) in 
radians. This β value was calculated from the xrd 
pattern with the help of the topas program. While 
the anatase-hydrothermal TiO2 crystallite size is 98 
nm, the rutile-solid state TiO2 is 145 nm (Table 1). It 
is important that we examine table 1 to observe the 
effect of different synthesis methods on the crystal 
size. 

The structure and morphology of the synthesized 
material were scrutinized with FESEM images(rutile) 
in Fig. 5 and fig 6. The FESEM image of the as-
obtained TiO2 indicates a fine spherical shape with 
uniform size in Fig. 5(a-c). It is observed that the 
spherical shape of the TiO2 is consist of micro sphere 
structures.  

FESEM images of the TiO2 (anatase) exhibit that 
the particles had spherical morphology in low (Fig. 6 
a-c) and spherical shape of the TiO2 are consist of 
nano sphere structures.  

 
Table 1. Surface area, average crystallite size, lattice  parameters 

values for rutile and anatase TiO2 synthesized via different 
methods 

Sample  Surface 
area 

Average 
crystallite 

size, D (nm) 

Granule 
size 

Lattice 
parameters 

(A˚) 
(m2/g) (nm) a 

    c 
Rutile TiO2-solid 

state method 
11 145 200-300 4,59               

2.95 

Rutile TiO2-sol-gel 
method 

17 132 180-230 4.58               
2.94 

Rutile TiO2-
Hydrothermal 

method 

28 130 150-200 4.56                
2.93 

Anatase TiO2-solid 
state method 

24 134 100-150 3.79                
9.53 

Anatase TiO2- sol-
gel method 

32 124 80-120 3.78                
9.52 

Anatase TiO2- 
Hydrothermal 

method 

44 98 70-100 3.78                
9.51 

 
It is remarkable that the FESEM measurements 

are harmony with the synthesis methods. That is, the 
particle sizes of the samples synthesized by the solid-
state method are the largest, and the sizes of the 
samples synthesized by hydrothermal are smaller 
than the others and these measurements were taken 
via image pro plus 5 program, and the values are 
shown in Table 1. 
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Fig. 5. FESEM images of the rutile TiO2 phases synthesis via a) 

solid state, b) sol-gel, c) hydrothermal method 
 
The crystal size values obtained from the XRD data, 

and the particle sizes calculated from the FESEM images 
are in harmony and all values are given in Table 1. To 
analyze the porosity of all samples N2 adsorption-
desorption isotherms were evaluated (Fig 7).  

Examining the isotherm for rutile samples shows a 
very small, adsorbed amount of N2 gas, indicating a non-
porous property. Compared with the isotherms for 
anatase show a more adsorbed amount of N2 gas indicates 
the existence of micropores. Average BJH adsorption pore 
volume values and BJH desorption pore size values are 
shown in Table 1. 

 

 
 

 
 

 
Fig. 6. FESEM images of the anatase TiO2 phases synthesis via 

a) solid state, b) sol-gel, c) hydrothermal method 
 
Many different studies have suggested that TiO2 in 

anatase structure generally has superior photocatalyst 
properties. The most important reason for this is that the 
anatase structure has a wider band gap, longer charge 
carrier lifetime, longer diffusion path length and higher 
charge carrier mobility. [26-33] 

Therefore, the high photocataltic performance can be 
attributed to the outstanding structure of rutile or anatase 
type TiO2. 
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Fig. 7. Nitrogen adsorption−desorption isotherm for a)rutile 

and b)anatase TiO2 synthesized via different methods. 
 

 
Figure 8. Schematic representation of the Difference in TiO2 

photocatalytic mechanism between rutile and anatase. 
 
Photocatalytic activity measurements of the prepared 

samples were investigated by photodegradation of 
methylene blue (MB) using a 300 W xenon lamp. For the 
study, 50 mg of photocatalyst was dispersed in 100 mL of 
aqueous solution containing 5 ppm MB and kept in the 
dark for 30 min to stabilize the adsorption/desorption of 
the photocatalysts on the MB surface, and the 
photocatalytic reaction was carried out at 365 nm (15 W, 
under UV light).  

Examining the behavior of the material without any 
catalyst in Figure 9.a-b, it very clearly shows that the 

degradation of MB is extremely slow, which means that 
the reduction reaction is not kinetically favorable. 

 

 

 
Figure.9. Degradation of methylene blue a) anatase and b) 

rutile TiO2 synthesized via different methods 
 
After adding the studied materials, a slight increase in 

the MB decay rate can easily be seen. 
Due to the anatase structure of TiO2, it is the most 

widely used semiconductor photocatalyst for the removal 
of organic pollutants by converting them into small 
molecules. Photocatalytic degradation rates of some 
organic pollutants are quite low. TiO2 has a band gap of 
about 3.0-3.2 eV and can only be excited by light with a 
wavelength below 387 nm. This prevents the use of 
sunlight and visible light and therefore reduces the 
photocatalytic activity of TiO2[34-38]. 

In our study, both the synthesis methods and the 
effects of rutile and anatase structures on the 
photocatalytic mechanism were investigated. Although 
many studies have compared rutile anatase in the 
literature, the synergistic effect of different synthesis 
methods on this mechanism has not been investigated.  

When Table 1 is examined, the crystal size of the rutile 
phase synthesized by the hydrothermal method is small, 
the surface area is large and the particle size is much 
smaller than the other samples synthesized via sol-gel and 
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solid-state methods, this is an expected result because the 
best method used to obtain nano-sized homogeneously 
dispersed particles is the hydrothermal method. A 
different result from our expectation in the table is that 
the particle size of the materials obtained by the sol-gel 
method is larger than that obtained by the solid-state 
method, the possible reason for this may be the particle 
growth due to agglomeration during the synthesis. 

 
Discussion and Conclusion  
 

In this study, rutile and anatase phase TiO2 were 
synthesized by different synthesis methods and the 
photocatalytic activities of all materials were investigated. 
The best result was obtained in the anatase phase 
synthesized by the hydrothermal method, and the lowest 
result was obtained in the rutile phase synthesized by the 
solid-state method. From the study outputs, it can be said 
that anatase material with a high surface area and a low 
crystal size is the best photocatalytic material. 
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The green synthesis of gold nanoparticles (Au-NPs) was carried out by pouring the aqueous extract of East 
Anatolian origin Asphodelus aestivus plant onto aqueous gold metal ions and reducing them via single-step one- 
pot method. The absorption peak of the synthesized nanoparticles gave a maximum at 575 nm. All the X-ray 
diffraction peaks at 2θ = 38.25 , 44.46 , 64.64 and 77.20 that index to (111), (200), (220), and (311) planes verify 
the successful synthesis of Au-NPs. Mostly spherical shape particles showed a homogeneous distribution with 
size range 20±5 nm are measured using TEM. From the FTIR spectrum, the peaks are seems to be related to 
phenolic compounds, flavonoids, benzophenones, terpenoids and anthocyanins which assume that they could 
act as the reducing agents. The plant extraction, one-pot, single-step method used is environmentally safe 
without the role of synthetic materials which is highly potential in mild and green synthesis applications. The 
Au-NPs were coated with chitosan biopolymer in aquatic solution medium and verified by SEM. Then, cytotoxic 
investigations of the biosynthesized Au-NPs were carried out by HUVEC cells. Au-NPs were showed toxic effects 
on cell culture, even if in a small amount. However, chitosan biopolymer coating increased cell viability. 
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Introduction 

Nanotechnology is a technology that deals with nano-
scale materials and applications. It deals with mostly 
metals, semi-metals and noble metals ranging from 1 to 
100 nm [1]. Among these materials, noble-metal 
nanoparticles have attracted more attention due to their 
catalytic, optical and opto-electronic properties [2]. Gold 
nanoparticles have been studied and continue to be 
investigated especially for their effective properties in 
medical imaging [3] and drug delivery [4]. The unique 
optical property of Au-NPs make them very useful in 
bioimaging by acting as marking agent [5]. 

 It is important to improve the synthesis conditions of 
such important nanomaterials, to obtain them under 
conditions that do not contain harmful chemicals, and also 
to define their physical and chemical properties well. 
Using naturally derived products such enzyme [6], fungus 
[7], algae [8] and plant [9] as reducing agents serves this 
purpose [10]. Plant-mediated synthesis is quick and easy, 
allowing for size control, and most importantly, allowing 
chemical reduction in mild conditions, making it stand out 
from other chemical methods. However, the use of 
different parts of the plant such as root, stem and leaf 
makes this method powerful [11].  

Fenugreek or Asphodelus aestivus is the common 
name of the plant species that form the Asphodelus genus 
from the Asphodelaceae family. While its green leaves are 
just emerging from the soil in March and April, the grass 

harvested from the mountains is sold as a vegetable and 
consumed in large quantities. Using this plant, pastry, 
soup, stew and rice are made. It has a unique fragrance. 
Asphodelus aestivus is native to the Mediterranean 
region, northern Africa, and the Middle East [12]. It is a 
plant that often grows in mountainous regions in the east 
of Anatolia. Its taste is between spinach and leek and it is 
almost impossible to distinguish it from spinach after 
cooking. It is called ‘’natural antibiotic’’ among local 
people. Biochemicals such as phenolic acid,  flavonoids, 
alkaloids, and terpenoids that are existed in plant crude 
extract are play role in the reduction of nanoparticles [13]. 
The phenolic compounds possess anti-tumor, anti-
allergic, and antiviral properties are high potential 
antioxidants and these kind of compounds are believed to 
take part in synthesis reactions of different types of gold 
nanoparticles. Also, different type of flavonoids, 
benzophenones, [14] and anthocyanins that exist in the 
plant could be closely related in the reduction synthesis of 
nanoparticles [15]. 

#Polymer coatings are being useful in various 
applications. From regular coatings to nanoparticle 
incorporated coatings, these polymer coatings ensure a 
strong functionalities to the selected host materials. It is 
applicable to wide range of materials from metals, 
ceramics, polymers to nanoparticles [16]. Some studies 
revealed that surface modified nanoparticles with 
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biopolymers like PEG, Chitosan could temporarily avoid 
the mononuclear phagocyte system and substantially 
extend the circulation time of the nanoparticles [17]. In 
addition, the key feature in the preparation of 
nanoparticles is to prevent agglomeration by using 
coating agents like carbohydrate based polymers, e.g. 
dextran, chitosan (CS), starch [18]. Recently, surface 
optimization of nanoparticles has become a challenge for 
the researchers. 

 

 
Figure 1. Summary photos of Au-NPs biosynthesis 

where (a) is dried Asphodelus aestivus stem and 
leaves,    (b) aqueous HAuCl4  and plant extract 
mixture, (c) Au-NPs left to dry in a petri dish, (d) Au-
NPs scraped and collected 

 
In the literature review, we found that Au-NP 

biosynthesis with the Asphodelus aestivus plant had not 
been previously performed or reported. Here, we 
performed the biosynthesis and characterization of Au-
NPs by using aqueous gold solution and aqueous extract 
of Asphodelus aestivus plant extract (See Fig1.). Then, the 
synthesized Au-NPs were coated with chitosan 
biopolymer and cytotoxicity experiments were done.  

 
Materials and Methods 
 

Chemicals  
Asphodelus aestivus were collected from the 

mountainous regions of Tunceli/Turkey. Analytical grade 
(HAuCl4, 99.98%) was purchased from Sigma-Aldrich, USA, 
and used as gold precursor. Ethanol, conc. HCl, Acetone, 
medium mol weight Chitosan, F-12 nutrient mix, Trypsin-
EDTA solution, Fetal Bovine Serum, Phosphate buffered 
saline (PBS), 3-[4,5-Dimethylthiazol-2-yl] -2,5-di-
phenyltetrazoluim bromide (MTT) salt, Trypan Blue and 
Nitric Acid (HNO3) was purchased from Sigma-Aldrich, 
USA. All reagents used were of analytical grade. All 
glassware used was cleaned and washed with distilled 
water and dried before used.  

 
Preparation of Asphodelus aestivus Extract  
The fresh plant was washed with mains water to 

remove dirt and washed again with distilled water before 
being dried in oven (Nuve Laboratory Oven) at 35∘C. All 
the dried plant (stem and leaves) were ground into fine 
powder using an electric blender (Sinbo) and stored at 
room temperature for further use. The extract was 
prepared by taking 0.2 g of the fine powder and added to 
100 mL of distilled boiling water. When the temperature 
cooled to 70 ∘C in about 10 minutes, the crude extract was 
filtered with Whatman filter paper No 1.   

  

Synthesis of Au-NPs  
In a Erlenmeyer flask, 10 mL of the filtered extract was 

reacted with 5 mL, 5 miliMolar of tetrachloroaurate at 25 
oC and gently shaken. The time taken for the color change 
after the reaction and the pH were recorded. The reaction 
solution changes quickly from pale brown to pale purple. 
This color change indicated the formation of [Au / 
Asphodelus aestivus]. This Au-NPs nanoparticle emulsion 
synthesized was kept at 5 oC. 

 
Characterization of Au-NPs   
The formation of Au-NPs was confirmed by using UV-

vis spectroscopy at intervals in the range of 200 to 600 nm 
and 2 nm resolution (Optima SP-3000 UV-VIS 
Spectrometer). It was diluted with distilled water before 
measurement and pure water was used as control 
solution [24]. All data obtained were converted into 
graphs using Origin Pro 9.1 SRO software (OriginLab Corp, 
Northampton, MA, USA). The nanoparticle emulsion was 
centrifuged for enrichment/concentration and the 
concentrated emulsion formed was poured into a petri 
dish. The petri dish was owen dried at 40 oC for one day. 
The obtained dry sample was collected and analyzed for 
its crystal structure and composition using X-ray 
spectroscopy. The XRD spectrum was recorded using the 
device operating at 40 kV and a current of 15 mA with Cu-
Kα1 radiation. The device was operated in the range of 2θ 
20-80° with 2/minute (Rigaku MiniFlex 600). The size and 
shape of the Au-NPs in the study were characterized by 
using the JOEL-1011 TEM instrument, which provides 0.2 
nm resolution with 50-106 magnification under voltage 
accelerating from 40-100 kV. The stability of Au-NPs was 
measured using Zetasizer Malvern Nano ZS and Dynamic 
Light Scattering (DLS). FT-IR spectra of Ag-NPs were 
recorded using JASCO-6700 spectrophotometer in the 
range 4000‐400 cm−1 wavelength with 16 scans and 4 cm-

1 resolution.  
  
MTT Assay for Cell Viability  
The MTT test, which is used for cell viability testing, is 

easy to use, has high reliability, reproducibility, and is 
widely used to determine both cell viability and 
cytotoxicity tests. The main basis of this technique is 
experiments involving the use of tetrazolium salts and 
measuring the color change. In our study, in the MTT cell 
viability test, Mossman method [19] was followed with 
some modifications. HUVEC cells were seeded at a density 
of 5 x 103 cells /hole in a 96-hole plate (Figure 2). After 4 
hours of incubation, 5% FBS or 10% FBS containing Au-NPs 
at concentrations ranging from 6.25 µg / mL to 100 µg / 
mL were replaced with DMEM and the cells were 
incubated at 37 ° C for 24 and 48 hours. At the end of the 
exposure period, the toxicity of Au-NPs was evaluated by 
a standard colorimetric cellular viability assay using MTT 
dye. Cytotoxicity analyzes were made as a service 
purchase from Hacettepe University Advanced 
Technologies Application and Research Center. Within the 
scope of this experimental research, ISO 10993 tests and 
cytotoxicity tests of Au-NPs with standard L929 cell line 
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were performed for biological evaluation. In the analyzes, 
absorbance measurements at 570 nm were evaluated 
using a SpectraMax microplate reader (Molecular Devices, 
Sunnyvale, CA). 

 

 
Figure 2. Scheme showing determination of cell viability assay 

by MTT (Mossman, 1983) 
 
Use of Chitosan Biopolymer for Coating  
The method we used in a previous study was followed 

for the coating of Au-NPs with chitosan [1]. 1.00 g of 75-
85% deacetylated chitosan with medium MW (200-500 
kDa) was dissolved in 50 mL of 0.5% (v / v) acetic acid 
containing solution. 40 mg of Au-NP nanoparticle 
suspended in 25 mL of ethyl alcohol was added to this 
solution. This mixture was stirred with a magnetic stirrer 
for 24 hours at high intensity and centrifuged at 15000 
rpm for 20 minutes. The pellet was washed with ethanol 
and the product was dried. In this study, the effect of 
coating with chitosan on the stability and cytotoxicity of 
Au-NPs were analyzed. 

 
Statistical Analysis  
In statistical evaluation, One-Way ANOVA-Dunnet test 

was applied in SPSS 15.0 computer program and values 
below P <0.05 were considered significant. In addition, 
regression analysis was performed using the SPSS 15.0 
program in order to reveal the dose-effect relationship in 
this study. 

 
Results and Discussion 
 

Asphodelus aestivus extract (0.02 g, 10 mL) acts as 
both the reducing and stabilizing agent and Chloroauric 
acid (5 mM) acts as the gold precursor. The reduction of 
Chloroauric acid was indicated by the colour changes of 
Asphodelus aestivus extract as shown in Figure 1. The 
reaction was rapid as the pale greenish colour of the 
Asphodelus aestivus extract turns into pale purple colour 
within 5 minutes indicating formation of Au-NPs. 

 
The possible chemical reduction reaction is, 
 

HAuCl4 (aq)  + Asphodelus aestivus  → [Au/ A. aestivus] (1)    
 

 
   

 
Figure 3. UV-vis absorbance bands for Au-NPs forms using A. 

aestivus extract 
                    

 
Figure 4. XRD spectra for Au-NPs forms using A. aestivus 

extract 
                  

UV-Visible Spectroscopy Study  
The formation of Au-NPs was confirmed by the UV-vis 

spectra in Figure 3. After the addition of HAuCl4 solution, 
a sharp peak occurs in the 555-565 nm range. This peak is 
confirmed by other characterizations that show the 
formation of Au-NPs. 

 
X-Ray Diffraction Analysis 
The sharp peaks in the powder X-ray diffraction 

pattern in Figure 3 show that the synthesized Au-NPs are 
in crystalline form. All 4 distinct peaks correspond to the 
standard Bragg reflections (111), (200), (220) and (311) of 
the surface center cubic (fcc) lattice. The particle size of 
Au-NPs can be calculated with little error using the Debye-
Scherrer equation.  

 

𝑑𝑑 =
𝑘𝑘𝑘𝑘

(𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽)
 (2)    

                                                                                        
where d is the average crystallite size, 𝑘𝑘 Scherrer 

constant (0.9), 𝜆𝜆 X-ray wavelength (0.154 nm), 𝛽𝛽 the 
expanding line in radians and 𝜃𝜃 Bragg angle [18,22]. Using 
the Debye-Scherrer equation, the average crystallite size 
of synthesized Au-NPs is calculated as 12 nm. This 
calculated value is also supported by TEM findings. 
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Transmission Electron Microscopy (TEM) Study 
In order to determine the size of AgNPs obtained by 

the biosynthesis method in the laboratory environment, 
the average particle size and clustering were determined 
by Transmission Electron Microscope (TEM) analysis. 
According to the TEM images of the NPs obtained, it can 
be said that the particles are formed in nano-size (<100 
nm). According to the TEM analysis results, it has 
confirmed that the morphology of Au-NPs is basically 
global. This finding is also consistent with the sharp shape 
of the UV-Vis peak. When Au-NPs are examined in terms 
of size distributions, these particles are in a spherical 
shape, and the size ranges were found to show a 
homogeneous distribution in the 5-15 nm range (Figure 5). 
This result also supports the results calculated from XRD 
analysis. 

 

 
Figure 5. TEM image of Au-NPs forms using A. aestivus extract 

 
Zeta Potential Study  
The stability of the synthesized Au-NPs was measured 

using zeta potential analysis. The value of the zeta 
potential provides information about the particle stability. 
As the zeta potential increases, the particles are 
prevented from coming together to form aggregates due 
to a greater electrostatic repulsion between the particles 
and the stability in the colloidal suspension increases. The 
behavior of particles in polar liquids is determined by the 
zeta potential values, not by the electrical charge on their 
surface.  

The zeta potential results of the nanoscale Au particles 
we synthesized in our research are given in Figure 6.  Au-
NPs obtained from A. aestivus extract were measured as -
24.1 mV and are moderately stable. 

 

 
Figure 6. Zeta potential image of Au-NPs form by using A. 

aestivus extract 
 
Dynamic Light Scattering (DLS) Study  
 In order to understand whether the nanoscale 

materials in the liquid medium are physically stable or not, 
the distribution of the particles is examined. Particle size 
and particle distributions can be obtained in dynamic light 
scattering (DLS) analysis. In this method, the most 
important parameter is the PdI (Poly dispersity index) 
value. If the PdI value is between 0.1 and 0.25, it can be 
said that the desired narrow distribution has been 
achieved.  

PdI values of AuNPs obtained from A. aestivus extract 
were obtained as 0.386. When the data obtained in this 
context are evaluated; Since the PdI value of the Au-NPs 
obtained by the biosynthesis method is between 0.25 and 
0.5, the particles are in narrow and wide distribution 
range.  When the DLS values are read on Figure 7, it is seen 
that the AuNPs obtained from the A. aestivus plant are 
formed in the range of 130-135 nm at 2 % and between 6-
15 nm at 98 %.  

 

 
Figure 7. DLS image of Au-NPs form by using A. aestivus 

extract 
 
Scanning Electron Microscopy (SEM) Study  
After conducting TEM, DLS, Zeta Potential analyzes of 

the synthesized Au-NPs, the particles in liquid form were 
dried and turned into powder form for SEM, XRD and FT-
IR analyzes. Scanning Electron Microscope (SEM) images 
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of AuNPs obtained from A. aestivus extract are given in 
Figure 8.   

Powdered metal-based nano-sized particles generally 
tend to show aggregation [1] . A clustering is clearly seen 
in SEM images obtained at different magnifications of Au-
NPs obtained by the biosynthesis method.  

 

 

 
 
Figure 8. SEM images of the Au-NPs at three different (100x, 

500x, 2kx) magnifications 
 
Fourier Transform Infrared Spectroscopy Study  
FTIR spectroscopy was performed to identify potential 

functional groups that allow the reduction of gold 
nanoparticles. Figure 9 shows the spectra from Au-NPs 
synthesized using the A. aestivus extract. 
 

 
Figure 9. FT-IR graph of Au-NPs form by using A. aestivus 

extract 
 
At the region of 2920 cm-1 the presence of C-H bond in 

xanthone [20] and other compounds in the plant extract 
is significant. Peak at 1752 cm-1 shows the C=O strechings. 
Peaks between 1500 and 1600 cm-1 are C-C aromatic bond 
peaks indicating the presence of aromatic components in 
the extract. Peaks seen in the region between 1400-1500 
cm-1 are related to the aromatic backbone in the extract. 
Peaks between 1300-1000 cm-1 were attributed to C-O-C 
stretch. When all the IR findings are evaluated together, it 
can be said that aromatic compounds such as xanthones, 
flavonoids, benzophenones are involved in the reduction 
and stabilization of gold nanoparticles. 

 
Chitosan Capping Study  
The zeta potential plot of nanoparticles obtained via 

biosynthesis is given in Figure 10. 
 

 
Figure 10.  Zeta potential image of Au-NPs capped with 

Chitosan biopolymer 
 
After biopolymer capping, the surface properties of 

the biosynthesized gold nanoparticles and the associated 
zeta potential have been changed from negative to 
positive and increased in absolute value. In the light of 
these data, it can be said that the stability of nanoparticles 
increased after chitosan capping.  

In the SEM image given in Figure 11 below, the 
biosynthesized gold nanoparticles coated with chitosan 
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are seen. As with the synthesized uncoated powder 
particles, it can be said that polymer coated Gold 
nanoparticles also tend to form clusters.  

 
Figure 11. SEM image (60k.x) of the biosynthesized Au-NPs 

coated with Chitosan biopolymer 
 
Cytotoxicity Study  
HUVEC cells have been accepted as a general model 

for toxicity determination of NPs [21].  Because these tests 
are important methods for colorimetric cell viability 
experiments  especially in the study of eukaryotic cell 
activity and they are widely used in cell proliferation and 
cytotoxicity analyzes. In this context in the study, the in-
vitro cytotoxicity of AuNPs and their polymer coated 
derivatives obtained from A. aestivus plants was 
evaluated using the MTT test on HUVEC cells for 24 and 48 
hours. First, HUVEC cells were incubated depending on 
the dose (µg / ml) of AuNPs and the polymer coated forms. 
Results were evaluated as % viability ± confidence 
interval. The obtained results were given in the form of a 
table with percentage (%) against  concentration of live 
cells (Figure 12 and 13).  

 

 
Figure 12.  HUVEC viability in the presence of Au-NPs assessed 

by MTT assay [(% viability ± confidence interval (95%, 
absolute)] 

 
Percentage viability values of both plant extract and 

biopolymer-coated AuNPs on the HUVEC cell decreased 
due to the increase in both time and concentration. 

However, by coating Au-NPs with Chitosan, cell viability 
appears to be higher than the uncoated forms in terms of 
both time and concentration. 

 

 
Figure 13.  HUVEC viability in the presence of Chitosan coated 

Au-NPs assessed by MTT assay [(% viability ± confidence 
interval (95%, absolute)] 

 
This is an expected result for a coating made with a 

biocompatible polymer. Cell viability increased 
significantly with chitosan coating, especially at high 
concentrations.  

 
Conclusion 
  

In this study, an economical, green, sustainable, rapid, 
mild and efficient method for synthesis of Au-NPs using A. 
aestivus extract has been demonstrated. At the same 
time, coating with Chitosan biopolymer was done by 
similar methods. Based on UV-visible spectrum, DLS and 
TEM analysis results, Au NPs of a small size were 
produced. While ± 30mV zeta value is required for a 
suspension to be physically stable [23], the measured -
24mV value of the synthesized Au-NPs can be said to be 
stable. It is understood that the groups determined by FT-
IR are favorable reducing and stabilizing agents. The 
synthesized nanoparticles were further stabilized by 
coating with chitosan biopolymer. The two types of 
nanoparticles synthesized showed little cytotoxic effect. 
Coating with chitosan reduced cytotoxicity, especially at 
high particle doses. It was determined that the coating 
with Chitosan increased the stability and decreased 
cytotoxicity. Of these particles synthesized and identified 
it is expected to have extensive other applications. 
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Vitamin D supplements are a beneficial health issue to benefit from insulin therapy. In those with T2DM, serum 
vit-D was checked and resuscitated. Serum vit-D was evaluated with its rich content. Serum vit D levels were 
statistically significantly lower in T2DM patients than in the control group. It was found to be significant in terms 
of the relationship between fasting blood sugar and vit-D and HbA1C. Vit-D in sugar will be used as a benefit 
from vit-D in patients with blood T2DM patients. The mean±SD vit-D level was 19.22±9.23 for the whole 
population with a fasting blood glucose level of 110 mg/dl or less, and 12.21±6.15 for people with a fasting blood 
glucose level above 130 mg/dl, and p<0.001. The relationship between vit-D level and fasting blood sugar is 
statistically significant with negative pearson correlation coefficient. Vit-D mean±SD 20.46±8.56 for the entire 
population with an HbA1C level equal to or lower than 6.5%, and 12.84±6% for individuals with a fasting blood 
glucose level above 6.5%, is 26 and p<0.001. The strong relationship between vit-D and fasting blood glucose 
and HbA1C is due to the fact that vit-D tends to specifically stimulate insulin production in β-pancreatic cells via 
the nuclear vit-D receptor (VDR) and that vit-D minimizes inflammation. Vit-D supplements are a beneficial 
health challenge to benefit from insulin therapy. Serum vit-D was checked in patients with T2DM. The serum 
has been evaluated with its rich content of vit-D. Serum vit-D levels were statistically significantly lower in T2DM 
patients compared to the control group. It was found to be significant in terms of the relationship between 
fasting blood sugar and vit-D and HbA1C. Vit-D in sugar will be used as a benefit from vit-D in blood T2DM 
patients. 
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Introduction 

Diabetes mellitus (DM) is an important chronic disease 
that occurs when the pancreas cannot produce enough 
insulin. It is a condition in which the body cannot 
adequately use the insulin it produces. It is the hormone 
insulin that regulates blood sugar. As a result of increased 
glucose or hyperglycemia, a typical effect of uncontrolled 
diabetes, many systems in the human body deteriorate 
over time. It is known that nerves and vessels are actually 
damaged [1]. DM is a heterogeneous disease 
characterized by hyperglycemia. There are two main types 
of diabetes patients. Type 1 diabetic (T1DM) is 
distinguished from other types of diabetes by the acute 
lack of insulin secretion. The other is Type 2 diabetic 
(T2DM), the cause is a mix of insulin resistance. Diabetes 
difficulties are becoming more regular and increasing 
rapidly in T2DM patients [2]. Lifestyle and genetic factors 
are the main causes of T2DM. People can control some 
factors such as obesity and diet, but other factors such as 
genetics, age and female gender are beyond personal 
control [3]. 

Although the effect of this is accepted, it is known that 
T2DM is caused by the body's insufficient use of insulin. 
T2DM accounts for the majority of the world's diabetic 
population [1]. Although the symptoms of T2DM are 
similar to those of T1DM, this type of diabetes has only 
been seen in adults, but is now increasing in children [4].  

Briefly, T2DM is defined by insulin resistance, high 
glucose levels, and a relative absence of insulin. In general, 
symptoms that should be considered first include 
increased hunger, thirst, weight loss, urination, feeling 
tired, and sores [1]. In the first years, many people have 
no symptoms and are diagnosed in routine tests [5]. 
Various health problems related to T2DM are: Cushing's 
syndrome, acromegaly, hyperthyroidism, it is effective in 
some types of cancer. In addition, cancer patients have a 
higher risk of death if they have diabetes [6]. T2DM has a 
role in testosterone deficiency in men [7].  

The type of fat in the diet is important, trans fatty acids 
or saturated fats increase the risk, but monounsaturated 
and polyunsaturated fats reduce the risk [3]. 

Both types of diabetes (WHO) defined their symptoms 
as a single glucose increase. In the fasting state, plasma 
glucose is equal to or greater than 126mg/dl. Random 
blood glucose greater than 200 mg/dl. Glycosed 
hemoglobin (HbA1C) ≥6.5% is another way to diagnose 
diabetes [5]. The degree of diagnosis of diabetes depends 
on the relationship between glucose tolerance test 
results, fasting glucose or HbA1C. Random or fasting blood 
glucose is preferred over the glucose tolerance test (GTT). 
This is because (FBS and RBS) is more accessible and easier 
for individuals. HbA1C has focal points where fasting is not 
required and the result is more stable than (FBS and RBS). 
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However, this is a disadvantage as the test is more 
expensive than blood glucose measurement[8]. 

T2DM is defined by the high glucose level in the blood 
associated with insulin resistance and proportional insulin 
deficiency. Both types of diabetes may be widely 
recognized depending on the conditions present [9]. The 
onset of T2DM can be delayed or prevented by adequate 
diet and normal exercise [10]. It is known that bad 
lifestyles such as being overweight, malnutrition, physical 
inactivity, stress and urbanization, which are important 
factors in the development of obesity and T2DM, are 
effective. The risk of diabetes can be reduced by more 
than half with drastic lifestyle actions [11].  

The advantage of physical activity arises regardless of 
the individual's initial weight or subsequent weight loss 
[12]. With a high level of physical activity, the risk of DM 
can be reduced by approximately 28% [13]. Evidence to 
serve dietary changes alone is limited [14]. Some evidence 
for an eating routine includes high amounts of green 
vegetables, and some are important data for limiting the 
intake of the sweet drink[15]. There is indeed an 
association between increased consumption of sugar-
sweetened fruit juice and diabetes, although there is no 
evidence of an association with 100% fruit juice [16].  

In 2019, a study discovered evidence of the advantage 
of dietary fiber [17]. A healthy diet and exercise play a very 
important role in diabetes[8]. Better results are obtained 
with more exercise[18]. Exercise improves glucose 
control, lowers blood lipid levels, and decreases body fat 
content [14]. Lowering HbA1C and insulin resistance are 
positively affected when aerobic exercise is performed 
[19]. This type of eating routine of calorie restriction is 
widely recommended for weight loss. In addition, other 
recommendations include a diet containing vegetables, 
fruits, reduced saturated fat and low-fat dairy products 
[20]. DM is popular in both the developing and developed 
population and remains so around the world [21]. 

There are several forms of vit-D. Vit-D3 and vit-D2, also 
known as cholecalciferol and ergocalciferol, are the two 
main forms of vit-D. forms such as vit-D1 (a mixture of 
lumisterol and ergocalciferol compounds), vit-D4 (22-
dihydroxyergocalciferol) and vit-D5 (cytocalciferol). In 
1931, vit-D2 was chemically characterized. In 1935, the 
chemical formation of vit-D3 (7-dehydrocholesterol) was 
identified as the product of UV radiation. It is a diverse 
chemical form of vit-D in steroids that breaks one of the 
steroid ring bonds. The main structural difference 
between vit-D2 and vit-D3 is that vit-D2 has a double bond 
between carbon 22 and carbon 23 in the side chain, 
furthermore it contains a methyl group at carbon [22]. 

Wrong or excessive dietary factors are a factor in the 
risk of developing T2DM. Excessive use of sugar is 
associated with increased risk [23]. Processed 
carbohydrates play a key role in increasing the risk when 
consumed excessively [24]. Vit-D becomes active by 
eating foods containing vit-D and taking sunlight naturally. 
Vit-D is effective on skeletal health, cardiovascular 
disease, T2DM and various other diseases. As many 
studies have shown, patients with T2DM have been 

reported to have low serum vit-D [2]. In the liver, 
ergocalciferol and cholecalciferol hydroxylate molecules 
are converted to 25-hydroxy [25(OH)D2 and 25(OH)D3], 
the main metabolite of vit-D [25]. 25(OH)D hydrosylate to 
1,25-dihydroxy vit-D [1.25(OH)2D2 and 1,25(OH)2D3] in 
the kidney and this active form binds to the vit-D receptor 
and its biological activities improve [1]. The protective role 
of vit-D in T2DM is known, and induction of the insulin 
receptor gene is known. The relationship of 25(OH)D with 
β-cell function and insulin resistance in T2DM patients has 
been expressed in many studies.1,25(OH) 2D The active 
form of vit-D increases the insulin sensitivity (IS) of insulin 
target tissues. It increases the biosynthetic limit of β-cells. 
It aids in transformation. In this process, it converts from 
proinsulin to insulin, reduces fat and increases muscle 
mass. Thus, it improves insulin sensitivity (IS) [26]. 
However, the basic mechanism for how 25(OH)D affects 
the evolution and development of T2DM is not entirely 
clear in middle-aged subjects. Ranges of vit-D in human 
body; deficiency is <20 ng/ml, insufficient between 20 to 
29 ng/ml, normal 30 to100ng/ml, toxic>100 ng/ml [27]. 

Vit-D2 is usually found in fungi, while vit-D3 is found in 
animal sources [28]. Form vit-D2 ergosterol by UV 
irradiation. The calcitriol form of the vit-D receptor is the 
most potent natural ligand that mediates most of the 
physiological effects of the vitamin [29]. It modulates the 
response of organs to microbial pathogens by activating 
the innate immune system [30]. 

 

Fig 1.1. Hydroxylation of cholecalciferol to calcifediol in liver 
 

 

Fig 1.2. Hydroxylation of calcifediol to calcitriol in kidney 
 
Generally, 25(OH)D serum concentration is used to 

evaluate the vit-D form. It is converted to 25(OH)D giving 
an accurate picture of vit-D status in serum. The serum 
level of 1.25(OH)D is characteristically not used to assess 
vit-D form as it is also controlled by certain hormones in 
the human body [31]. 

Vit-D deficiency is mainly due to insufficient exposure 
to sunlight [30]. Insufficient dietary intake of vit-D may 
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cause its deficiency [32]. This deficiency affects bone 
mineralization and causes bone diseases, including 
rickets, in children. It may also contribute to an increased 
risk of osteomalacia and osteoporosis in adults [26,32]. 
Weakness of the muscles increases the risk of falling, as 
well as the risk of fractures in adults. There are one billion 
people in the world who are either deficient or deficient 
in vit-D [26]. People who appear to be overweight or 
obese are at increased risk for vit-D deficiency [33]. 
Clothing that conceals a significant portion of human skin 
is associated with a lower vit-D value and an increased 
popularity of hypovitaminosis D [34]. In countries far from 
the equator, the amount and intensity of sunlight varies 
more seasonally [35]. 

Vit-D tends to specifically stimulate insulin production 
in β-pancreatic cells via the nuclear vit-D receptor (VDR). 
This method helps in minimizing vit-D inflammation. It is 
an important process in inducing insulin resistance [2,7]. 
Treatment of vit-D deficiency depends on the degree of 
deficiency. The lower the concentration of serum 25(OH)D 
prior to treatment, the higher the dose required to rapidly 
achieve an appropriate serum vit-D level [26]. 

The aim of the study is to emphasize the experimental 
results and to emphasize the necessity of periodically 
measuring the Vit D value in T2DM patients as a result of 
this significant increase in the HbA1C value in T2DM 
patients. In this context, studies related to the fact that 
vit-D, Ca and Mg are responsible for increasing intestinal 
absorption and that it is very important to measure Ca and 
Mg values periodically in T2DM patients with Vit D 
deficiency are to follow up with contributing experimental 
results. 

 
Materials and Method 

 
Individuals visiting the endocrine and diabetes unit of 

the teaching hospital and the emergency teaching 
hospital and appropriate sampling techniques were used. 
There were 70 diabetes patients in the study.The 
following cases were excluded in this sampling process. 
Those with chronic liver disease, those with chronic kidney 
disease, those with thyroid disease, patients using folic 
acid and multivitamin (A–Z) or vit-B12 and iron, patients 
taking Ca and Mg supplements, patients using insulin, 
pregnant women, inflammatory conditions and T2DM 
patients . Diabetics and control group the results obtained 
in this study were compared. He was fasted overnight for 
testing before blood samples were taken. The study group 
was selected between the ages of 35 and 75. Informed 
consent was obtained from each participant before 
starting the study. Required ethical permission was 
obtained and all procedures and questionnaires were 
studied in accordance with the procedure. Patients are 
equal to or less than 5 years according to the duration of 
diabetes. Selected from people over 5 years. Patients 
were evaluated according to their smoking habits. BMI for 
each participant was determined by dividing weight in 
kilograms (kg) by height in meters squared. BMI from 18.5 
to 24.9 kg/m2 was considered normal weight. A BMI of 25 

to 29.9 kg/m2 was considered overweight. BMI equal to 
or greater than 30kg/m2 was considered obese. BMI uses 
heights and weights to assess the fall of an adult who is 
underweight, healthy weight, overweight or obese. BMI= 
weight(kg)/height2m2[36]. Diabetes status (Glycemic 
control): Glycated Hemoglobin was measured for all 
diabetic patient:HbA1c less than 6.5% was considered 
good control. HbA1c equal to, or more than 6.5% was 
considered fair control. 
 

Lipid Profile Status 
Total serum cholesterol and lipids were performed 

according to the guidelines of the national cholesterol 
education program. Total serum cholesterol below 200 
mg/dl was considered normal. Total serum cholesterol 
equal to or greater than 200 mg/dl was considered as 
hypercholesterolemia. S.TG lower than 150 mg/dl was 
considered normal. S.TG equal and above 150 mg/dl was 
considered high. S.HDL-C below 40 mg/dl was considered 
low level. S.HDL-C between 40 and 60 mg/dl was accepted 
as normal level. S.HDL-C more than 60 mg/dl was 
considered high level. S.LDL-C of less than 130 mg/dl was 
considered optimal. Equal to S.LDL-C and greater than 130 
mg/dl were considered as a high risk factor. Serum vit-
D<10ng/ml was considered deficient. Serum vit-D was 
considered insufficient between 10 and 30 ng/dl. Serum 
vit-D >30ng/ml was accepted as the normal range. 
 

Collection and Processing of Blood Sample 
Participants who attended the morning endocrine and 

diabetes unit from T2DM patients diagnosed according to 
the WHO protocol fasted for 12 to 14 hours. Vinous blood 
samples (6 ml) were taken between 8:30 and 11:30 in the 
morning from the antecubital vein using a vacutainer. 2 ml 
were immediately collected into a vacuum tube 
containing K3 EDTA as anticoagulant for HbA1c 
estimation. The remaining 4 ml were collected in 
vacutainer system gel separator tubes. Serum was 
separated from whole blood after coagulation using 
centrifugation (HITACHI centrifuge, model O5P-21) for 8 
min at 6000rpm. Serum glucose was immediately 
processed to measure total cholesterol, triglycerides, HDL, 
LDL and vit-D. 
 

Biochemical Analysis 
Most of the tests were performed by the cobas c 311 

and cobas6000 devices for laboratory analyze, and here 
we review all these tests.The sugar level is detected by 
using glucose HK Gen.3 300 tests Roche(Hitachi) cobas 
c311,cobas c501/502 with reference no. 04404483 
190.The cholesterol level is detected by using cholesterol 
gen.2 400 tests roche (hitachi) cobas c311, cobas 
c501/502 with reference no. 03039773 190.The 
triglyceride level is detected by using triglyceride. 250 
tests roche (hitachi) cobas c311, cobas c 501/502 with 
reference no. 20767107 322.The HDL level is detected by 
using tests roche (hitachi) cobas c311, cobas c 501/502 
with reference no. 07528566 190.The LDL level is detected 
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by using   tests roche (hitachi) cobas c311, cobas c 501/502 
with reference no.07005717 190.The detection of serum 
vit-D3 is performed by using vit-D3 total 25-hydroxy vit-D3 
kit (roche) with reference number 05894913 190 and 
modular analytics cobas e 601, cobas e 602 and E170 
cobas e 411.Determination of HbA1c level was done by 
(HPLC D10) auto analyzer device [37, 38, 39, 40]. 

 
Statistical Analysis 
Statistical package version (23) for the social sciences 

program was used in the analysis of our data. The t-test 
was used to compare the ratios. A p value of ≤0.05 is 
considered statistically significant, while a p value of 0.01 
is considered statistically highly significant. One-way 
anova was used for comparison between more than two 
groups. The correlation coefficient between study 
parameters was determined using the pearson 
correlation. 
 
Results And Discussion 
 

General Characteristic of Studied Participants 
for Frequency Distribution 

In this study, 70 T2DM patients and 25 healthy controls 
were compared. Research participants were 46 men and 
49 women. The study included 79 subjects, 83.2% of 
whom were non-smokers and 73.7% of 70 subjects who 
did not exercise, whereas 16 smokers were 16.8% and 25 
physically active 26.3%. 17.9% of 17 people are aged 40 or 
younger and 82.1% of 78 people are older than 40. 
Diabetes duration of 33.7% of 32 patients is 5 years or less, 
40% of 38 patients have diabetes duration of more than 5 
years. 16.8% of 16 patients are less than 25kg/m2, 32.6% 
of 31 patients are with 25 between 29.9kg/m2 and 50.6% 
of 48 people are over 30kg/m2 (Table 3.1). 
Table 3.1. General characteristic of studied participants for frequency 

distribution 

Subject characteristics 
(n=95) 

Frequency Distribution 
Frequency (n) Percentage (%) 

Subject 
categorizes 

Control 25 26.3 
Diabetic 70 73.7 

Age (years) 
≤40 years 17 17.9 
>40 years 78 82.1 

Gender 
Male 46 48.4 

Female 49 51.6 

BMI 
<25kg/m2 16 16.8 

25-29.9 kg/m2 31 32.6 
>30 kg/m2 48 50.6 

Duration of 
diabetes 
(years) 

≤5 years 32 33.7 
>5 years 38 40.0 

No 
Duration(control) 25 26.3 

Family 
history of 
diabetes 

Positive 61 64.2 

Negative 34 35.8 

Exercise 
Yes 25 26.3 
No 70 73.7 

Smoking 
Yes 16 16.8 
No 79 83.2 

General Characteristics of Biochemical 
Indicators for Frequency Distribution 

The biochemical indicators for this study were: 37.9% 
of 36 subjects had glucose less than or equal to 110 mg/dl, 
and 62.1% of 59 subjects had glucose greater than 110 
mg/dl. 34.7% of 33 people had an HbA1c below 6.5% and 
65.3% of 62 people had an HbA1c equal to or more than 
6.5%. 34.7% of 33 subjects had vit-D less than 10 ng/ml, 
53.7% of 51 subjects had between 10 and 29.9, and 11.6% 
of 11 subjects had equal or more than 30ng/ml. 27.4% of 
26 subjects had less than or equal to 1.7 mg/dl and 72.5% 
of 69 subjects had more than 1.7 mg/dl. 22.1% of 21 
subjects were less than 9 mg/dl and 77.9% of 74 subjects 
were equal to or more than 9 mg/dl. 68.4% of 65 people 
had cholesterol less than 200 mg/dl and 31.6% of 30 
people had 200 mg/dl or more. It is more than 150 mg/dl. 
The HDL value of 32 people was 33.7% lower than 40mg/dl 
and 66.3% equal and more than 40mg/dl in 63 people. LDL 
value of 71 people is 74.7% lower than 130mg/dl and 
25.3% of 41 people have equal or more than 130mg/dl 
(Table 3.2). 
 
Table 3.2. General characteristics of biochemical indicators for frequency 

distribution 
Biochemical indicators Frequency Distribution 

Frequency 
(n) 

Percentage 
(%) 

Glucose 
 

≤110 mg/dl 
>110 mg/dl 

36 
59 

37.9 
62.1 

HbA1c (%) 
 

<6.5 % 
>=6.5 % 

33 
62 

34.7 
65.3 

Vitamin D <10 ng/ml 
10-29.9 ng/ml 

>=30 ng/ml 

33 
51 
11 

34.7 
53.7 
11.6 

Cholesterol 
(mg/dl) 

 

<200 
>=200 

65 
30 

68.4 
31.6 

Triglyceride 
 

≤150 mg/dl 
>150 mg/dl 

34 
61 

35.8 
64.2 

HDL  
<40 mg/dl 
≥40 mg/dl 

32 
63 

33.7 
66.3 

LDL  
<130 mg/dl 

>=130 mg/dl 

71 
41 

74.7 
25.3 

 
Patients and Subjects Characteristics according 

to Control, and Diabetic Patients 
In this table, we compare all the characteristics 

according to the control and diabetes patients. The 
mean±SD for control age was 42.48 ±8.11 and 52.12 ±9.09 
for diabetic patients, p<0.001. 11 (44.0%) of the controls 
were male, 14 (56.0%) were female, 35 (50.0%) of the 
diabetic patients were male and 35 (50.0%) were female, 
and the p value was not significant. The mean±SD of the 
control BMI were 26.90±4.09 and 30.52±4.56 for diabetic 
patients with p<0.01. 20 (80.0%) of the controls had a 
positive family history of diabetes, 5 (20.0%) had a 
negative family history, 41 (58.6%) had a positive family 
history, and 29 (41.4%) had a negative diabetes history 
p<0.05. . 32 of the patients (45.7%) had diabetes duration 
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of 5 years or less, 38 (54.3%) had diabetes duration of 
more than 5 years. Nine of the controls (36.0%) were 
physically active and 16 of the controls (64.0%) were 
physically inactive, 16 of the patients (22.9%) were 
physically active, and 54 (77.1%) of the patients were 
physically active without making any sense. not active. Of 
the controls, 5 (20.0%) were smokers and 20 (80.0%) were 
non-smokers, 11 (15.7%) of the diabetic patients were 
smokers and 59 (84.3%) were non-smokers. The mean±SD 
of glucose was 93.48±8.48 for controls and 176.64±59.90 
for diabetic patients, p<0.001. The mean±SD of HbA1c was 
5.28±0.19 for controls and 8.81±1.71 for diabetic patients, 
with p<0.001. The mean±SD of vit-D was 21.09±8.54 for 
controls and 13.48±6.77 for diabetic patients, with 
p<0.001. The mean±SD of cholesterol was 176.16±27.63 
for controls and 178.44±41.61 for diabetic patients, and 
the p-value was not significant. The mean±SD of 
triglycerate was 133.84±57.70 for controls and 
203.24±80.88 for diabetic patients, p<0.001. The 
mean±SD of HDL was 47.00±8.10 for controls and 
42.3±8.59 for diabetic patients, p<0.01. The mean±SD of 
LDL was 109.16±25.10 for controls and 100.65±39.40 for 
diabetic patients and was not significant in the p-value 
(Table 3.3). 
 
Table 3.3. Patients and subjects characteristics according to control, and diabetic 

patients 

Subjects, characteristics 
(n=95) 

Frequency Distribution or 
Mean±SD 

 
p-value 

Controls 
(n=25) 

Diabetic 
(n=70) 

Age (years) 42.48 ±8.11 52.12 ±9.09 <0.001 

Gender Male 
Female 

11(44.0%) 
14(56.0%) 

35(50.0%) 
35(50.0%) 

NS 
 

BMI (kg/m2) 26.90±4.09 30.52±4.56 <0.01 

Family history 
of diabetes 

Positive 
Negative 

20(80.0%) 
5(20.0%) 

41(58.6%) 
29(41.4%) <0.05 

Duration of  
diabetes 

≤5 years 
>5 years No Diabetic 32(45.7%) 

38(54.3%) 
 
 

Exercise Yes 
No 

9(36.0%) 
16(64.0%) 

16(22.9%) 
54(77.1%) NS 

Smoking Yes 
No 

5(20.0%) 
20(80.0%) 

11(15.7%) 
59(84.3%) NS 

Glucose (mg/dl) 93.48±8.48 176.64±59.90 <0.001 

HbA1c (%) 5.28±0.19 8.81±1.71 <0.001 

Vit.D (ng/ml) 21.09±8.54 13.48±6.77 <0.001 

Cholesterol (mg/dl) 176.16±27.63 178.44±41.61 NS 

Triglyceride (mg/dl) 133.84±57.70 203.24±80.88 <0.001 

HDL (mg/dl) 47.00±8.10 42.3±8.59 <0.01 

LDL (mg/dl) 109.16±25.10 100.65±39.40 NS 

NS: Statistically No significant. p-value<0.05 is considered significant, p-value> 
0.05 is considered No significant. Independent t-test and Chi-square was 
performed for statistical analysis. 

 
 
 

Vitamin D Level in T2dm Patients, and Healthy 
Subjects in Relations with Age Group 

The vit-D mean±SD of T2DM patients aged 40 years or 
less was 14.39±3.20, and the vit-D mean±SD of T2DM 
patients older than 40 years was 13.43±6.94, which was 
not significant. The vit-D mean±SD of healthy individuals 
aged 40 and over was 17.99±8.65, and the vit-D mean±SD 
of healthy individuals older than 40 years was 24.46±7.34 
non-significant p-value (Table 3.4 ). 

 
Table 3.4. Vit- D level in T2DM patients, and healthy subjects in relations with 

age group 

Parameter 
Diabetic  (n=70) Mean ±SD Controls  (n=25) Mean ±SD 

<=40 year 
(n=4) 

>40 year 
(n=66) 

p-
value 

<=40 year 
(n=13) 

40 year 
(n=12) 

p-
value 

Vit.D 14.39±3.20 13.43±6.94 NS 17.99±8.65 24.46±7.34 NS 

NS : Statistically No Significant 
 
Vitamin D level in T2DM patients, and healthy 

subjects in relations with BMI group. 
In the comparison between the vit-D of a T2DM 

patient and a healthy subject in the BMI group, the 
mean±SD of vit-D was 19.03±10.98, and the mean±SD for 
T2DM patients with a BMI of less than 25 kg/m2. Vit-D 
mean±SD for T2DM patients with a BMI between 25-
29.9kg/m2 is 14.41±6.66 and for T2DM patients with a 
BMI equal to and above 30 kg/m2, the mean±SD of vit-D 
is 11.84±5.51 and p<0.05 is. In healthy individuals with a 
BMI less than 25 kg/m2, vit-D mean±SD is 26.79±7.86, in 
healthy individuals with a BMI between 25-29.9kg/m2, vit-
D mean±SD is 18.86 is . In healthy individuals with equal 
BMI and greater than 30kg/m2, vit-D was 18.86±2.83 and 
mean±SD was 16.90±7.58 and p<0.05 (Table 3.5). 

 
Table 3.5.Vit-D level in T2DM patients, and healthy subjects in relations with BMI 

group 

Pa
ra

m
et

er
 Diabetic  (n=70) Mean ±SD 

<25 kg/m2 

(n=6) 
25-29.9 kg/m2n  

(n=28) 
>=30  kg/m2 

(n=36) 
p-

value 

Vit.D 19.03±10.98 14.41±6.66 11.84±5.51 <0.05 

Pa
ra

m
et

er
 Controls  (n=25) Mean ±SD 

<25 kg/m2 

(n=10) 
25-29.9 kg/m2   

(n=3) 
>=30  kg/m2 

(n=12) 
p-

value 

Vit.D 26.79±7.86 18.86±2.83 16.90±7.58 <0.05 

NS : Statistically No Significant 

 
Vitamin D level in T2DM Patients, and Healthy 

Subjects in Relations with Gender Group 
Between the vit-D of T2DM patients and healthy 

subjects in the gender group, the mean±SD of vit-D for 
T2DM patients was 14.90±5.71 for male and 12.07±7.51 
for female, and the p-value was not significant. For males, 
the mean±SD of vit-D for healthy subjects was 
22.72±10.37 and for females 19.81±6.93, which was not 
significant in the p-value (Table 3.6). 
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Table 3.6. Vit-D level in T2DM patients, and healthy subjects in relations with 
gender group 

Pa
ra

m
et

er
 Diabetic 

(n=70)Mean ±SD 
Controls 

(n=25)Mean ±SD 
Male 

(n=35) 
Female 
(n=35) 

p-
va

lu
e Male 

(n=11) 
Female 
(n=14) 

p-
va

lu
e 

Vit.

D 

14.90±5

.71 

12.07±7

.51 

N

S 

22.72±10

.37 

19.81±6

.93 

N

S 

NS : Statistically No Significant 

Vitamin D Level in T2dm Patients, and Healthy 
Subjects in Relations with Physical Activity Group 

Between vit-D of T2DM patients and healthy subjects 
in the physical activity group, mean±SD of vit-D for T2DM 
patients was 14.87±6.32 for active subjects and 13.08±6 
for inactive subjects, It is 91 and there is no significant 
difference. For active people, mean±SD of vit-D was 
21.92±9.33 in healthy subjects and 20.63±8.35 for inactive 
subjects, which was not significant in p-value (Table 3.7). 
Table 3.7.Vit-D'nin level in T2DM patients, and healthy subjects in relations with 

physical activity group 

Pa
ra

m
et

er
 Diabetic 

(n=70)Mean ±SD 
Controls 

(n=25)Mean ±SD 

Yes 
(n=16) 

No 
(n=54) p-

va
lu

e 

Yes 
(n=9) 

No 
(n=16) p-

va
lu

e 

Vit.D 14.87±6.32 13.08±6.91 NS 21.92±9.33 20.63±8.35 NS 

NS : Statistically No Significant 
Vit- D Level in T2DM Patients, and Healthy 

Subjects in Relations with Smoking Group 
For T2DM patients, the mean±SD of vit-D was 

13.79±5.10 for smokers and 13.43±7.08 for non-smokers, 
which was not significant in p. For smokers, mean±SD of 
vit-D was 25.37±8.96 in healthy subjects and 20.02±8.32 
in non-smokers, and the p-value was not significant (Table 
3.8). 
Table 3.8.Vit-D'nin level in T2DM patients, and healthy subjects in relations with 

smoking group 

Pa
ra

m
et

er
 

Diabetic   
(n=70)Mean ±SD 

Controls   
(n=25)Mean ±SD 

Yes 
(n=11) 

No 
(n=59) 

p-
va

lu
e Yes 

(n=4) 
No 

(n=18) 

p-
va

lu
e 

Vit.D 13.79±5.10 13.43±7.08 NS 25.37±8.96 20.02±8.32 NS 
NS : Statistically No Significant 

Vitamin D Level in T2DM Patients, and Healthy 
Subjects in Relations with Family History Group 

Mean±SD of vit-D for T2DM patients with negative 
family history was 14.50±7.36 and 12.05±5.66 for positive 
family history, and there was no significant difference. p-
value. The mean±SD of vit-D was 21.00±7.95 for healthy 
subjects for negative family history and 21.46±11.70 for 
positive family history, the p-value was not significant 
(Table 3.9). 
 
Table3.9.Vit-D'nin level in T2DM patients, and healthy subjects in relations with 

family history group 

Pa
ra

m
et

er
 Diabetic 

(n=70)Mean ±SD 
Controls 

(n=25)Mean ±SD 
Negative 

(n=41) 
Positive 
(n=29) 

p-
va

lu
e Negative 

(n=20) 
Positive 

(n=5) 

p-
va

lu
e 

Vit.D 14.50±7.36 12.05±5.66 NS 21.00±7.95 21.46±11.70 NS 

 
Vitamin D Level in T2DM Patients in Relations 

with Duration Group 
The mean±SD of vit-D for equal and less than five years 

for T2DM patients was 13.81±7.54 and 13.21±615 for 
more than five years. not significant in p-value (Table 
3.10). 
 
Table3.10.Vit-D'nin level in T2DM patients in relations with duration group 

Pa
ra

m
et

er
 Diabetic  (n=70)Mean ±SD 

<=5 year 
(n=32) 

>5 year 
(n=38) p-

va
lu

e 

Vit.D 13.81±7.54 13.21±6.15 NS 

NS : Statistically No Significant 
 

Vitamin D Level in T2DM Patients, and Healthy 
Subjects in Relations with Cholesterol 

For T2DM patients with cholesterol less than 
200mg/dl, the mean±SD of vit-D is 14.49±7.22, and the p 
value of 11.68±5.57 is not significant if the cholesterol 
value is greater than or equal to 200mg/dl. The mean±SD 
of vit-D is 19.61±8.44 in healthy individuals with a 
cholesterol value of less than 200mg/dl, and 27.02±6.65 
in individuals with a cholesterol value equal to or greater 
than 200mg/dl (Table3.11).

 
Table 3.11. Vit-D'nin level in T2DM patients, and healthy subjects in relations with cholesterol 

 
Parameter 

Diabetic  (n=70)Mean ±SD Controls  (n=25)Mean ±SD 

Serum total 
cholesterol 
level<200 

(n=45) 

Serum total 
cholesterol 
level>=200 

(n=25) 

p-value Serum total 
cholesterol 
level<200 

(n=20) 

Serum total 
cholesterol 
level>=200 

(n=5) 

p-value 

Vit.D 14.49±7.22 11.68±5.57 NS 19.61±8.44 27.02±6.65 NS 

NS : Statistically No Significant
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Vitamin D Level in T2DM Patients, and Healthy 
Subjects in Relations with Triglyceride Group 

The mean±SD of vit-D for T2DM patients with vit-D is 
14.84±7.67 for T2DM patients with triglyceride level less 
than 150mg/dl and the value is equal to or greater than 

150mg/dl for patients with high triglyceride level being 
13.02±6.45 and not significant in the p-value. In healthy 
subjects with a triglyceride value less than 150 mg/dl, the 
mean±SD of vit-D is 18.82±7.57 and for individuals with a 
triglyceride value equal to or greater than 150 mg/dl, it is 
25.13±9.11 and in terms of p is not significant (Table 3.12). 

 
Table3.12. Vit-D'nin level in T2DM patients, and healthy subjects in relations with triglyceride group 

Parameter 

Diabetic  (n=70)Mean ±SD Controls  (n=25)Mean ±SD 

Serum total  
Triglyceride 

level<150(n=18) 

Serum total  
Triglyceride 

level>=150(n=52) 
p-value Serum total  Triglyceride 

level<150(n=16) 

Serum total  
Triglyceride 

level>=150(n=9) 
p-value 

Vit.D 14.84±7.67 13.02±6.45 NS 18.82±7.57 25.13±9.11 NS 

NS : Statistically No Significant 
 

Vitamin D Level in T2DM Patients, and Healthy 
Subjects in Relations with HDL Group 

The mean±SD of vit-D for T2DM patients with vit-D and 
HDL less than 40mg/dl for T2DM patients and 40mg/dl for 
patients with HDL is 13.18±6.81 while it was 13.68±6.83 

and it was not significant in the p-value. The mean±SD of 
vit-D is 21.50±8.78 in healthy individuals with HDL value 
less than 40mg/dl, and 21.02±8.71 in individuals with HDL 
value equal to or greater than 40mg/dl. and p is not 
significant (Table 3.13). 

 
Table3.13. Vit-D'nin level in T2DM patients, and healthy subjects in relations with HDL group 

Parameter 

Diabetic  (n=70)Mean ±SD Controls  (n=25)Mean ±SD 

Serum HDL 
Level<40(n=28) 

Serum HDL 
Level>=40(n=42) p-value Serum HDL 

Level<40(n=4) 
Serum HDL 

Level>=40(n=21) p-value 

Vit.D 13.18±6.81 13.68±6.83 NS 21.50±8.78 21.02±8.71 NS 

NS : Statistically No Significant 
 

Vitamin D level in T2DM Patients, and Healthy 
Subjects in Relations with LDL Group 

Vit-D of T2DM patients and 12.39±6.00 p if the mean 
±SD of vit-D for T2DM patients with LDL value less than 
130 mg/dl is 13.89±7.05 and LDL value is greater than or 

equal to 130mg/dl value is not significant. In healthy 
individuals with LDL value below 130 mg/dl, mean±SD of 
vit-D is 21.51±7.90 and in individuals with LDL value equal 
to or more than 130 mg/dl, 19.42±11,71 and there is no 
significant difference (Table 3.14). 

 
Table 3.14. Vit-D level in T2DM patients, and healthy subjects in relations with LDL group 

Parameter 

Diabetic  (n=70)Mean ±SD Controls  (n=25)Mean ±SD 

Serum LDL 

Level<130(n=51) 

Serum LDL 

Level>=130(n=19) 
p-value 

Serum LDL 

Level<130(n=20) 

Serum LDL 

Level>=130(n=5) 
p-value 

Vit.D 13.89±7.05 12.39±6.00 NS 21.51±7.90 19.42±11.71 NS 

NS : Statistically No Significant 
 

Vitamin D Level in whole Study Population in 
Relations with Fasting Blood Glucose Level Group 

The mean±SD of vit-D for the entire study population 
with vit-D level equal to or lower than 110mg/dl and 
fasting blood glucose was 19.22±9.23, and fasting blood 
glucose above 130mg/dl. persons with p<0.001 and 
12.21±6.15 (Table 3.15). 

 
Table 3.15. Vit-D'nin level in whole study population in relations with fasting 

blood glucose level group 

Parameter 

Whole study population (n=92)Mean ±SD 
Fasting blood 
glucose level 
<=110 g/dl(n=36) 

Fasting blood 
glucose level 
>110 mg/dl(n=59) 

p-value 

Vit.D 19.22±9.23 12.21±6.15 <0.001 
NS : Statistically No Significant 
 

Vitamin D Level in whole Study Population in 
Relations with HbA1C Level Group 

The vit-D mean±SD is 20.46±8.56 for the entire 
population with a vit- D level and an HbA1C level equal to 
or less than 6.5% in the entire study population and a 
blood glucose level above 6.5% for fasting subjects 
p<0.001 and 12.84±6.26 (Table 3.16). 
 
Table3.16. Vitamin D level in whole study population in relations with HbA1C 

level group 
Parameter Whole study population (n=92) Mean ±SD 

HbA1C 
level<6.5 
(n=33) 

HbA1C 
level>=6.5(n=62) 

p-
value 

Vit.D 20.46±8.56 12.84±6.26 <0.001 
NS : Statistically No Significant 



Ahmed, Sarı / Cumhuriyet Sci. J., 43(3) (2022) 423-431 
 

430 

Correlation Between Vitamin D and other 
Parameters in the Study Population 

According to the pearson correlation coefficient (r), 
results in the entire study population showed that there 
was no negative significant correlation between vit-D level 
[age group, cholesteroll, and LDL level (r=-0.105, p=0.313) 
each. (r=-0.109, p=0.292), (r=-0.091, p=0.383)], vit-D level 
had a negative and low significant correlation with 
triglyceride (r=-0.209, p<0.05), vit-D level, [had a negative 
high significant correlation with BMI, fasting blood 
glucose and HbA1C (r=-0.308, p<0.01), (r=-0.334, 
p<0.01)),(r=-0.380, p<0.001), respectively, vit-D level did 
not have a positive and significant relationship with HDL 
(r=0.100, p=0.336) (Table 3.20). 
 
Table 3.20.  Correlation between vitamin D and other parameters in the study 

population 
Parameter (r) p-value 

Age (year) -0.105 0.313 
BMI(Kg/m2) -0.308** <0.01 
Cholesterol -0.109 0.292 
Triglycerides -0.209* <0.05 
HDL 0.100 0.336 
LDL -0.091 0.383 
FBS -0.334** <0.01 
HbA1c -0.380** <0.001 

 
T2DM is a metabolic problem that occurs by reducing 

insulin secretion from pancreatic β-cells, hyperglycemia 
and insulin resistance. The increase in the prevalence of 
diabetes is mostly linked to poor lifestyle habits and 
obesity. Obesity is the main health problem mostly 
associated with T2DM and causes increased mortality and 
morbidity. The disclosure of T2DM levels represents a 
worldwide health problem. Even as changes in diet, 
obesity levels and physical activity underlying genetic 
hazard factors turn out to be fueling this epidemic, other 
environmental variables may be compelling in curing 
T2DM. T2DM is known to be a worldwide health problem. 
Other environmental variables may be compelling in 
curing T2DM, even if changes in diet, obesity levels, and 
physical activity underlying genetic hazard factors in this 
disease turn out to be fueling this epidemic [4]. The data 
in our study confirmed that there was no significant 
relationship between the patient and control group and 
each group (age, gender, activity, smoking, family history, 
duration) in relation to vit-D. Similar observations have 
been reported in similar studies [2,4]. Body mass index 
(BMI) is known as the body weight divided by the square 
of height and is properly expressed in kg/m2. In this study, 
the pearson correlation coefficient (r) was negative 
between the patient's vit-D (BMI) group. and the decrease 
in vit-D value was shown with the increase in BMI value 
due to control. Similar observations have been reported 
in similar studies [4]. In our study, the data confirmed that 
there was no statistically significant relationship between 
vit-D and cholesterol, triglycerate, LDL, and HDL levels, 
and that there was a positive pearson correlation 
coefficient (r) between HDL level and vit-D level. There is 
a negative pearson correlation coefficient (r) between the 

vit-D of the patient and control, but the vit-D of the 
patient and control and (cholesterol, triglycerate, LDL) 
level. Similar observations have been reported in similar 
studies [2]. The mean±SD vit-D level was 19.22±9.23 for 
the whole population with a fasting blood glucose level of 
110 mg/dl or less, and 12.21±6.15 for people with a fasting 
blood glucose level above 130 mg/dl, and p<0.001. The 
relationship between vit-D level and fasting blood sugar is 
statistically significant with negative pearson correlation 
coefficient. Similar observations are also observed in 
similar studies [1,4]. Vit-D mean±SD 20.46±8.56 for the 
entire population with an HbA1C level equal to or lower 
than 6.5%, and 12.84±6% for individuals with a fasting 
blood glucose level above 6.5%, is 26 and p<0.001. The 
relationship between vit-D level and fasting blood sugar is 
statistically significant with negative pearson correlation 
coefficient. Similar observations have been reported in 
similar studies [1,4]. The strong relationship between vit-
D and fasting blood glucose and HbA1C is due to the fact 
that vit-D tends to specifically stimulate insulin production 
in β-pancreatic cells via the nuclear vit-D receptor (VDR) 
and that vit-D minimizes inflammation. This is an 
important process in inducing insulin resistance [2,4]. 

 
Conclusion 
 

T2DM is a complex metabolic disease that has turned 
into an important health problem. Vit-D deficiency is a 
major health problem worldwide, currently associated 
with chronic diseases such as diabetes mellitus and 
cardiovascular disease. The role of vit-D in insulin 
resistance is important and the T2DM patient should 
measure the vit-D value periodically. 
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Today, the number of antimicrobials used in treatment has decreased, especially due to drug resistance. We 
need new antimicrobials. Biofilms are an important cause of antimicrobial resistance. In this study, the 
antimicrobial and antibiofilm properties of the salt and silver complex of benzimidazolium-based NHC 
compound, which were previously synthesized and characterized, were evaluated. The antimicrobial properties 
were tested using the broth microdilution method, while their antibiofilm potential was determined by 
microtiter plate assay. Salt of the NHC compound (1a) showed antimicrobial activity on microorganisms at 
concentrations between 31.25-125 µg/mL. The silver complex (2a) of the NHC compound showed higher 
antimicrobial and antibiofilm activity than the salt compound. This activity was highest on Candida albicans yeast 
(MIC 3.9 µg/mL). Compound 2a reduced the biofilm structure of C. albicans yeast by 86.1% compared to the 
control. In addition, compound 2a showed 76.4-80.6% antibiofilm activity on gram-negative bacteria. NHC 
compounds are seen as a promising resource for the development of new generation antimicrobials. The NHC 
compound evaluated in this study was found to have significant antimicrobial and antibiofilm activity. These 
compounds could be an important resource for the discovery of future biofilm-acting antimicrobials. 
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Introduction 

Microorganisms are very important to live on our 
planet. These tiny creatures make the world usable for 
other life. Microbial decomposing communities prevent 
our world from turning into a garbage dump of dead 
organisms. They also make other important contributions 
to all living things [1]. However, microorganisms also 
cause one of the most important problems in the world, 
which can cause infectious diseases, impair people's 
health and even cause death [2]. Antibiotics are used to 
prevent these harms of microorganisms. The first 
antibiotic, salvarsan, was introduced in 1910, and in a little 
over 100 years, antibiotics have drastically changed 
modern medicine. During this period, the average human 
lifespan was extended by 23 years. However, since then, 
there has been a decrease in the number of antimicrobials 
used in treatment, mainly due to drug resistance and 
problems in the discovery of new antimicrobials [3].  

Antimicrobial resistance is a global public health crisis 
that prevents us from successfully treating bacterial 
infections. Many infectious agents that can be successfully 
treated with one of several drug classes have acquired 
resistance to almost all of these drugs in some cases [4]. 
An important reason for the spread of antimicrobial 
resistance is biofilms. Biofilms are environments where 
microorganisms live as a community by clinging to a 
surface and surrounding them with a protected material. 
Biofilms play an important role in multidrug resistance 
and cause high morbidity and mortality in infections [5]. 

New treatment strategies and new antimicrobials are 
needed to overcome the threats posed by this increase in 
antimicrobial resistance. Currently, no drug that 
specifically targets bacterial biofilms is in clinical use. 
Moreover, the development of new antimicrobial agents 
is currently declining for different reasons [4,6,7].  

N-heterocyclic carbene (NHC) compounds and their 
silver complexes have antimicrobial activities on 
microorganisms. Therefore, NHC compounds are seen as 
a promising reservoir for the development of new 
generation antimicrobials [8]. In this study, antimicrobial 
and antibiofilm activities of salt and silver complex of NHC 
compound, which were previously synthesized and 
characterized, were evaluated. It is thought that this study 
will contribute to the literature, especially today, where 
sufficient new antimicrobials cannot be developed against 
increasing antimicrobial resistance and there are no 
antibiotics that will affect biofilms. 

 
Materials and Methods 

 
Compounds 
In this study, previously synthesized and characterized 

1-Allyl-3-(2-diisopropylaminoethyl)benzimidazolium 
chloride (1a), Chloro[1-allyl-3-(2-diisopropylaminoethyl) 
benzimidazol-2-ylidene]silver(I) (2a), [9] were evaluated 
in terms of antimicrobial and antibiofilm properties. The 
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Minimal Inhibition Concentration (MIC) test was used to 
determine the antimicrobial activities of the compounds, 
and the Biofilm Inhibition Concentration (BIC) test was 
used to determine the antibiofilm activities. 
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N
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Figure 1. Structure of compounds (1a, 2a) 

 
Microorganisms 
In this study, Gram negative bacteria; Escherichia coli 

(ATCC 25922), Acinetobacter baumannii (ATCC 17978), 
Gram positive bacteria; Staphylococcus aureus (ATCC 
29213), Enterococcus faecalis (ATCC 29212), and yeast 
strain; Candida albicans (ATCC 10231) obtained from the 
standard strains of the American Type Culture Collection 
were used. Standard microorganisms were stored at -80 
°C and revived at room temperature before the study.  

 
Antimicrobial activity 
Microdilution method was used to determine the 

antimicrobial activities of the compounds according to the 
CLSI [10] recommendations. The minimal inhibitory 
concentration (MIC) values of the compounds were 
investigated for the studied strains using the microwell 
dilution method. Bacterial and fungus cultures were 
adjusted to 0.5 McFarland standard turbidity (1x108 

CFU/mL microorganisms) to prepare suspensions of 
microorganisms. 

2 mg of the compound was weighed and dissolved in 4 
mL of MHB to prepare a stock solution. For the test, the 
compounds were dissolved in Mueller-Hinton broth 
(MHB) containing 10% (v/v) DMSO. Serial twofold 
dilutions were prepared in 96-well plates with MHB at a 
concentration ranging from 1.9 to 250 μg /ml. 

100 microliters of the prepared solutions were added 
to each well and all concentrations were distributed in the 
wells. Then, the microorganisms used in the study (100 
microliters) were added to each well to be tested. In the 
study, ciprofloxacin antibiotic was used for bacteria and 
Fluconazole was used for fungus as positive control. As 
negative control, wells containing strains of 
microorganisms prepared by dispensing 200 microliters 
without any compound were evaluated. The microplate 
reader was used to measure the optical density (OD) at 
620 nm, and it was measured again following the 
incubation at 37 °C for 24 h. MIC was determined as the 
lowest concentration of 1a and 2a that inhibits the growth 
of test microorganisms. 

Reduction in biofilm formation 
Microtiter plate assay was used to test the anti-biofilm 

activity of compounds against microorganisms. One 
aliquot (100 µL) of culture (1 x 108 CFU/mL) containing 2% 
(w/v) glucose diluted with Tryptic Soy Broth (TSB) 
dispensed into a test well. Then, 100 µL of decreasing 
concentrations of compounds (1.9 to 250 µg/ml) were 
dispensed into the wells. TSB was used as negative 
control, and compound-free microorganism cultures 
alone were used as positive control. After 24 hours of 
incubation at 37 °C, the supernatants of the wells were 
decanted and each well was gently rinsed three times with 
300 µL of sterile distilled water. After drying the plates for 
30 minutes in air, they were stained with 0.1% (w/v) 
crystal violet for 30 minutes at room temperature. It was 
washed 3 times with distilled water and dried. The crystal 
violet was then dissolved in 95% ethanol and absorbance 
was read in a microplate reader at 570 nm. The biofilm 
inhibition value at SubMIC was calculated with Eq. [11] 
Biofilm inhibition ( % ) = { ( Ac − As ) / Ac } 100 where As 
and Ac are the absorbance of sample and control, 
respectively. This test was performed in triplicate and the 
mean (n = 3) was taken.  
 
Results and Discussion 
 

The resistance of pathogenic microorganisms to 
antimicrobial treatments is increasing at an alarming rate. 
As a result, there are difficulties in the fight against 
infections. One of these difficulties is the current shortage 
of effective drugs. Infections caused by resistant 
microorganisms do not respond to conventional 
treatments. New antimicrobials and strategies are needed 
for the treatment of these infections. On the other hand, 
studies on finding new antimicrobials effective on 
resistant microorganisms have decreased considerably in 
recent years. For this reason, very few new antimicrobial 
agents have been used in the period [5]. But the spread of 
antibiotic resistance threatens the successful treatment of 
infections. New drugs need to be discovered to prevent a 
pre-antibiotic era from returning [12].  

NHCs are typically organic compounds that mimic the 
chemical properties of phosphines. Since they are easy to 
prepare and process, they have found wide use and made 
a significant impact in the field of organometallic 
chemistry [13]. Historically, silver and its compounds have 
been used for medicinal applications. Silver compounds 
have been used especially for wound care antiseptics and 
for infections. Although its use has been limited by the 
discovery of new antibiotics, it has gained importance 
again with the problem of antimicrobial resistance. In 
recent years, NHCs and their silver complexes have been 
synthesized for pharmaceutical applications and are 
widely used as metal-based drug candidates for medical 
applications [13].  

In our study, antimicrobial and antibiofilm activities of 
benzimidazolium-derived NHC compound salt and silver 
complex were evaluated. Salt of benzimidazolium-derived 
NHC compound (1a)  showed antimicrobial activity on 
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microorganisms at concentrations between 31.25-125 
µg/mL. Compound 1a showed the highest antimicrobial 
activity on C.albicans, while the activity on S.aureus was 
lower (Table 1). The silver complex of the NHC compound 
(2a) showed higher antimicrobial activity on the 
microorganisms in the study than the salt compound this 
activity reached the highest activity on C. albicans yeast 

(MIC 3.9 µg/mL). The activity of compound 2a appears to 
be good compared to the control antifungal Fluconazole. 
Compound 2a also showed very strong antimicrobial 
activity on gram-negative bacteria at a concentration of 
7.8 µg/mL. The antimicrobial activity of compound 2a on 
gram-positive bacteria was also found to be strong with a 
MIC concentration of 15.6 µg/mL (Table 1) 

 
Table 1. Minimum Inhibitory Concentrations (MICs) of Compounds (µg/mL) 

Compounds 

Microorganism 
Staphylococcus 

aureus 
(ATCC 29213) 

Enterococcus 
faecalis 

(ATCC 29212) 

Escherichia 
coli 

(ATCC 25922) 

Acinetobacter 
baumannii 

(ATCC 17978) 

Candida 
albicans 

(ATCC 10231) 
1a 125 62.5 62.5 62.5 31,25 
2a 15.6 15.6 7.8 7.8 3.9 

Ciprofloxacin <1.9 <1.9 <1.9 <1.9  
Fluconazole     <1.9 

There are studies in the literature on the antimicrobial 
properties of silver-bound NHC compounds. Kaloğlu et al. 
[14] reported that NHC compounds showed antimicrobial 
activity at concentrations between 6.25 and 100 μg/mL in 
their study with gram-positive, gram-negative bacteria 
and yeast strains. When the study results were compared, 
it was seen that the silver complex we evaluated in our 
study had higher antimicrobial activity. Mnasri et al. [15] 
reported that the Ag(I) NHC complexes they synthesized 
showed strong antimicrobial activity against bacterial and 
fungal agents at 0.24 and 62.5 μg/ml concentrations. Sarı 
et al. [16] reported that the benzimidazolium-based Ag(I)-
NHC compounds they synthesized showed antimicrobial 
activity at different concentrations on gram-positive, 
gram-negative bacteria, and fungus strains. Asekunowo et 
al. [17] stated that Ag(I) NHC complexes showed 
antibacterial activity on Staphylococcus aureus and 
Escherichia coli at concentrations of 12.5-100 μg/mL. 
When the studies are evaluated, it is understood that the 
Ag(I)-NHC compound, whose antimicrobial activity was 

evaluated in our study, has a very strong antimicrobial 
activity. For this reason, it would be appropriate to carry 
out further studies in terms of this compound being one 
of the new antimicrobials at the present time when new 
antimicrobials are needed. 

Biofilm is a stable collection of microorganisms that 
settle on any surface in the matrix they produce. Many 
microorganisms in a living or non-living environment can 
form a biofilm. Biofilms make an important contribution 
to the development of resistance of microorganisms to 
antimicrobial drugs. This leads to the presence of bacteria 
in biofilms that can cause very important diseases. Today, 
there are no antibiotics that are effective on biofilms and 
aim to destroy biofilms. Accordingly, the number of 
resistant microorganisms is increasing, and the number of 
drugs that can destroy these microorganisms is gradually 
decreasing. Therefore, it seems very important to design 
new biofilm inhibitors as antimicrobial agents targeting 
the inhibition of biofilm formation [18].

 
Table 2. Reduction in Biofilm Formation on ½ MIC Value of Compounds (Concentration (µg/mL)/ Biofilm Inhibition (%)) 

Compounds 

Microorganism 
Staphylococcus 

aureus 
(ATCC 29213) 

Enterococcus 
faecalis 

(ATCC 29212) 

Escherichia 
coli 

(ATCC 25922) 

Acinetobacter 
baumannii 

(ATCC 17978) 

Candida 
albicans 

(ATCC 10231) 
1a 62.5/37.7±1.1 31.25/38.6±0.9 31.25/70.5±0.5 31.25/50.8±0.3 15.6/50.8±0.2 
2a 7.8/64.6±0.3 7.8/68.1±0.3 3.9/76.4±0.2 3.9/80.6±0.3 1.9/86.1±0.1 

In this study, the antibiofilm activities of the salt and 
metal complex of the Benzimidazolium derivative NHC 
compound were investigated at ½ MIC concentrations. 
Salt of the NHC compound (1a) showed 37.7-70.5% 
antibiofilm activity on two gram-positive and two gram-
negative bacteria and one yeast strain used in the study. 
Compound 1a reduced the biofilm structure formed by 
E.coli bacteria by 70.5% compared to the control. This is a 
remarkable result. Compound 1a also reduced the biofilm 
structure of C. albicans yeast by more than half compared 
to the control. Antibiofilm activity of compound 1a on 
gram-positive bacteria was found to be around 38%. The 
silver complex of NHC compound (2a)  inhibited 
microorganism biofilms at higher rates than the salt 

compound (1a). Compound 2a showed very high 
antibiofilm activity, especially by reducing the biofilm 
structure of C. albicans yeast by 86.1% compared to the 
control. In addition, compound 2a showed 76.4-80.6% 
antibiofilm activity on gram-negative bacteria and 64.6-
68.1% on gram-positive bacteria. It was observed that 
compound 2a had very strong antibiofilm activity on all 
microorganisms used in the study (Table 2). 

Üstün et al. [11] showed the antibiofilm activities of 
the Ag(I)-NHC compounds they synthesized on gram-
positive and negative bacteria and fungal strains. Celik et 
al. [19] In their study, they reported that Ag(I)-NHC 
compounds inhibited the biofilm formation of gram-
positive and gram-negative bacteria and yeast strains by 
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32-84% while degrading mature biofilms by 14-66%. 
Bernardi et al. [20] reported that they found the most 
effective results in inhibiting biofilms in silver and copper-
linked NHC complexes. Şahin et al. [21]  reported that the 
Ag(I) NHC compounds they synthesized found different 
concentrations of antibiofilm activity on two gram-
positive and two gram-negative bacteria and one yeast 
strain. Tutar et al. [22] They reported that they found 
strong antibiofilm activity in their study with Ag(I) NHC 
complexes. Researchers have found up to 90% antibiofilm 
activity on gram-positive and gram-negative bacteria and 
yeast strains. It is very important that the newly 
discovered antimicrobials have antibiofilm properties. In 
the literature, there are limited studies on the biofilm 
activities of Ag(I) NHC compounds. Ag(I) NHC compound, 
whose antibiofilm properties we examined in our study, 
showed significant antibiofilm activity. Therefore, this 
compound is considered to have the potential for new 
antimicrobials. 
 
Conclusion 
 

Rapidly developing resistance to antimicrobials has 
reduced the number of drugs used for treatment, but not 
enough new antimicrobials have been discovered. In 
addition to the antimicrobial activities of the new drugs to 
be produced, it is very important that they also have 
antibiofilm properties. New substances need to be 
discovered for antimicrobial drugs with these properties. 
In this study, antimicrobial and antibiofilm activities of the 
salt and silver-based complex of benzimidazolium-derived 
NHC compound were evaluated. Significant antimicrobial 
and antibiofilm activity were found in these compounds 
on two gram-positive and two gram-negative bacteria and 
one yeast strain. There are publications in the literature 
on the antimicrobial activities of NHC compounds. 
However, the number of publications on the antibiofilm 
activities of these compounds is not high. These 
compounds could be an important resource in the process 
of producing antimicrobials of the future. Therefore, 
further in vitro and in vivo studies would be beneficial. 
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Cancer is currently ongoing to be a significant health problem threatening human health. Hydrazone compounds 
constitute a popular class of organic compounds used in novel drug discovery studies in therapy of cancer. In 
the current study, the preparation and structural characterization of some heterocyclic hydrazone compounds 
(7-12) and their anticancer capacities against HeLa cervical cancer and MCF-7 breast cancer cell lines were 
reported. The target compounds were characterized by some spectroscopic techniques (1H NMR, 13C NMR and 
FT-IR). The in vitro cytotoxic potentials of the target molecules were assessed by using MTT assay against two 
cancer cell lines. L929 mouse fibroblast cell lines were employed as normal cell. The results displayed that some 
of the tested molecules had varying anticancer activities. Among the tested compounds, compound 8 indicated 
anticancer activity against HeLa cells with IC50 value of 34.38 µM. On the other hand, of these tested compounds, 
compound 11 (IC50 = 26.84 µM) displayed anticancer activity against MCF-7 cells. 
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Introduction 

Cancer is a disease that occurs as a result of 
uncontrolled proliferation and growth of cells in the 
human body [1]. Cancer cells can affect a single tissue as 
well as spread to other tissues and show their effects [2-
4]. Today, different approaches and treatments specific to 
each cancer type are applied in clinical practice to combat 
this disease. In recent years, treatment methods based on 
different principles such as chemotherapy, radiotherapy, 
surgery, stem cell therapy, immunotherapy, hormone 
therapy and gene therapy have been utilized in the 
therapy of different types of cancer. These methods are 
applied either alone or in combination. There is currently 
no ideal treatment method for each of the existing cancer 
types, since the treatment methods applied have 
advantages and disadvantages in the treatment process of 
each cancer patient and the treatments may differ from 
patient to patient [5-6]. This disease is accepted as one of 
the biggest health problems facing humanity. Many 
scientists are still carrying out researches on the 
treatment of this disease. Depending on the scientific 
developments in this subject, important developments 
have occurred in the discovery of novel and effective 
drugs to be used in the therapy of cancer, with the 
detection of new intracellular pathways, target enzymes 
and proteins, and drug-effect mechanisms associated 
with cancer [7,8]. Chemotherapy is one of the most 
commonly used treatment methods in clinical practice for 

cancer patients to eradicate of cancer cells using 
chemotherapeutic agents. In cancer chemotherapy, the 
main purpose is to prevent the growth and spread of the 
existing tumor to other parts of the body with the 
chemotherapeutic agents used, and to create a cytotoxic 
effect that will ensure the complete eradication of the 
tumor as much as possible. However, the vast majority of 
cancer types cannot be fully treated with the 
chemotherapeutic agents and their combinations still 
used today, and the available drugs in this regard are 
insufficient [8-13]. 

Cervical cancer and breast cancer are among the 
cancer types with high incidence and mortality rates 
compared to other types of cancer. According to the 
report prepared with data obtained from 185 countries by 
the International Agency for Research on Cancer, cervical 
cancer is the fourth most frequently diagnosed cancer and 
the fourth leading cause of cancer death in women, with 
an estimated more than 600,000 novel cases and nearly 
350,000 deaths worldwide in 2020. On the other hand, 
breast cancer is the type of cancer that surpasses lung 
cancer as the leading cause of global cancer incidence, 
with an estimated 2.3 million new cases representing 
11.7% of all cancer cases according to the same report 
[14]. As with other types of cancer, suitable 
chemotherapeutic agents with the desired cytotoxic 
effect for these cancer types have still not been 
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discovered today [15]. Therefore, we have decided to 
investigate the cytotoxic effects of the synthesized 
molecules on cervical cancer and breast cancer cell lines 
in this research. 

Heterocycles are the cyclic organic compounds, which 
contain at least one heteroatom. These compounds 
constitute the largest and most important family of 
organic compounds. Heterocyclic compounds are 
obtained synthetically or from plant extracts. There are 
many known heterocyclic compounds today. The number 
of these compounds increasing day by day. In studies 
conducted to examine the biological importance of these 
compounds, it was determined that most of them were 
bioactive molecules. These compounds have attracted 
great interest of many researchers recently due to their 
biological activities. It is known that most of them indicate 
antifungal, antibacterial, antidiabetic, enzyme inhibitory, 
antioxidant and anticancer activities [16]. 

Hydrazone derivatives, obtained by coupling hydrazide 
compounds with aldehydes and ketones, represent an 
important class of bioactive compounds that have 
attracted the attention of medicinal chemists due to their 
broad biological activities. Therefore, this class of organic 
compounds in medicinal chemistry is being used to 
discover the needed drugs in order to combat some 
diseases including various types of cancer [17-19]. 
Recently, it has been reported in many studies that 
hydrazone derivatives are molecules with anticancer 
activity [20-25]. On the other hand, it has been reported 
in some studies that organic molecules with nitro and 
methoxy functional groups as substituents show various 
biological activities [26, 27]. Therefore, we have preferred 
to use   the starting molecules that have with nitro and 
methoxy functional groups as substituents in the synthesis 
of new heterocyclic hydrazone molecules with anticancer 
activity in this study. 

The target of this study is to perform the synthesis and 
characterization of some heterocyclic hydrazone 
derivatives (7-12) and investigate for their anticancer 
properties against HeLa and MCF-7 cancer cell lines. To 
determine anticancer behavior of the synthesized 
compounds (1-12) on normal (non-cancer) cells, L929 
mouse fibroblast cell lines were employed in this study.  
The target molecules were characterized by spectroscopic 
methods. 

 
Materials and Methods 
 

Chemistry  
All chemicals required for the preparation of 

anticancer agents (1-12) and the determination studies of 
their anticancer activity were procured from Merck and 
Sigma Aldrich companies. These chemicals were of 
analytical grade, and employed without further 
purification. The reaction processes of the compounds 
were monitored by thin layer chromatography. FT-IR 
spectra was recorded using a Cary 630 FTIR spectrometer 
with the diamond ATR module at a scan range of 4000-400 
cm-1. 1H- and 13C NMR spectra were taken on a Bruker 

AVANCE III 400 MHz spectrometer using 
tetramethylsilane as the internal reference at 400 and 100 
MHz. Dimethyl sulfoxide (DMSO) was used as a solvent in 
NMR analysis. Melting points were determined on a 
Barnstead IA9100 electrothermal digital melting points 
apparatus. 

 
General procedure for the synthesis of hydrazone 

derivatives 
In this research,  hydrazone compounds (7-12) were 

prepared by the condensation reaction of nicotinic acid 
hydrazide with benzaldehyde ester derivatives derived 
from two benzaldehyde derivatives as starting 
compounds [17, 18, 28, 29]. The esters (1-6) derived from 
benzaldehyde derivatives were synthesized and 
characterized in our previous studies [28, 29]. 

 
N'-(4-((3-Nitrobenzoyl)oxy)benzylidene)nicotinohydrazide (7) 

 
White solid. Yield: 69%. M.p. 232-233 °C. FT-IR υmax 

(cm-1): 3263 (N-H str.), 3094, 3068 (aromatic C-H, str.), 
1738 (C=O str.), 1652 (C=O str.), 1605 (C=N str.), 1530 
(asymmetric, NO2 str.), 1347 (symmetric, NO2 str.). 1H 
NMR (300 MHz, DMSO-d6) δ/ppm: 12.11 (s, 1H, CONH), 
9.09 (d, J = 2.1 Hz, 1H, Pyr-H), 8.85 – 8.73 (m, 2H, Pyr-H 
and Ar-H), 8.64 – 8.54 (m, 2H, Pyr-H), 8.51 (s, 1H, CH=N ), 
8.28 (d, J = 7.9 Hz, 1H, Ar-H), 7.96 – 7.87 (m, 3H, Pyr-H and 
Ar-H), 7.58 (dd, J = 7.8, 4.9 Hz, 1H, Ar-H), 7.48 (d, J = 8.5 
Hz, 2H, Ar-H). 13C NMR (75 MHz, DMSO-d6) δ/ppm: 163.27 
(C=O), 162.21 (C=O), 152.80 (CH=N), 152.15, 149.08, 
148.45, 147.86, 136.36, 135.95, 132.80, 131.42, 130.96, 
129.60, 128.96, 128.93, 124.71, 124.09, 122.92 (Pyr-C and 
Ar-C). 

 
N'-(4-((3-Nitrobenzoyl)oxy)-3-ethoxybenzylidene)nicotinohydrazide (8) 

 
White solid. Yield: 73%. Mp. 223-224 °C. FT-IR υmax (cm-

1): 3243 (N-H str.), 3101, 3061 (aromatic C-H, str.), 2938, 
2871 (aromatic C-H, str.), 1744 (C=O str.), 1649 (C=O str.), 
1591 (C=N str.), 1535 (asymmetric, NO2 str.), 1346 
(symmetric, NO2 str.). 1H NMR (300 MHz, DMSO-d6) 
δ/ppm: 12.12 (s, 1H, CONH), 9.14 – 9.04 (m, 1H, Pyr-H), 
8.83 – 8.74 (m, 2H, Pyr-H and Ar-H), 8.69 – 8.51 (m, 3H, 
Pyr-H and Ar-H), 8.50 (s, 1H, CH=N ), 7.94 (t, J = 8.0 Hz, 1H, 
Ar-H), 7.62 – 7.55 (m, 2H, Pyr-H and Ar-H), 7.46 – 7.40 (m, 
2H, Ar-H), 3.87 (s, 3H, -OCH3). 13C NMR (75 MHz, DMSO-
d6) δ/ppm: 162.71 (C=O), 162.26 (C=O), 152.82 (CH=N), 
151.57, 149.08, 148.55, 148.13, 141.03, 136.33, 135.97, 
134.10, 131.56, 130.41, 129.63, 129.08, 124.69, 124.10, 
123.87, 121.19, 110.57 (Pyr-C and Ar-C), 56.49 (-OCH3). 

 
N'-(4-((4-Nitrobenzoyl)oxy)benzylidene)nicotinohydrazide (9) 

 
White solid. Yield: 78%. Mp. 252-253 °C. FT-IR υmax (cm-

1): 3242 (N-H str.), 3109, 3071 (aromatic C-H, str.), 1728 
(C=O str.), 1656 (C=O str.), 1601 (C=N str.), 1514 
(asymmetric, NO2 str.), 1343 (symmetric, NO2 str.). 1H 
NMR (300 MHz, DMSO-d6) δ/ppm: 12.10 (s, 1H, CONH), 
9.11 – 9.07 (m, 1H, Pyr-H), 8.78 (d, J = 4.9 Hz,1H, Pyr-H), 
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8.51 (s, 1H, CH=N ), 8.45 – 8.37 (m, 4H, Ar-H), 8.28 (d, J = 
8.0 Hz, 1H, Pyr-H), 7.89 (d, J = 8.5 Hz, 2H, Ar-H), 7.60 – 7.56 
(m, 1H, Pyr-H), 7.48 (d, J = 8.6 Hz, 2H, Ar-H). 13C NMR (75 
MHz, DMSO-d6) δ/ppm: 163.49 (C=O), 162.21 (C=O), 
152.81 (CH=N), 152.18, 151.10, 149.08, 147.86, 135.95, 
134.80, 132.79, 131.83, 129.61, 128.96, 124.50, 124.10, 
122.90 (Pyr-C and Ar-C). 

 
N'-(4-((4-Nitrobenzoyl)oxy)-3- methoxybenzylidene)nicotinohydrazide (10) 

 
White solid. Yield: 71%. Mp. 226-227 °C. FT-IR υmax (cm-

1): 3184 (N-H str.), 3049, 3006 (aromatic C-H, str.), 2919, 
2850 (aromatic C-H, str.), 1743 (C=O str.), 1646 (C=O str.), 
1594 (C=N str.), 1523 (asymmetric, NO2 str.), 1345 
(symmetric, NO2 str.). 1H NMR (300 MHz, DMSO-d6) 
δ/ppm: 12.11 (s, 1H, CONH), 9.09 (d, J = 1.6 Hz, 1H, Pyr-H), 
8.79 (dd, J = 4.9, 1.4 Hz, 1H, Pyr-H), 8.49 (s, 1H, CH=N ), 
8.45 – 8.37 (m, 4H, Pyr-H and Ar-H), 8.28 (d, J = 8.0 Hz, 1H, 
Ar-H), 7.63 – 7.56 (m, 2H, Pyr-H and Ar-H), 7.44 (d, J = 8.4 
Hz, 2H, Ar-H), 3.87 (s, 3H, -OCH3). 13C NMR (75 MHz, 
DMSO-d6) δ/ppm: 162.96 (C=O), 162.26 (C=O), 152.82 
(CH=N), 151.55, 151.19, 149.08, 148.13, 141.07, 135.96, 
134.28, 134.09, 131.85, 129.64, 124.63, 124.11, 123.85, 
121.18, 110.58 (Pyr-C and Ar-C), 56.50 (-OCH3). 

 
N'-(4-((3,5-Bisnitrobenzoyl)oxy)benzylidene)nicotinohydrazide  (11) 

 
White solid. Yield: 65%. Mp. 250-251 °C. FT-IR υmax (cm-

1): 3237 (N-H str.), 3107, 3025 (aromatic C-H, str.), 1746 
(C=O str.), 1650 (C=O str.), 1591 (C=N str.), 1537 
(asymmetric, NO2 str.), 1344 (symmetric, NO2 str.). 1H 
NMR (300 MHz, DMSO-d6) δ/ppm: 12.10 (s, 1H, CONH), 
9.14 – 9.11 (m, 4H, Pyr-H and Ar-H), 8.79 (d, J = 4.7 Hz, 1H, 
Pyr-H), 8.51 (s, 1H, CH=N), 8.29 (d, J = 8.0 Hz, 1H, Pyr-H), 
7.91 (d, J = 8.4 Hz, 2H, Ar-H), 7.60 – 7.51 (m, 3H, Pyr-H and 
Ar-H). 13C NMR (75 MHz, DMSO-d6) δ/ppm: 162.22 (C=O), 
161.89 (C=O), 152.82 (CH=N), 151.95, 149.06, 148.89, 
147.79, 135.95, 133.01, 132.57, 129.91, 129.61, 129.00, 
124.13, 123.59, 122.83 (Pyr-C and Ar-C). 

 
N'-(4-((3,5-Bisnitrobenzoyl)oxy)-3-methoxybenzylidene)nicotinohydrazide (12) 

 
White solid. Yield: 68%. Mp. 247-248 °C. FT-IR υmax (cm-

1): 3232 (N-H str.), 3089, 3071 (aromatic C-H, str.), 2994, 
2881 (aromatic C-H, str.), 1750 (C=O str.), 1653 (C=O str.), 
1594 (C=N str.), 1537 (asymmetric, NO2 str.), 1347 
(symmetric, NO2 str.). 1H NMR (300 MHz, DMSO-d6) 
δ/ppm: 12.12 (s, 1H, CONH), 9.14 – 9.08 (m, 4H, Pyr-H and 
Ar-H), 8.79 (d, J = 4.3, 1.4 Hz, 1H, Pyr-H), 8.50 (s, 1H, CH=N 
), 8.28 (d, J = 7.9 Hz, 1H, Pyr-H), 7.60 (d, J = 7.7 Hz, 2H, Ar-
H), 7.51 – 7.41 (m, 2H, Pyr-H and Ar-H), 3.88 (s, 3H, -
OCH3).13C NMR (75 MHz, DMSO-d6) δ/ppm: 162.27 (C=O), 
161.26 (C=O), 152.83 (CH=N), 151.43, 149.07, 148.03, 
140.72, 135.99, 134.36, 131.72, 129.88, 129.63, 124.12, 
123.79, 121.17, 110.69 (Pyr-C and Ar-C), 56.55 (-OCH3). 

 
Anticancer Assay  
The cytotoxic activities of the target molecules (7-12) 

were evaluated by using MTT assay against two cancer cell 
lines (HeLa and MCF-7). In this study, L929 mouse normal 

fibroblast cell lines were employed as control cells [28-30]. 
The percentage of cell viability was measured at 570 nm 
by using ELISA reader (Epoch, Biotek, USA). MTT assay was 
performed triplicate. Also, the effects on the cells of each 
compound were assessed by inverted microscope (Zeiss 
Axiovert). Moreover, the IC50 values of the tested 
molecules on these cell lines were calculated by utilizing 
AATbio IC50 calculator. 

 
Statistical Analysis  
In this research, data were gathered from three 

different biological replicates, and the findings were 
plotted as mean ± SD. One-way ANOVA was employed as 
statistical analysis by GraphPad Prism 7. P-value <0.05 was 
considered statistically important. 

 
Results and Discussion 
 

Chemistry 
In this study, the target compounds were synthesized 

with high yield in two steps according to our previous 
studies. In the first step, six benzaldehyde ester 
derivatives were obtained by the reaction of two 
benzaldehyde derivatives (4-hydroxybenzaldehyde and 4-
hydroxy-3-methoxybenzaldehyde) with substituted 
benzoyl chloride derivatives (3-nitrobenzoyl chloride, 4-
nitrobenzoyl chloride and 3,5-dinitrobenzoyl chloride) in a 
pyridine medium, respectively [21,22]. In the second step, 
hydrazone derivatives were readily acquired via 
condensation reaction of nicotinic acid hydrazide with 
benzaldehyde ester derivatives in ethanol medium 
(Scheme 1). Three of the target compounds (8, 11 and 12) 
are new, and the others are known compounds (7, 9 and 
10). All synthesis reactions were monitored by thin layer 
chromatography. 
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Scheme 1. The synthetic pathway for the preparation of the target 

compounds 
 
In this research, the target compounds (7-12) were 

characterized by FT-IR, 1H- and 13C NMR. Their 
characterization data were found to be compatible with 
their molecule structures. In FT-IR spectra of compounds 
(7–12), the band representing carbonyl group (C=O) of the 
ester, C=O of hydrazide and imino (–C=N), appeared at 
1750 – 1728 cm-1, 1656 – 1646 cm-1, and 1605 – 1591 cm-

1, respectively. In addition, asymmetric and symmetric 
bands of the nitro (NO2) group in these compounds were 
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detected as 1537 – 1514 cm-1 and 1343 – 1347 cm-1. In 1H 
NMR spectra of (7-12), the signal due to the azomethine 
proton (–CH=N) appeared in the region 8.49 – 8.51 ppm. 
Signals of the CONH proton were determined in the range 
of approximately 12 ppm. Pyridine ring and aromatic rings 
protons were observed at 9.14 – 7.40 ppm. Also, methoxy 
(–OCH3) protons found in the structures of compounds 8, 
10, and 12 were observed at 3.87 – 3.88 ppm. In their 13C 
NMR spectra, the signal due to –CH=N carbon was 
observed at 152.80 – 152.83 ppm. The signal originating 
from the C=O carbon of the hydrazide was observed in the 
region of 161.89 – 162.26 ppm, while the signal originating 
from the C=O carbon of the ester was determined in the 
region 162.22 – 163.49 ppm. Furthermore, the signal due 
to the –OCH3 carbon was detected at 56.49 – 56.55 ppm. 
Other carbons belonging to pyridine and aromatic rings 
were observed in the expected regions. On the other 
hand, these results were found to be compatible with the 
literature [31-34]. 

 
Anticancer Activity Results  
In this research, the anticancer activities of 

synthesized hydrazone derivatives were assessed on 
HeLa, MCF-7 and L929 (mouse fibroblast) cell lines using 
MTT assay. Cisplatin was used as the standard compound. 
IC50 values of tested molecules and cisplatin are presented 
in Table 1. 

 
Table 1. IC50 values of the synthesized hydrazone derivatives (7-12) 

Compounds HeLa (µM) MCF-7 (µM) L929 (µM) 

7 67.78±3.98 569.12±55.10 598.60±56.72 

8 34.38±2.99 107.71±10.28 204.90±20.33 

9 128.5±13.65 635.41±53.45 453.02±41.08 

10 240.26±21.71 246.22±21.76 59.55±6.03 
11 89.1±9.45 26.84±4.35 10.76±2.78 
12 364.73±30.57 215.41±25.49 324.65±34.49 

Cisplatin 28.33±4.20 10.06±2.15 240.65±5.85 

 
In this research, a total of six hydrazone compounds 

were synthesized for anticancer assay. When the cytotoxic 
activity results in Table 1 were examined, it was 
determined that all synthesized compounds displayed the 
cytotoxic activities with IC50 values ranging from 34.38 to 
364.73 μM against HeLa cervical cancer cell lines. 
Amongst the tested compounds, the most ideal 
chemotherapeutic candidate is the 8-coded compound 
whose IC50 values were calculated as 34.38 µM and 204.90 
µM in HeLa and L929 cell lines, respectively (Table 1). On 
the other hand, these molecules displayed anticancer 
activities at concentrations between 26.84 and 635.41 μM 
against MCF-7 breast cancer cell lines. Amongst these 
compounds, we found that compound 11 exhibited high 
cytotoxic activity on MCF-7 breast cancer cells with the 
IC50 value of 26.84. However, this compound had also 
cytotoxic effect on mouse fibroblast L929 cells with 
IC50=10.76 µM. Therefore, compound 11 was not 
evaluated as a drug candidate because it had a toxic effect 
on healthy cells. 

 
Figure 1: Cell viability percentages of HeLa cervical cancer cells by 

compound 8 at various doses 
 
Conclusion 
 

This study is conducted to discover novel anticancer 
drug candidates that are effective and have no side 
effects. For this purpose, we successfully synthesized six 
hydrazone derivatives, and then their characterization 
processes were performed by three spectroscopic 
techniques. The anticancer activities of the synthesized 
hydrazone derivatives on HeLa cervical and MCF-7 breast 
cancer cells were determined. It was determined that 
these molecules (7-12) displayed anticancer activities with 
IC50 values ranging from 26.84 to 635.41 µM. However, we 
determined that these molecules showed lower 
anticancer activities than the reference molecule. The 
results showed that two of the tested compounds (8 and 
11) may be promising scaffolds for the discovery studies 
of new anticancer agents. 
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In this research, the hardness and reduced modulus of Al-%wt.12-%wt.0.5Sb melt-spun alloy were evaluated by 
using depth sensing indentation and atomic force microscopy techniques. We considered two approaches, 
Oliver-Pharr and Work of Indentation, to analyse the load-displacement curves. The ratio of final depth to 
maximum depth was found to be higher than the reported critical value of 0.70, which mean that pile-up was 
dominant in the melt-spun. A pile-up around the deformed surface was observed from atomic force microscope, 
which is consistent with the aferomentioned result. The hardness calculated by Oliver-Pharr method was higher 
than that calculated by Work of Indentation Approach. According to the results, Work of Indentation Approach 
was more reliable than the Oliver-Pharr approach because of reducing pile-up affect.   
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Introduction 

Today, Al-Si alloys are widely replacing iron based 
alloys in some areas such as automotive, aerospace 
and military industries due to its low weight, high 
corrosion resistance, high stiffness and moderate 
strength [1, 2]. Mechanical properties of Al-Si alloys 
can be further improved by using different methods 
such as rapid solidification techniques and/or addition 
of modifying agents. Uzun et al. have reported that 
hardness of eutectic Al-Si-Sb alloy produced by melt-
spinning was about two times higher than those 
produced by induction melting and arc re-melting 
techniques [3]. On the other hand, the fact that one 
dimension of the alloy produced by melt-spinning is in 
the range of several microns makes it difficult to 
determine the mechanical properties by conventional 
hardness apparatus [4].     

Resent years, determination of the mechanical 
properties of small volumes has become important 
issue since the mechanical properties at micro/nano-
scale may differ from the bulk properties due to the 
size effects [5]. Indentation hardness testing is a 
commonly used non-destructive testing for evaluating 
the mechanical properties of materials. In a 
conventional hardness test, a fixed load is applied to 
a material with a diamond indenter and the 
dimensions of the residual indent is measured with 
the help of a microscope [6]. However, in many cases 
the size of the residual indents can be tiny to measure 
accurately with optical microscopy techniques.  

Depth-sensing indentation (DSI) equipment 
developed during past two decades allows the 

measurement of mechanical properties of materials 
without the need of observation of residual indent. 
Beside hardness (H) and reduced modulus (Er), this 
technique is also capable of measurement of 
viscoelastic parameters, yield stress, fracture 
parameters, strain hardening exponent and so on [5, 
7, 8]. In this technique, the displacement of indenter 
(h) is recorded simultaneously as applied force (P) is 
loaded and unloaded in a specimen. Once a load-
displacement (P-h) curve is obtained, H and Er of a 
specimen can be calculated using different empirical 
models proposed in literature. The two most well-
known models, Oliver-Pharr and Work of indentation, 
will be described in detail in Section 2.  

During the indentation of a material, deformations 
may occur at the edges of residual indent. This kind of 
deformations are agglomeration to outward and 
collapsing to inward of the indent edges, which are 
called pile-up and sink-in, respectively. Pile-up and/or 
sink-in can seriously affect the true hardness of 
material if they are not taken into account in 
calculations [9]. This kind of deformations can be 
directly observed by atomic force microscopy or 
indirectly determined by empirical values obtained 
from P-h curve.  

It is very important to determine the mechanical 
properties of melt-spun alloys correctly from P-h 
curves. Therefore, in this research, we studied how 
the true hardness and reduced modulus can be 
calculated from P-h curves using two models and 
compared them in terms of pile-up effect.  
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Theoretical Background 
 
Figure 1 shows a schematic load-displacement (P-h) 

curve and resultant indent profile of an ideal material 

response.  Two well-known mechanical properties, 
namely hardness (H) and reduced modulus (Er), can be 
calculated by analyzing P-h curve.  

 

 
Figure 1. a) A schematic load-displacement curve, b) A schematic illustration of an ideal material response to indentation 

loading/unloading and resultant profiles. The abbreviations, hmax, hf, hp and hc are total penetration depth, final residual 
depth, plastic depth, and contact depth, respectively. 

 
Oliver-Pharr (OP) Method 

Oliver and Pharr (OP) method is the most adopted 
method in literature [10]. In this method, firstly unloading 
curve fits to the power-law relation: 

( )tfhhKP −= max  (1) 

where P is the indentation load, K and t are the fitting 
parameters, hf is the final depth. The stiffness S can be 
obtained by 

( ) 1−−= t
fhhtKS  (2) 

The contact depth hc can be estimated using: 

S
P

hhc
max

max ε−=
 

(3) 

where ε is a constant related to an indenter geometry and 
0.72 for conical indenters. Finally, the indentation 
hardness HOP and reduced modulus Er can be determined 
by 

c
OP A

P
H max=

 
(4) 

 

c
OP A

SEr π
2

=
 

(5) 

 

where Ac is the contact area equal to 24.5hc
2 for Vickers 

indenter. 
 
Work of Indentation Approach (WIA) 
Work of indentation approach is another analysis 

method which has been extensively studied since it was 
first proposed by Stilwell and Tabor [11]. The method has 
been improved by Sakai [12] who put forward a 
relationship between the energy of the hysteresis 
indentation loop and the hardness. Attaf [13] used the 
work of indentation approach to suggest some energy 
terms and Tuck [14] developed a simple formula by using 
the relation between work of indentation and Vickers 
hardness number. This method describes indentation 
experiment process as the use of the energy dissipated or 
work done during the indentation. The energies can be 
easily calculated thorough integrals. For instance, total 
work (WT) and elastic work (WE) are the under the areas 
of loading curve and unloading curve, respectively. In this 
case, plastic energy is equal to the difference between 
other energies (Figure 1a) [14, 15]. 

ETP WWW −=  (7) 
Tuck et al. [14] proposed a fallowing hardness formula 

based on plastic work of indentation: 

2

3

9 P

m
WIA W

PH κ
=

 
(8) 
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where χ is a constant equal to 0.0378 for Vickers 
indenter. Reduced modulus can be determined using elastic 
and total work of indentation as follow equation [16]; 









=

WIA

WIA

T

E

Er
H

W
W 5

 
(9) 

 
Materials and Methods 
 

Al-wt.%12Si-wt.%0.5Sb alloy from high purity of 
elements (Al: %99.9, Si: %99.999, Sb: 99.999 wt.%) was 
first melted in a graphite crucible using induction furnace 
and then re-melted five times to ensure homogeneity. The 
melt-spun alloy was produced using a melt-spinner 
apparatus (Edmund Bühler) with a rotating speed of 40 
m/s. As-received melt-spun was 1 cm in wideness and 25 
µm in thickness. Before indentation test, the surface of 
melt-spun was polished to 0.25 µm using diamond lap 

wheels. Load-displacement curves were obtained from 
depth sensing indentation instrument (Shimadzu, DUH-
W201S) with the load and displacement resolutions of 
±19.6 µN and ± 1 nm, respectively. Different loads ranging 
from 200 to 1200 mN were applied with a loading rate was 
23,4 mN/s. AFM analysis were performed at non-contact 
mode for a scanning area of 80x80 µm2. 
 
Results and Discussion 
 

Figure 2 shows microstructure of melt-spun alloy. The 
microstructure consists of fully equiaxed α-Al grains and 
homogeneously distributed fine fibrous Si eutectics 
(Figure 2a). Moreover, Si spheres in nano-scale size are 
dispersed in α-Al (Fig 2b). The fine and homogenous 
microstructure of Al-Si alloys is attributed to fast cooling 
rate, which is typical for melt-spun alloys. Similar results 
have been reported in literature [3, 4, 17, 18]. 

 
 

 
Figure 2. SEM image shows the microstructure of melt-spun ribbon. (a) homogenously distributed equiaxed cellular α-Al grains, 

(b) fine silicon fibers and nano-scale silicon spheres in α-Al. 

Figure 2 SEM image shows the microstructure of melt-
spun ribbon. (a) homogenously distributed equiaxed 
cellular α-Al grains, (b) fine silicon fibers and nano-scale 
silicon spheres in α-Al.  

3D profile and corresponding profile section of 
indented area in Figure 3a clearly shows a pile-up along 
the four edges of the indentation imprint. The schematic 
illustration of pile-up phenomena is depicted in Figure 3b, 
which shows a difference between apparent and true 
contact diameter. When a pile-up is dominant at the 
around of deformed surface, an accuracy of hardness and 
reduced modulus are effected since the apparent contact 
depth will be smaller than true contact depth as depicted 
in Figure 3b. Contact depth after force removal can easily 
be scaned by AFM. The apparent and true contact depths 
are measured as 2.23 and 1.89 µm from Figure 3a. The 
hardness calculated using Equation 4 is approximately 
2120 and 1530 MPa for apparent and true contact depths, 

respectively. These results imply that a pile-up seriously 
affects the true hardness. Hardness can precisely 
determine by AFM technique, but this technique usually 
takes a lot of time.  

Apart from AFM technique, the ratio of final depth to 
maximum depth (hf/hmax) is an easy measurable 
parameter from depth sensing indentation data that can 
be used to identify pile-up or sink-in behavior of a tested 
material. hf/hmax values varying from 0.71 to 0.80 for 
different loads are listed in Table 1. According to 
Bolshakov and Pharr [19], 0.70 for hf/hmax is a critical value 
and above this value, pile-up becomes significant for 
tested materials. As can be seen from Table 1, the values 
of hf/hmax are higher than the reported critical value for 
each load. This result indicates the existence of pile-up 
around the indents, which is in agreement with AFM 
observations.   
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Figure 3 (a) AFM 3D image of indented surface shows significant pile-up deformation near the indented surface and cross-

sectional profiles of the indent with applied load of 200 mN, (b) Schematic illustration of pile-up behavior.  

In order to determine the H and Er of the melt-spun 
alloy, a series of load-displacement (P-h) curves were 
obtained from DSI test. An overlapping of loading curves 
means that the material is homogenous microstructure, 
which is compatible with SEM image (Figure 2).  To obtain 
H and Er, P-h curves were analyzed two well adopted 
approaches, Oliver-Pharr (OP) and work of indentation 
(WIA), which are described above in detail. Figure 5 shows 
the H and Er values as a function of peak loads. From the 
figure, one can see that H and Er values exhibit load 
dependent behavior, namely they decrease with 
increasing applied load. This phenomenon is called 
indentation size effect and observed different kinds of 
materials, such as metallic alloys, single crystals, ceramics, 
superconductors, polymers, etc. [20-22]. ISE can exist in 
some situations, such as work hardened surface, surface 
oxides, tip bluntness or poor tip-shape calibrations. Many 
models have been proposed in the literature to calculate 
load independent hardness. Perhaps the most reasonable 
model explaining the physical reasons behind this 
phenomenon was proposed by Nix and Gao [23].  This 
approach is based on geometrically necessary dislocations 
and successful to explain ISE in metallic alloys. Analysis of 
ISE by different models is not the object of this study, so 
one can found more detailed information in elsewhere 
[21].     

From Figure 5, it is clearly seen that the hardness 
values calculated from OP (HOP) higher than that of WIA 
(HWIA). It is well known that the OP method does not take 
into account the pile-up effect observed in materials [24]. 
The contact depth, hc, is therefore greatly 

underestimated in the OP method, so overestimated 
hardness values are obtained [14]. We therefore suggest 
that the HWIA values are more convenient than the HOP 
values for our sample. Moreover, the hardness calculated 
from AFM (1530 MPa) is close to HWIA (1650 MPa) than HOP 
(1850 MPa) for applied load of 200 mN. AFM results 
further confirm the reliability of WIA.  Reduced modulus, 
Er, of the sample is given in Figure 5 b. Unlike the H values, 
Er values calculated with two methods are found to be 
very similar to each other. This may be explained by the 
fact that the pile-up behavior is related to plastic 
deformation rather than elastic deformation.  Since 
hardness is defined as resistance to plastic deformation, it 
is more likely to be affected by pile-up.  

 
Figure 4. A series of load-displacement plots at different peak 

loads, ranging from 200 mN to 1200 mN.  
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Figure 5 a) Hardness and b) Reduced modulus variation as a function of the peak load.  

Conclusion  
 
In this study, we aimed to investigate the mechanical 

properties of melt-spun Al - wt.%12Si – wt.%0.5Sb alloy by 
using depth-sensing indentation technique and compared 
two well-known approaches, Oliver-Pharr and work of 
indentation, in order to find the most suitable one. The 
ratios of hf/hmax was found to be higher than critical value 
of 0.70 at various peak loads, which mean that a pile-up 
affect was dominant in our sample. The pile-up was 
further confirmed by AFM observation. Hardness and 
reduced modulus of the sample were calculated using 
Oliver-Pharr and work of indentation approaches. It was 
found that the values obtained by work of indentation 
approach were more reliable than the Oliver-Pharr 
approach because of reducing pile-up effect.   
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Introduction 

Let 𝐺 be a finite group. Since past, many studies have 
been carried out to investigate the structure of  𝐺 whose 
character degrees have some special properties. For 
example, some authors  have found all finite groups in 
which nonlinear irreducible characters have same degree 
(see Chapter 12 of  [1]).  On the other hand, the structure 
of the group 𝐺 which has certain conditions on the 
number of its irreducible characters  has been considered 
in much of the studies. Then  in some cases the structure 
of the group has been fully presented. For example, Seitz 
has shown in [2] that if  𝐺 has one nonlinear irreducible 
character, then 𝐺 ≅ 𝐸𝑆(22𝑎+1), extraspecial 2-group, or 
𝐺 ≅ 𝑁 ⋊ 𝐾 is Frobenius group, where   𝑁 is an elementary 
abelian group of order 𝑞𝑎  and the complement 𝐾 is a 
cyclic group of order 𝑞𝑎 − 1 for some prime number 𝑞. 
Throughout this paper, a finite group having one nonlinear 
irreducible character is called as  a Seitz group. 
 

Materials and Methods 
 
Before  proving our main results, we should mention 

some definitions and notations in the character theory of 
finite groups for the convenience of the reader. Our 
notations are standard and taken mainly from [1]. From 
now on,  all groups are considered as finite. 

Definition 2.1. The ℂ-representation of the group  𝐺 is 
a homomorphism 𝜓: 𝐺 ⟶ 𝐺𝐿(𝑛, ℂ) for some integer 𝑛, 
where ℂ is the field of complex numbers and 𝐺𝐿(𝑛, ℂ) is 
the multiplicative group of non-singular 𝑛 × 𝑛 matrices 
over ℂ.  

Definition 2.2. If 𝜓 is a ℂ-representation of a  group 𝐺, 
then the  ℂ-character 𝜒 of 𝐺 is the function such that 
𝜒(𝑔) = 𝑡𝑟(𝜓(𝑔)) for all 𝑔 ∈ 𝐺,where 𝑡𝑟(𝜓(𝑔)) is the 
sum of the diagonal entries of 𝜓(𝑔). A character 

corresponding to an irreducible representation of  𝐺 is 
said to be irreducible. 

The set of all irreducible characters and all nonlinear 
irreducible characters of 𝐺 is denoted by 𝐼𝑟𝑟(𝐺) and 
𝐼𝑟𝑟1(𝐺), respectively. Also, 𝜒(1) is called the degree of 𝜒 
and 𝜒 is said to be a linear character when  𝜒(1) = 1.  In 
the character theory, it is well-known that  
 

|𝐺| = |𝐺: 𝐺′| + ∑ 𝜒(1)2

𝜒𝜖𝐼𝑟𝑟(𝐺)
𝜒(1)>1

 

and the number of linear irreducible characters of 𝐺 is 
equal to |𝐺: 𝐺′|, where 𝐺′ is the commutator subgroup of 
𝐺.  

Definition 2.3.  Let 𝜓 be an irreducible character of  
the group 𝐺. The kernel of 𝜓 is given by 𝑘𝑒𝑟(𝜓) =
{ 𝑔 ∈ 𝐺 | 𝜓(𝑔) = 𝜓(1) } and if 𝑘𝑒𝑟(𝜓) = 1, then we say 
that 𝜓  is  faithful.  

The restriction of a character 𝜒 to a subgroup 𝐻 of 𝐺 is 
a character of 𝐻, which is denoted by 𝜒𝐻 .  Conversely, an 
irreducible character 𝜇 of 𝐻 determines the character 𝜇𝐺  
of 𝐺 (see Definition 5.1 of [1]).  If 𝜇𝐺 = 𝜃 for some 
character 𝜃 of 𝐺, then we have that |𝐺: 𝐻|𝜇(1) = 𝜃(1).   

Definition 2.4. For a group 𝐺 and  𝜒 ∈ 𝐼𝑟𝑟(𝐺), if  
𝐺/𝑘𝑒𝑟 (𝜒) has a unique minimal normal subgroup, then 𝜒  
is said to be a monolithic character.  

We use the notations 𝐼𝑟𝑟 𝑚(𝐺) and 𝐼𝑟𝑟1,𝑚(𝐺) to 
denote all monolithic characters and all nonlinear 
monolithic characters of 𝐺, respectively. Monolithic 
characters contain some fundamental information in 
determining the structure of the group. For example, it is 
known that the group 𝐺 is abelian if and only if all 
monolithic characters of 𝐺 are linear. We want to note 
that if  𝜇 is an irreducible character of a 𝑝-group, then 𝜇 
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must be monolithic. Also, 𝐼𝑟𝑟 𝑚(𝐺/𝑁) ⊆ 𝐼𝑟𝑟 𝑚(𝐺) for all 
𝑁 ⊴ 𝐺.   

Remark 2.5. For a solvable group 𝐺, we  note by 
Lemma 2 of [5] that  𝐷𝑚: = ⋂ 𝑘𝑒𝑟(𝜒𝑖) ≤𝑛

𝑖=1 𝑍(𝐺), where 
𝜒𝑖 ranges over all nonlinear monolithic characters of 𝐺 
and  𝐷𝑚 ∩ 𝐺′ = 1. 

Remark 2.6. For a solvable group 𝐺, if 𝜑 ∈ 𝐼𝑟𝑟1(𝐺) has 
a maximal kernel among the nonlinear irreducible 
characters of 𝐺,  then 𝜑 is monolithic by Lemma 12.3 of 
[1]. Also, we may deduce that every kernel of nonlinear 
irreducible characters of 𝐺 is a subgroup of the kernel of a 
nonlinear monolithic character of 𝐺.  If 𝑁 ⊴ 𝐺 and 𝐺/𝑁 is 
nonabelian, then we have 𝑁 ≤ 𝑘𝑒𝑟(𝜒) for some 𝜒 ∈
𝐼𝑟𝑟1(𝐺).  

Definition 2.7. Let 𝐺 be a group. The regular character 
of 𝐺 is given by  

𝜌(𝑥) = {
|𝐺|,                𝑥 = 1  
0,             1 ≠ 𝑥 ∈ 𝐺

. 

By Lemma 2.11 of [1], we conclude that 𝑘𝑒𝑟(𝜌) = 1. 
Here, it is convenient to note the following lemma since 
we will frequently use it for proving our results.    

Lemma 2.8. If 𝐺 is a nonabelian group and 𝑇 =
⋂  {𝑘𝑒𝑟(𝜑) |𝜑 ∈ 𝐼𝑟𝑟1(𝐺)}, then 𝑇 is trivial. 

Proof.  Suppose that 𝑇 > 1. By considering regular 
character of 𝐺, we have that  𝑇 ∩ 𝐺′ = 1. Then we may 
write 

 

|𝐺| = |𝐺: 𝐺′| + ∑ 𝜒(1)2

𝜒𝜖𝐼𝑟𝑟(𝐺)
𝜒(1)>1

 

and 

|𝐺/𝑇| = |𝐺: 𝑇𝐺′| + ∑ 𝜒(1)2

𝜒𝜖𝐼𝑟𝑟(𝐺)
𝜒(1)>1

. 

Subracting |𝐺/𝑇| from |𝐺|, we get that 
 

|𝐺| (
|𝑇| − 1

|𝑇|
) = |𝐺| (

1

|𝐺′|
−

1

|𝐺′𝑇|
). 

 

By using |𝐺′𝑇| =
|𝐺′||𝑇|

|𝐺′∩ 𝑇|
  and simplifying above 

equation, we get the contradiction that |𝐺′|=1. This 
contradiction shows that  𝑇 = 1 

Lemma 2.9. Let 𝐺 = 𝐻 × 𝐴 be a direct product group, 
where 𝐴  is abelian and (|𝐻|, |𝐴|) = 1. If 𝜒 ∈ 𝐼𝑟𝑟(𝐻) and 
1 ≠ 𝜉 ∈ 𝐼𝑟𝑟(𝐴), then 𝑘𝑒𝑟𝐺(𝜒𝜉) = 𝑘𝑒𝑟𝐻 (𝜒) × 𝑘𝑒𝑟𝐴(𝜉). 

Proof.  By  Theorem 4.21 of [1], we know that the 
character 𝜒𝜉 is an irreducible character of 𝐺.  Let  𝑔 ∈
𝑘𝑒𝑟𝐻(𝜒) × 𝑘𝑒𝑟𝐴(𝜉). Then we may write 𝑔 = ℎ𝑎 for ℎ ∈
𝑘𝑒𝑟𝐻(𝜒) and 𝑎 ∈ 𝑘𝑒𝑟𝐴(𝜉). This implies that 

(𝜒𝜉)(𝑔) = 𝜒(ℎ)𝜉(𝑎) = 𝜒(1)𝜉(1) = (𝜒𝜉)(1). 
Thus, we obtain that 𝑔 ∈ 𝑘𝑒𝑟𝐺(𝜒𝜉), and hence 

𝑘𝑒𝑟𝐻(𝜒) × 𝑘𝑒𝑟𝐴(𝜉) ≤ 𝑘𝑒𝑟𝐺(𝜒𝜉). 
Now, assume that 𝑔 ∈ 𝑘𝑒𝑟𝐺(𝜒𝜉). Therefore, we have  

(𝜒𝜉)(𝑔) = 𝜒(ℎ)𝜉(𝑎) = 𝜒(1)𝜉(1), and so |𝜒(ℎ)| = 𝜒(1) 
because 𝜉 is a linear character of the abelian group  𝐴.  
Thus,  𝜒(ℎ) = 𝑢 𝜒(1)  for a complex number 𝑢 with |𝑢| =
1. On the other hand,  from Lemma 2.15  of [1], 𝑢 is the 
|𝐻|th root of the unity. This yields that 

𝜒(1) = 𝜒(ℎ)𝜉(𝑎) = 𝑢 𝜒(1)𝜉(𝑎), 

and hence 𝑢 𝜉(𝑎) = 1. Since 𝜉(𝑎)  is the |𝐴|th root of 
the unity and  (|𝐻|, |𝐴|) = 1, we obtain that 𝑢 = 1 and 
𝜉(𝑎) = 1. This gives us 𝜒(ℎ) = 𝜒(1)  and 𝜉(𝑎) = 𝜉(1), 
which shows that  𝑔 ∈ 𝑘𝑒𝑟𝐻(𝜒) × 𝑘𝑒𝑟𝐴(𝜉). This 
completes the proof. 

 

Main Results 
 
Finite groups having two nonlinear irreducible characters 

have been described by Berkovich in Theorem 6 of Chapter 31 
of [4]. Berkovich's proof is based on the degrees of these 
irreducible characters. Here, we consider the relationship 
between the kernels of irreducible characters and the group 
structure.  By investigating  the kernels of these two nonlinear 
irreducible characters, we provide an alternate proof of 
Berkovich's theorem as follows: 

Theorem 3.1. Let 𝐼𝑟𝑟1(𝐺) = {𝜒, 𝜃} for the  group  𝐺.  Then 
one of the following  remains true: 

(1) If  𝑘𝑒𝑟(𝜃) = 𝑘𝑒𝑟(𝜒) = 1, then one of the following 
holds: 

(a) |𝐺| = 22𝑐 and cyclic center 𝑍(𝐺) ≥  𝐺′ with |𝐺′| = 2  
and |𝑍(𝐺)| = 4.  

(b) 𝐺 ≅ 𝐸𝑆(32𝑎+1). 
(c) 𝐺 ≅ 𝐺′ ⋊ 𝐾 is a Frobenius group, where 𝐾 is the cyclic 

Frobenius complement with 2|𝐾|  =  |𝐺′| − 1. 
(2) If  𝑘𝑒𝑟(𝜃)  =  1 and 𝑘𝑒𝑟(𝜒)  > 1, then  𝐺 satisfies one 

of the following : 
(d) 𝐺 ≅ (𝐶3 × 𝐶3) ⋊ 𝑄8  is a Frobenius group with the 

Frobenius complement isomorphic to 𝑄8.  
(e) 𝐺/𝑍(𝐺) ≅  𝑈 ⋊  𝑉 is a Frobenius group possessing 

elementary abelian kernel  𝑈 with a cyclic complement 𝑉. In 
this case, we also have |𝑍(𝐺)| = 2, |𝑉| = |𝑈| − 1 and 
𝑍(𝐺) ∩ 𝐺′ = 1. 

(3) 𝑘𝑒𝑟(𝜃)  > 1 and 𝑘𝑒𝑟(𝜒) >  1 if and only if  |𝐺| =
22𝛼+2,   𝑍(𝐺) ≅ 𝑉4,  𝐺′ ≤ 𝑍(𝐺)  and |𝐺′|=2. 

Proof. By  Theorem 12.15 of [1], we know that 𝐺  is 
solvable. Suppose that 𝑘𝑒𝑟(𝜃) = 𝑘𝑒𝑟(𝜒). By Lemma 2.8, we 
have 𝑘𝑒𝑟(𝜃) = 𝑘𝑒𝑟(𝜒) = 1.  Thus, 𝐺′ becomes the unique 
minimal normal subgroup of 𝐺. It can be seen  by Lemma 12.3 
of [1] that 𝜒(1) = 𝜃(1). Furthermore, 𝐺 becomes a 𝑟-group 
and 𝐺/𝑍(𝐺) is elementary abelian of order 𝜃(1)2 or a 
Frobenius group. Clearly, when 𝐺 is a 𝑟-group, we deduce  
|𝐺′| = 𝑟 since 𝐺′ ≤ 𝑍(𝐺) and 𝑍(𝐺) is  cyclic. Consequently, 
we have  the equation that  

 

|𝐺| = |𝐺: 𝐺′| + 𝜃(1)2 + 𝜒(1)2 =
|𝐺|

𝑟
+ 2𝑟2𝑎 

 
for some positive integer 𝑎. Computation yields that (𝑟 −
1)|𝐺| = 2𝑟2𝑎+1 and this equality holds only when 𝑟 = 2 
or 𝑟 = 3. Hence the cases (a) and (b) hold since the order of 
𝐺/𝑍(𝐺) is  𝑟2𝑎. Now let 𝐺 be a Frobenius group as in  Lemma  
12.3 of [1]. Thus, 𝐺′ is the Frobenius kernel of  𝐺. On the other 
side, the Frobenius complement 𝐻 becomes a cyclic group 
having the property that 2|𝐻|  =  |𝐺′| − 1 since |𝐻| =
𝜃(1) = 𝜒(1). We see that 𝐺 has the desired property in the 
case (c). 

To prove the case (2), suppose that 𝑘𝑒𝑟(𝜃)  =  1 and 
𝑘𝑒𝑟(𝜒) > 1. Obviously, 𝐺/𝑘𝑒𝑟(𝜒) is a Seitz group. We also 
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know from Lemma 2.8  that 𝑘𝑒𝑟 (𝜒) must be a minimal normal 
subgroup of 𝐺. Thus, we have that |𝑘𝑒𝑟(𝜒)| = 𝑟𝑎 for some 
prime 𝑟 and integer 𝑎.  Now first, let us consider 𝐺/𝑘𝑒𝑟(𝜒) an 
extraspecial 2-group. Assume that 𝑘𝑒𝑟(𝜒) ≰  𝐺′. Since 
𝑘𝑒𝑟 (𝜒) is a minimal normal subgroup of 𝐺, we know that  
𝑘𝑒𝑟 (𝜒) ∩ 𝐺′ = 1. Thus 𝐺′ is also a minimal normal subgroup 
of 𝐺. Hence 2 = |𝐺′𝑘𝑒𝑟(𝜒)/𝑘𝑒𝑟(𝜒)| = |𝐺′|, and this 
implies 𝐺′ ≤ 𝑍(𝐺).  Therefore,  𝐺 is nilpotent. It follows that 
𝑟  must be equal to 2. Otherwise, we obtain that |𝐼𝑟𝑟1(𝐺)| >
2 by using the fact that  |𝐼𝑟𝑟(𝐺)| = |𝐼𝑟𝑟(𝑃)|. |𝐼𝑟𝑟(𝑘𝑒𝑟(𝜒))|, 
where P is the Sylow 2-subgroup of 𝐺. Therefore,  𝐺 is a 2-
group and |𝑘𝑒𝑟(𝜒)| = 2. We have a contradiction that 𝐺′ =
𝑘𝑒𝑟(𝜒) since 𝑍(𝐺) is cyclic. This contradiction implies that 
𝑘𝑒𝑟(𝜒) ≤  𝐺′ and also 𝑘𝑒𝑟(𝜒) is the unique minimal normal 
subgroup of 𝐺. By using the equations  

 
|𝐺| = |𝐺: 𝐺′| + 𝜃(1)2 + 𝜒(1)2                                            (1) 

 
and |𝐺/𝑘𝑒𝑟(𝜒)| = |𝐺: 𝐺′| + 𝜒(1)2,  we get that 

 

 𝜃(1)2 = |𝐺| (1 −
1

|𝑘𝑒𝑟(𝜒)|
) =  22𝑏+1(𝑟𝑎 − 1),              (2) 

 
where |𝐺/𝑘𝑒𝑟(𝜒)| = 22𝑏+1 for some integer 𝑏. Since 
𝑘𝑒𝑟(𝜒) is abelian group, we know from Theorem 6.15 of [1] 
(Ito Theorem) that  𝜃(1) divides |𝐺/𝑘𝑒𝑟(𝜒)| = 22𝑏+1. Thus,  

𝑟𝑎 − 1 = 2𝛽 for some odd  integer 𝛽. Thus, we get that  𝑟 ≠
 2.  It follows that 𝑍(𝐺) = 1. Otherwise, 𝐺 must be nilpotent 
since 𝑘𝑒𝑟(𝜒) ≤ 𝑍(𝐺). But this is a contradiction since we 
obtain that |𝐼𝑟𝑟1(𝐺)| > 2 by using the equation |𝐼𝑟𝑟(𝐺)| =
|𝐼𝑟𝑟(𝑃)|. |𝐼𝑟𝑟(𝑘𝑒𝑟(𝜒))|, where  P is the Sylow 2-subgroup of 
𝐺. Now we determine possible values of 𝑟. If 2 | 𝑎, then we 
see that the only possibility is that 𝑟𝑎 − 1 = 8 because 𝑟𝑎 −

1 = (𝑟𝑎/2 − 1)(𝑟𝑎/2 + 1) = 2𝛽 and 𝑟 is an odd prime. 
Thus,  𝑘𝑒𝑟(𝜒) ≅ 𝐶3

2 elementary abelian and also, 𝑘𝑒𝑟(𝜒) =
𝐹(𝐺)  because  𝐹(𝐺) is a 𝑟-group. Let 𝐾 ∈ 𝑆𝑦𝑙2(𝐺). Since the 

centralizer 𝐶𝐺(𝑘𝑒𝑟(𝜒)) = 𝑘𝑒𝑟(𝜒), we conclude that  𝐾 is 

isomorphic to a subgroup of the group 𝐴𝑢𝑡(𝐶3 × 𝐶3)  
Therefore, we get 𝐺 ≅  (𝐶3 × 𝐶3) ⋊  𝑄8.  Now consider the 
case that 2 ∤  𝑎. If 𝑎 > 1, then we see that there exists an odd 
prime which would have to divide  

 
(𝑟 − 1)(𝑟𝑎−1+. . . +𝑟 + 1) = 𝑟𝑎 − 1 = 2𝛽 , 

 
and hence there clearly is no such prime 𝑟. Thus, 𝑎 = 1 and 

we have that 𝑟 − 1 = 2𝛽  for some odd number 𝛽. The only 
possibility is that 𝑟 = 3 and we obtain that 𝑘𝑒𝑟(𝜒) is a cyclic 
group of order 3. This is a contradiction because 𝑍(𝐺) = 1. 
Therefore, we need to consider that 𝐺/𝑘𝑒𝑟(𝜒) is a Seitz 
Frobenius group  possessing  H/𝑘𝑒𝑟(𝜒) Frobenius 
complement with the kernel 𝐺′𝑘𝑒𝑟(𝜒)/𝑘𝑒𝑟(𝜒). Next, we 
claim that 𝑘𝑒𝑟(𝜒) ≰  𝐺′. If not,  𝑘𝑒𝑟(𝜒)  becomes the unique 
minimal normal subgroup and so |𝑘𝑒𝑟(𝜒)| = 𝑟𝑎  for some 
prime 𝑟 and integer 𝑎. By using Equation (1) and  |𝐺/
𝑘𝑒𝑟(𝜒)| = |𝐺: 𝐺′| + 𝜒(1)2,  we know that 

 
𝜃(1)2 = 𝑞𝑐(𝑞𝑐 − 1)(𝑟𝑎 − 1),                                   (3) 

 

where |𝐺′/𝑘𝑒𝑟(𝜒)| = 𝑞𝑐  and |𝐻/𝑘𝑒𝑟(𝜒)| = 𝑞𝑐 − 1. Now, 
we can consider the two cases that 𝐹(𝐺) =  𝑘𝑒𝑟(𝜒) or 
𝐹(𝐺) = 𝐺′ since 𝑘𝑒𝑟(𝜒) ≤ 𝐹(𝐺) ≤  𝐺′ and 𝐺′/𝑘𝑒𝑟(𝜒) is 
the unique minimal normal subgroup of 𝐺/ 𝑘𝑒𝑟(𝜒). Let 
𝐹(𝐺) =  𝑘𝑒𝑟(𝜒). We now have 𝑟 ≠ 𝑞 and 𝐺′ is not an 
abelian group.  It follows that 𝐺′′ = 𝑘𝑒𝑟(𝜒) and so 𝑘𝑒𝑟(𝜒) ≰
𝑘𝑒𝑟(𝜆) for every 𝜆 ∈ 𝐼𝑟𝑟1(𝐺′). Therefore,  𝑘𝑒𝑟(𝜒) ≰
𝑘𝑒𝑟(𝜆𝐺)  and by Clifford's Theorem  (see Theorem 6.2 of [1]) 
we conclude that  𝜆𝐺 = 𝜃  since 𝜃 is the unique faithful 
irreducible character of 𝐺 and 𝐺/𝐺′ is a cyclic group. Because 
the fact that  𝐹(𝐺′) = 𝑘𝑒𝑟(𝜒) and 𝐺′/𝐹(𝐺′) is an abelian 
group, from Lemma 18.1 of  [3], there must be an irreducible 
character 𝜑 of 𝐺′  satisfying the property that 𝜑(1) =
|𝐺′: 𝐹(𝐺′)| = 𝑞𝑐 . Thus, we obtain that 

 
𝜑𝐺 (1) = |𝐺: 𝐺′|φ(1) = (𝑞𝑐 − 1)𝑞𝑐 = 𝜃(1), 

 
and hence by using Equation (3), we get 𝜃(1) = 𝑞𝑐(𝑞𝑐 −
1) = (𝑟𝑎 − 1). By Clifford's Theorem, we have 𝜃𝑘𝑒𝑟(𝜒) =

𝜉1 + 𝜉2+. . . +𝜉𝑟𝑎−1, where 𝜉𝑖 ∈ 𝐼𝑟𝑟(𝑘𝑒𝑟(𝜒)) for 𝑖 ∈
{1, . . . , 𝑟𝑎 − 1}. This leads by Clifford's Theorem to 𝐼𝐺(𝜉𝑖) =
𝑘𝑒𝑟(𝜒) for all nonprincipal irreducible characters 𝜉𝑖  of 𝑘𝑒𝑟(𝜒)  
because |𝐺: 𝐼𝐺(𝜉𝑖)| =  𝑟𝑎 − 1 = 𝜃(1). Thus, we have seen 
that there exists 𝐾 ≤ 𝐺 such that 𝐺 = 𝑘𝑒𝑟(𝜒) ⋊  𝐾 is a 
Frobenius group with  𝑘𝑒𝑟(𝜒) being the Frobenius kernel. 𝐾 
has a unique involution since |𝐾| = 𝑞𝑐(𝑞𝑐 − 1) is even. This 
shows 𝑍(𝐾) > 1, which leads the contradiction as we know 
that 𝐺/𝑘𝑒𝑟(𝜒) ≅  𝐾 is a Frobenius group. 

 Now, we may assume that  𝐹(𝐺) = 𝐺′. We note that 𝑟 =
𝑞 and 𝐺′ ∈ 𝑆𝑦𝑙𝑟(𝐺)  as 𝐹(𝐺) is a 𝑟-group. Thus we also know 
that 𝐺′ is not an abelian group since 𝑞 |𝜃(1). It follows that 
𝑘𝑒𝑟(𝜒) = 𝑍(𝐺′) = 𝐺′′ since 𝐺′/ 𝑘𝑒𝑟(𝜒) is  the unique 
minimal normal subgroup of 𝐺/ 𝑘𝑒𝑟(𝜒). By using the similar 
thought in the previous paragraph, we have  𝜓𝐺 = 𝜃  for 𝜓 ∈
𝐼𝑟𝑟1(𝐺′). Therefore, 𝜃(1) = 𝑟𝑡(𝑟𝑐 − 1), where 𝜓(1) = 𝑟𝑡 
for some integer 𝑡. By using Equation (3), we get that 

 
 𝜃(1)2 = 𝑟𝑐(𝑟𝑐 − 1)(𝑟𝑎 − 1) = 𝑟2𝑡(𝑟𝑐 − 1)2,   

 
and  by equating these expressions, we find that 𝑎 = 𝑐 = 2𝑡. 
It follows that |𝑘𝑒𝑟(𝜒)| = 𝑟𝑐 = |𝐺′/𝑘𝑒𝑟(𝜒)| and 𝜓(1) =

𝑟𝑐/2 for every nonlinear irreducible character 𝜓 of 𝐺′. Since by 
Corollary 2.30 of  [1] we have that 𝑟𝑐 = 𝜓(1)2 ≤ |𝐺′: 𝑍(𝜓)| 
and that 𝑍(𝐺′) ≤ 𝑍(𝜓), we deduce that  𝑍(𝐺′) = 𝑍(𝜓). As 
𝑟𝑐 = |𝐺′/𝑍(𝐺′)|,  again by Corollary 2.30 of  [1], for all 𝑥 ∈
 𝐺′ − 𝑍(𝐺′)   we see that 𝜓(𝑥) = 0.  

Take  𝑥 ∈  𝐺′ − 𝑍(𝐺′); then 𝜓(𝑥) = 0 for all 𝜓 ∈
𝐼𝑟𝑟1(𝐺′). Then we have a contradiction that 

 
𝑟𝑐 = |𝑍(𝐺′)| < |𝐶 𝐺′(𝑥) | 

      =  ∑ |𝜓(𝑥)|2
𝜓∈𝐼𝑟𝑟1(𝐺′) +  ∑ |𝜇(𝑥)|2

𝜇∈𝐿𝑖𝑛(𝐺′) =𝑟𝑐  

 
This proves our claim 𝑘𝑒𝑟(𝜒) ≰  𝐺′. Thus, 𝑘𝑒𝑟(𝜒)  and 𝐺′ 

are different minimal normal subgroups of 𝐺. By Ito's 
Theorem, 𝜃(1) | 𝑞𝑐 − 1 since 𝐺′ × 𝑘𝑒𝑟(𝜒) ⊴ 𝐺 is abelian, 
and hence it may be written the degree of 𝜃 as 𝜃(1) =
𝑞𝑐−1

𝑡
  for some 𝑡. By using Equation (1),  
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𝑞𝑐(𝑞𝑐 − 1)𝑟𝑎 = |𝐺|   
             = (𝑞𝑐 − 1)𝑟𝑎 + (𝑞𝑐 − 1)2 + (𝑞𝑐 − 1/𝑡)2 
 

and this calculation shows that 𝑟𝑎 = 1 +
1

𝑡2, which is possible 

only if 𝑟𝑎 = 2. This implies that |𝑘𝑒𝑟(𝜒)| = 2. Actually,  we 
have 𝑘𝑒𝑟(𝜒) = 𝑍(𝐺), which yields that the case (b) holds.  

Let us consider the case (3), that is, 𝑘𝑒𝑟(𝜒) > 1 and 
𝑘𝑒𝑟(𝜃) > 1. Take 𝑁: = 𝑘𝑒𝑟(𝜒) ∩  𝑘𝑒𝑟(𝜃),  then we know 
from Lemma 2.8 that |𝑁| = 1 and both 𝑘𝑒𝑟(𝜒) and 
𝑘𝑒𝑟(𝜃) are minimal normal subgroups of 𝐺. Since 𝐺/
𝑘𝑒𝑟(𝜒)𝑘𝑒𝑟(𝜃) is abelian, we have that 𝐺′ ≤ 𝑘𝑒𝑟(𝜒)𝑘𝑒𝑟(𝜃). 
Suppose that 𝐺 = 𝑘𝑒𝑟(𝜒)𝑘𝑒𝑟(𝜃). By using Equation (1),  we 
get that 

 
|𝐺/ 𝑘𝑒𝑟(𝜃)| − |𝐺: 𝐺′| = 𝜃(1)2 = |𝐺| − |𝐺/ 𝑘𝑒𝑟(𝜒)|   

 
since 𝑘𝑒𝑟(𝜒)  and 𝑘𝑒𝑟(𝜃) are subgroups of 𝐺′. Thus, we have 
|𝑘𝑒𝑟(𝜃)|(|𝑘𝑒𝑟(𝜒)| − 1) = |𝑘𝑒𝑟(𝜒)| − 1, which leads the 
contradiction that |𝑘𝑒𝑟(𝜃)| = 1. Therefore, we see that 𝐺′ <
𝑘𝑒𝑟(𝜒)𝑘𝑒𝑟(𝜃). Suppose that 𝑘𝑒𝑟(𝜒)  ≤ 𝐺′, then we get 
𝐺′𝑘𝑒𝑟(𝜃) = 𝑘𝑒𝑟(𝜒)𝑘𝑒𝑟(𝜃), and so |𝐺′ ∩ 𝑘𝑒𝑟(𝜃)| > 1. 
Thus, we have 𝑘𝑒𝑟(𝜃) ≤  𝐺′, which contradicts with 𝐺′ <
𝑘𝑒𝑟(𝜒)𝑘𝑒𝑟(𝜃). Then 𝑘𝑒𝑟(𝜒) ≰ 𝐺′. Similarly, we obtain that 
𝑘𝑒𝑟(𝜃) ≰ 𝐺′. Thus 𝐺′ is the another minimal normal 
subgroup. Now, we claim that 𝐺′𝑘𝑒𝑟(𝜃) = 𝐺′𝑘𝑒𝑟(𝜒) =
𝑘𝑒𝑟(𝜒)𝑘𝑒𝑟(𝜃). It is easy to see that  𝑘𝑒𝑟(𝜃) = 𝑘𝑒𝑟(𝜃) ∩
 𝐺′𝑘𝑒𝑟(𝜒) ≤  𝐺′𝑘𝑒𝑟(𝜒) and 𝑘𝑒𝑟(𝜒) = 𝑘𝑒𝑟(𝜒) ∩
 𝐺′𝑘𝑒𝑟(𝜃) ≤  𝐺′𝑘𝑒𝑟(𝜃),  which yields that   𝐺′𝑘𝑒𝑟(𝜃) =
𝐺′𝑘𝑒𝑟(𝜒) = 𝑘𝑒𝑟(𝜒)𝑘𝑒𝑟(𝜃), as desired. We also note that 
|𝐺′| = |𝑘𝑒𝑟(𝜃)| = |𝑘𝑒𝑟(𝜒)|. 

 First, we assume that 𝐺/𝑘𝑒𝑟(𝜒) is a Seitz Frobenius 
group. Since |𝐺′𝑘𝑒𝑟(𝜒)/𝑘𝑒𝑟(𝜒)| = |𝐺′𝑘𝑒𝑟(𝜃)/𝑘𝑒𝑟(𝜃)|, 
we see that 𝐺/𝑘𝑒𝑟(𝜃) cannot be an extraspecial 2-group. 
Thus, 𝐺/𝑘𝑒𝑟(𝜃) is also a Seitz Frobenius group whose order is  
𝑟𝑛(𝑟𝑛 − 1) for some prime 𝑟 and 𝜃(1) = 𝜒(1) = 𝑟𝑛 − 1. 
Because 𝐺′ ≅  𝐺′𝑘𝑒𝑟(𝜒)/𝑘𝑒𝑟(𝜒) ≅ 𝑘𝑒𝑟(𝜃), we conclude 
that 𝑟𝑛 = |𝐺′| = |𝑘𝑒𝑟(𝜒)|, and hence we get |𝐺| =
𝑟2𝑛(𝑟𝑛 − 1). By using Equation (1), we have 

 
𝑟2𝑛(𝑟𝑛 − 1) = 𝑟𝑛(𝑟𝑛 − 1) + 2(𝑟𝑛 − 1)2, 
 
which gives a contradiction that 1 = 𝑟𝑛 − 1 = 𝜒(1). 
Therefore we need to consider  the case that 𝐺/𝑘𝑒𝑟(𝜒) is an 
extraspecial 2-group. Since we have 2 = |𝐺′𝑘𝑒𝑟(𝜒)/
𝑘𝑒𝑟(𝜒)| = |𝐺′𝑘𝑒𝑟(𝜃)/𝑘𝑒𝑟(𝜃)|, we deduce that 𝐺/𝑘𝑒𝑟(𝜃) 
is also an extraspecial 2-group, and so we get that  𝐺 is a 2-
group. Thus, minimal normal subgroups 𝑘𝑒𝑟(𝜒), 𝑘𝑒𝑟(𝜃) and 
𝐺′ are also subgroups of 𝑍(𝐺) of order 2. In fact, 
𝑘𝑒𝑟(𝜒) 𝑘𝑒𝑟(𝜃) = 𝑍(𝐺) because 𝐺/𝑘𝑒𝑟(𝜒) is an 
extraspecial 2-group. Therefore, we obtain the case (3) that 
𝑍(𝐺) ≅  𝑉4, |𝐺| = 22𝑛+2 and 𝜒(1) = 𝜃(1) = 2𝑛, where 𝑉4 
is the Klein-4-group, and hence we are done. 

Theorem 3.2.  Let 𝐼𝑟𝑟1,𝑚(𝐺) = {𝜒1 , 𝜒2, … , 𝜒𝑛} for a 

nonabelian solvable group 𝐺. Assume that  𝑘𝑒𝑟(𝜒𝑖) =

𝑘𝑒𝑟(𝜒𝑗)  for 𝑖, 𝑗 ∈ {1, 2, … , 𝑛}. Then  𝜒1(1) = ⋯ =

𝜒𝑛(1) = 𝑑  for some integer 𝑑  and one of the following holds:  
(i) 𝐺 = 𝑆 × 𝑇, where 𝑆 ∈ 𝑆𝑦𝑙𝑝(𝐺) and 𝑇 ⊴ 𝐺 is abelian.  

Also, 𝑆/𝑍(𝑆) is an elementary abelian 𝑝-group and  𝑍(𝑆) is 
cyclic. 

 (ii) 𝐺/𝑍(𝐺) is a Frobenius group possessing an abelian 
Frobenius complement whose order equals  𝑑, 𝐺′ is an 
elementary abelian 𝑝-group and 𝐺′ ∩ 𝑍(𝐺) = 1. Also, for 
𝑅 ∈ 𝑆𝑦𝑙𝑝(𝑍(𝐺)) we have  𝐺 = 𝑅 × 𝐾. In fact,  𝐾/𝑍(𝐾)  

becomes a Frobenius group.  
Proof.  We first note that when every nonlinear monolithic 

character of 𝐺 is faithful, then 𝐺′ becomes the unique minimal 
normal subgroup of G from Remark 2.6, and hence we 
complete the proof by Lemma 12.3 of [1]. Therefore, we can 
suppose that 𝑘𝑒𝑟(𝜒𝑖) ≠ 1 for 𝑖 ∈ {1, 2, … , 𝑛}. Since 1 <
⋂ 𝑘𝑒𝑟(𝜒𝑖) = 𝑘𝑒𝑟(𝜒1),𝑛

𝑖=1  then by Remark 2.5, we have that  
𝑘𝑒𝑟(𝜒1) ≤ 𝑍(𝐺) and also 𝑘𝑒𝑟(𝜒1) ∩ 𝐺′ = 1.  Therefore, we 
conclude by Remark 2.6 that  𝐺′ is a minimal normal subgroup 
of 𝐺. First  let  us consider 𝑘𝑒𝑟(𝜒1) < 𝑍(𝐺). Thus, we get that 
𝐺/𝑍(𝐺) is  abelian because it has no nonlinear monolithic 
character. So 𝐺 becomes a nilpotent group. Because the fact 
that 𝐺 is  nonabelian and nilpotent, then there is a nonabelian 
Sylow 𝑝-subgroup 𝑆 ⊴ 𝐺 having the property with 𝐺 = 𝑆 ×
𝑇. Since 𝑆′ = 𝐺′ ≤ 𝑆, then we observe that 𝑇 is an abelian 
group.  Furthermore, the factor group  𝐺/ 𝑘𝑒𝑟(𝜒1)  needs to 
be a nonabelian and 𝑝-group. This gives from Remark 2.6 that 
𝑇 ≤ 𝑘𝑒𝑟(𝜒1). Since we know 𝐼𝑟𝑟1,𝑚(𝐺/𝑇) = 𝐼𝑟𝑟1,𝑚(𝑆),  we 

obtain that 𝑆 has exactly 𝑛 nonlinear monolithic characters 
having same kernel. From Lemma 2.8, we deduce that every 
nonlinear irreducible characters of 𝑆  needs to be faithful. 
Therefore,  𝑆 is as in Lemma 12.3 (a) of [1], which is as desired 
result in (i). 

From now on, we shall suppose that 𝑘𝑒𝑟(𝜒1) = 𝑍(𝐺). If 
the factor group  𝐺/𝑍(𝐺) is a 𝑝-group,  𝐺 is  nonabelian and 
nilpotent. Also, we note that (|𝑆|, |𝑍(𝐺)|) ≠ 1, where 𝑆 is a 
Sylow 𝑝-subgroup of  𝐺. Therefore, there exists 𝑁 < 𝑍(𝐺)  
subgroup with 𝐺/𝑁 ≅ 𝑆. Since 𝐼𝑟𝑟1,𝑚(𝑆) ⊆ 𝐼𝑟𝑟1,𝑚(𝐺) and 

𝐺/𝑁𝑍(𝑆) ≅ 𝑆/𝑍(𝑆),  we have a contradiction that  
𝑛 = |𝐼𝑟𝑟1,𝑚(𝑆/𝑍(𝑆))| < |𝐼𝑟𝑟1,𝑚(𝑆)| ≤ |𝐼𝑟𝑟1,𝑚(𝐺)|  = 𝑛. 

Then 𝐺/𝑍(𝐺) becomes a Frobenius group as  Lemma 
12.3 (b) of [1], that is,  
 
𝐺/𝑍(𝐺) ≅ 𝑍(𝐺)𝐺′/ 𝑍(𝐺) ⋊ 𝐵/𝑍(𝐺), 
 
where 𝑍(𝐺)𝐺′/ 𝑍(𝐺) ≅  𝐺′ is an elementary abelian 𝑝-
group. Let's pick 𝑅 ∈ 𝑆𝑦𝑙𝑝(𝑍(𝐺)). Because the fact that 

𝑍(𝐺) ∩ 𝐺′ = 1,   we get 𝐺′ × 𝑅 ∈ 𝑆𝑦𝑙𝑝(𝐺).  Since 𝐺′ × 𝑅 

splits over the normal abelian group 𝑅, then we get by 
Gaschütz's Lemma that 𝐺 = 𝑅 × 𝐾, where 𝐾/𝑍(𝐾) is a 
Frobenius group.  

Conversely, the groups as in the theorem have nonlinear 
monolithic characters having equal kernel by Lemma 2.9,  and 
hence we are done.  

 

Conclusion       

For many years, several authors have defined some 
new concepts and given theorems on  the classifications 
of a finite group by using its irreducible characters. The 
aim of this paper is to consider the relation between the 
groups structure and their irreducible character kernels. 
Under some certain conditions related to irreducible 
character kernels, we have given a classification of finite 
groups. On above occassion, we want to emphasize that 



Çınarcı, Erkoç / Cumhuriyet Sci. J., 43(3) (2022) 449-453 

453 

monolithic characters are important constituent of the set 
of irreducible characters. Therefore, this study may be 
considered as a pioneering work for classifying finite 
groups having more nonlinear  monolithic character 
kernels.  
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Introduction 

The Gaussian and the mean curvature are a measure 
of how a surface curves. As an intrinsic quantity, the 
Gaussian curvature is one of the foundations of 
Riemannian geometry. In contrast, the mean curvature is 
an extrinsic quantity which measures how the surface lies 
in space. As the mean curvature is closely related to the 
character of the surface of a solid material, it is deeply 
connected to other sciences. 

The mean curvature of a surface is half of the sum of 
principal curvatures at every point of the surface. A 
minimal surface is a surface which has zero mean 
curvature at every point. A surface with non-vanishing 
constant mean curvature is obtained by minimizing the 
area of the surface while preserving its volume. It can be 
physically modeled by a soap bubble. 

We see surfaces almost in every differential geometry 
book [1-3]. There are several techniques to characterize 
surfaces. However, the construction of a surface is also an 
important issue. Current studies on surfaces have focused 
on finding surfaces with a common special curve [4 - 14]. 
Recently, Coşanoğlu and Bayram [15] obtained sufficient 
conditions for constant mean curvature surfaces through 
a prescribed curve in 3 dimensional Euclidean space. Mert 
and Karlığa [16] investigated timelike surfaces with 
constant angle in de-Sitter space. Mert and Atçeken [17] 
studied normal and binormal surfaces in hyperbolic 
3−space. 

In the present paper, analogous to Coşanoğlu and 
Bayram [15], we obtain parametric constant mean 
curvature surfaces through a given spacelike curve in 3 
dimensional Minkowski space. We present constraints for 
these types of surfaces. The method is validated with 
several examples. 

. 

Materials and Methods 

Apparatus 
The real vector space 3

  endowed with the metric 
tensor  

1 1 2 2 3 3X,Y x y x y x y= − + +  
is called the Minkowski 3-space and denoted by 3

1 ,  

where ( )1 2 3X x , x , x ,= ( ) 3
1 2 3Y y , y , y= ∈  [1] The 

Lorentzian vectorial product is defined by  
 

( )2 3 3 2 1 3 3 1 2 1 1 2X Y x y x y , x y x y , x y x y .× = − − −  
 
A vector 3

1X∈  is called timelike, spacelike or 
lightlike (null) if 

 
X, X 0,

X, X 0 or X 0,
X, X 0,

 <


> =
 =



 

respectively. Similarly, a curve in 3
1  is called a 

timelike, spacelike or lightlike curve if its tangent vector 
field is always timelike, spacelike or lightlike, respectively. 

The set { }T, N, B  denotes the moving Frenet-Serret 
frame through a curve α , where T, N  and B  are the 
tangent vector field, the principal normal vector field and 
the binormal vector field of the curve α , respectively. 

The unit speed spacelike curve α  with timelike 
normal has spacelike vector fields T  and B  and timelike 
vector field N. For this setting we have, 

 
T N B, N B T, B T N.= − × = × = − ×  

http://xxx.cumhuriyet.edu.tr/
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B(s)  is the unique spacelike unit vector field orthogonal to the timelike plane { }T(s), N(s)  at every point ( )s ,α  

such that the orientation of 3
1  and { }T, N,B are the same. Then, we have the following Frenet formulas [18]  

 
T N,  N T B,  B N.′ ′ ′= κ = κ + τ = τ  
 
The arc-length spacelike curve α  with spacelike normal has spacelike vector fields T  and N  and timelike vector 

field B . In this case, 
 
T N B, N B T, B=T N.= − × = − × ×  
 
The vector field B(s)  is the unique timelike unit vector field orthogonal to the spacelike plane { }T(s), N(s)  at each 

point ( )sα  so that the orientation of 3
1  and { }T, N, B are the same. Then, we obtain the following Frenet formulas 

[19]  
 
T N,  N T B,  B N.′ ′ ′= κ = −κ + τ = τ  
 
The mean curvature of the surface ( )P s, t  is given as 
 

( ) ( ) ( ) ( )
( )

( )3
2

s t ss s t st s t ttdet P ,P ,P G 2det P ,P ,P F det P , P , P E
H s, t s, t ,

2 W

 − +
 = −
 −ε 

 

 
where E, F, G  are the coefficients of the first fundamental form of the surface ( ) 2P s, t , W EG F= −  and  

( )
( )

1, if P s, t is timelike,
1, if P s, t is spacelike,

ε = −
 

[19]. 
 
Results and Discussion 

Constant Mean Curvature Surfaces Along A Spacelike Curve 
Let ( )sα  be a spacelike curve with timelike normal arc-length regular curve with curvature  ( )sκ  and torsion ( )s .τ  

Also, assume that ( )s 0,′′α ≠


 s.∀  Parametric surfaces possessing ( )sα  can be written as 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )P s, t s u s, t T s v s, t N s w s, t B s ,= α + + +        (1) 

  

1 2 1 2L s L , T t T ,≤ ≤ ≤ ≤  where ( ) ( ) ( ){ }T s , N s ,B s  is the Frenet-Serret frame of ( ) 2s . Cα  functions 

( ) ( ) ( )u s, t , v s, t , w s, t  are known as marching-scale functions. Note that, choosing distinct marching-scale functions 

corresponds to distinct surfaces along the curve ( )s .α   

To simplify the calculations, we suppose that the curve ( )sα  is a t-parameter curve on the surface in Eqn. (1). So, 
we have 

 
( ) ( ) ( )0 0 0u s, t 0, v s, t 0, w s, t 0≡ ≡ ≡  

 

for some t T ,T .0 1 2
 ∈     

We make the following calculations required for the mean curvature. 
 

( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( )( ) ( )

s s

s

s

P s, t 1 u s, t s v s, t T s

s u s, t v s, t s w s, t N s

s v s, t w s, t B s ,

= + + κ

+ κ + + τ

+ τ +
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( ) ( ) ( ) ( ) ( ) ( ) ( )t t t tP s, t u s, t T s v s, t N s w s, t B s ,= + +  
 

( ) ( )s 0P s, t T s ,=  
 

( ) ( ) ( ) ( ) ( ) ( ) ( )t 0 t 0 t 0 t 0P s, t u s, t T s v s, t N s w s, t B s ,= + +  
 

( ) ( ) ( )ss 0P s, t s N s ,= κ  
 

( ) ( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( )( ) ( )

st 0 ts 0 ts 0 t 0

t 0 ts 0 t 0

t 0 ts 0

P s, t P s, t u s, t s v s, t T s

s u s, t v s, t s w s, t N s

s v s, t w s, t B s

= = + κ

+ κ + + τ

+ τ +

  

 
( ) ( ) ( ) ( ) ( ) ( ) ( )tt 0 tt 0 tt 0 tt 0P s, t u s, t T s v s, t N s w s, t B s ,= + +  

 
( ) ( ) ( )( ) ( ) ( )s 0 t 0 ss 0 t 0det P s, t , P s, t , P s, t s w s, t ,= −κ  

 
( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( )(
( ) ( ))

s 0 t 0 st 0 t 0 t 0 ts 0

t 0 t 0 ts 0

t 0

det P s, t ,P s, t , P s, t v s, t v s, t s w s, t

w s, t u s, t s v s, t

s w s, t ,

= τ +

− κ +

+τ

 

 
( ) ( ) ( )( ) ( ) ( ) ( ) ( )s 0 t 0 tt 0 t 0 tt 0 t 0 tt 0det P s, t , P s, t , P s, t v s, t w s, t w s, t v s, t ,= −  

where subscript denotes the partial derivative with respect to the parameter in question. Hence, the surface ( )P s, t  

in Eqn. (1) has the following mean curvature along the curve ( )sα  
 

( ) ( ) ( ) ( )

( )( )
( )3

2

2 2 2
t t t t t t t ts t t ts t t tt t tt

0 0
2 2
t t

w u v w 2u v v w w u v w w v v w
H s, t s, t .

2 v w

κ − + +  τ + − κ + + τ  + − =
ε −

 
 
Theorem 1 : The surface ( )P s, t  in Eqn. (1) has constant mean curvature along the spacelike curve ( )sα  with 

spacelike binormal if one of the following conditions is satisfied: 
 
i) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0 t 0 tt 0 t 0 t 0u s, t v s, t w s, t w s, t w s, t 0 u s, t v s, t , s= = = = ≡ ≠ = τ = constant, 

ii) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0 t 0 tt 0 t 0 t 0u s, t v s, t w s, t v s, t v s, t 0 u s, t w s, t , s= = = = ≡ ≠ = τ = constant, 

iii) ( ) ( ) ( ) ( ) ( ) ( ) ( )t 0 0 0 0 t 0 t 0 tt 0v s, t 0 u s, t v s, t w s, t u s, t w s, t w s, t ,≠ ≡ = = = = =  

iv)  ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t 0 0 0 0 t 0 t 0 tt 0w s, t 0 u s, t v s, t w s, t u s, t v s, t v s, t , s≠ ≡ = = = = = κ =  constant, 
 
If ( ) 1 2s , L s Lα ≤ ≤  is a spacelike curve with timelike binormal arc-length regular curve having curvature ( )sκ   and 

torsion ( )s ,τ  then we have the theorem below. 

Theorem 2 : The surface ( )P s, t  in Eqn. (1) has constant mean curvature along the spacelike curve ( )sα  with 
timelike binormal if one of the following conditions is satisfied : 

 
i) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0 t 0 tt 0 t 0 t 0u s, t v s, t w s, t w s, t w s, t 0 u s, t v s, t , s= = = = ≡ ≠ = τ = constant, 

ii) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0 t 0 tt 0 t 0 t 0u s, t v s, t w s, t v s, t v s, t 0 u s, t w s, t , s s= = = = ≡ ≠ = κ + τ = constant, 

iii) ( ) ( ) ( ) ( ) ( ) ( ) ( )t 0 0 0 0 t 0 t 0 tt 0v s, t 0 u s, t v s, t w s, t u s, t w s, t w s, t ,≠ ≡ = = = = =   

iv) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t 0 0 0 0 t 0 t 0 tt 0w s, t 0 u s, t v s, t w s, t u s, t v s, t v s, t , s≠ ≡ = = = = = κ =  constant, 
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Example 1 : In this example, we construct surfaces with constant mean curvature along a given spacelike curve with 
timelike normal vector field. The unit speed spacelike curve with timelike normal  

( ) ( ) ( )( )2s1 1
2 2 2s cosh 2s , , sinh 2sα =  has the following Frenet apparatus : 

( ) ( ) ( )
( ) ( ) ( )( )
( ) ( ) ( )
( ) ( )

2 2 2T s sinh 2s , , cosh 2s ,
2 2 2

N s cosh 2s ,0,sinh 2s ,

2 2 2B s sinh 2s , , cosh 2s ,
2 2 2

s 1, s 1.

 
=   
 

=

 
= − −  
 

κ = τ = −

 

Marching-scale functions ( ) ( ) ( )u s, t v s, t t, w s, t 0= = ≡  and 0t 0,=  satisfies Theorem 1 (i) and the surface 

( ) ( ) ( ) ( )

( ) ( )

1
1 t 2 2P s, t t cosh 2s sinh 2s , s t ,
2 2 2

1 t 2t sinh 2s cosh 2s ,
2 2

 = + + +  
 + +     

 

1 s 1, 0 t 1− ≤ ≤ ≤ ≤  with constant mean curvature ( )H s,0 1= −  along the spacelike curve ( )sα  is obtained (Figure 1).  

Choosing marching-scale functions ( ) ( ) ( )u s, t w s, t t, v s, t 0= = ≡  and 0t 0,=   satisfies Theorem 1 (ii) and we 
immediately get the surface 

( ) ( ) ( ) ( )2
1 2 1P s, t cosh 2s , s 2t , sinh 2s ,
2 2 2

 
= +  
 

 

with constant mean curvature ( )H s,0 1=  along the curve ( )sα  (Figure 2) .  
Example 2  The spacelike curve with timelike binormal  

( ) ( ) ( )4 4 5s sinh 3s , cosh 3s , s
9 9 3

 α =  
 

 

 has the following Frenet apparatus : 

( ) ( ) ( )

( ) ( ) ( )( )

( ) ( ) ( )

( ) ( )

4 4 5T s cosh 3s , sinh 3s , s ,
3 3 3

N s sinh 3s ,cosh 3s ,0 ,

5 5 4B s cosh 3s , sinh 3s , ,
3 3 3

s 4, s 5.

 =  
 

=

 = − − − 
 

κ = τ = −

 

Choosing marching-scale functions ( ) ( ) ( )v s, t t, u s, t w s, t 0= = ≡ and 0t 0,=  satisfies Theorem 2 (iii)  and we 
obtain the surface 

( ) ( ) ( )3
4 4 5P s, t t sinh 3s , t cosh 3s , s ,
9 9 3

    = + +    
    

 

1 s 1, 0 t 1− ≤ ≤ ≤ ≤  with constant mean curvature ( )H s,0 0=  along the curve ( )sα  (Figure 3) .   

If we choose ( ) ( ) ( )u s, t v s, t 0, w s, t t= ≡ = and 0t 0,=  Theorem 2 (iv) is satisfied and we obtain the surface 

( ) ( ) ( ) ( ) ( )4
4 5 4 5 5s 4tP s, t sinh 3s t cosh 3s , cosh 3s t sinh 3s , ,
9 3 9 3 3

− = − − 
 

 

1 s 1, 0 t 1− ≤ ≤ ≤ ≤  with constant mean curvature ( )H s,0 2= −  along the curve ( )sα  (Figure 4). 
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Figure 1. Constant mean curvature surface P1 (s,t) along the spacelike 
curve α(s) 

 

 

Figure 2. Constant mean curvature surface P2 (s,t) along the spacelike 
curve α(s) 

 

 

Figure 3. Constant mean curvature surface P3 (s,t) along the spacelike 
curve α(s) 
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Figure 4. Constant mean curvature surface P4 (s,t) along the spacelike 
curve α(s) 
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Introduction 

In 1985, Kaneyuki and Williams initiated the notion of 
paracontact geometry [1]. Zamkovoy achieved 
systematic research on paracontact metric manifolds and 
some remarkable subclasses named para-Sasakian 
manifolds [2]. Recently, B. Cappeletti-Montano, I. Küpeli 
Erken and C. Murathan introduced a new type of 
paracontact geometry so-called paracontact metric 
(𝑘, 𝜇) −space, where 𝑘 and 𝜇 are constants [3]. This is 
known [4] about the contact case 𝑘 ≤ 1, but in the 
paracontact case there is no restriction of 𝑘. 

Zamkovoy studied paracontact metric manifolds and 
some remarkable subclasses named para-Sasakian 
manifolds. In particular, many authors have pointed to 
the importance of paracontact geometry and para-
Sasakian geometry in recent years. A normal paracontact 
metric manifold is a para-Sasakian manifold. An almost 
paracontact metric manifold is a para-Sasakian manifold 
if and only if [2] 

 
(𝛻𝛽1

𝜙)𝛽2 = −𝑔(𝛽1 , 𝛽2)𝜉 + 𝜂(𝛽2)𝛽1. 

 
As a generalization of locally symmetric spaces, many 

authors have studied semi-symmetric spaces and in turn 
their generalizations. A semi-Riemannian manifold 
(𝑀2𝑛+1, 𝑔), 𝑛 ≥ 1, is said to be semi-symmetric if its 
curvature tensor 𝑅 satisfies 𝑅 ⋅ 𝑅 = 0 for all vector fields 
𝛽1, 𝛽2 on 𝑀2𝑛+1, where 𝑅(𝛽1 , 𝛽2) acts as a derivation on 
[5,6]. D. Kowalezyk researched some subclass of semi-
symmetric manifolds [5]. 

On the other hand, B. Prasad introduced a pseudo 
projective curvature tensor on a Riemannian manifold 
[6]. S. Ivanov, D. Vassilev and S. Zamkovoy studied a 
tensor invariant characterizing locally the integrable 
paracontact Hermitian structures which are paracontact 

conformally equivalent to the flat structure on G(P) [7]. 
Since then several geometers studied curvature 
conditions and obtain various important properties 
[8,9,19]. 

The object of this paper is to study properties of the 
some certain curvature tensor in a (𝑘, 𝜇) −paracontact 
metric manifold we research 𝑅 ⋅ 𝑃∗ = 0, 𝑅 ⋅ 𝐿 = 0, 𝑅 ⋅
𝑊1 = 0, 𝑅 ⋅ 𝑊0 = 0  and 𝑅(𝑋, 𝑌) ⋅ 𝑀 = 0, where 𝑅, 𝑃∗, 𝐿, 
𝑊1 , 𝑊0  and 𝑀 denote the Riemannian, pseudo-
projective, conharmonic, 𝑊1 , 𝑊0  and 𝑀 −projective 
curvature tensors of manifold, respectively. 
 

Preliminaries 
An (2𝑛 + 1)-dimensional manifold 𝑀 is called to 

have a paracontact structure if it admits a (1,1) −tensor 
field 𝜙, a vector field 𝜉 and a 1-form 𝜂 satisfying the 
following conditions [1]: 
 
(𝑖)  𝜙2𝛽1 = 𝛽1 − 𝜂(𝛽1)𝜉, 
 
for any vector field 𝛽1 ∈ 𝜒(𝑀), where 𝜒(𝑀) the set of all 
differential vector fields on 𝑀, 
 
(𝑖𝑖) 𝜂(𝜉) = 1, 𝜂 ∘ 𝜙 = 0, 𝜙𝜉 = 0, 
 
an almost paracontact manifold equipped with a pseudo-
Riemannian metric 𝑔 such that 
 
𝑔(𝜙𝛽1, 𝜙𝛽2) = −𝑔(𝛽1 , 𝛽2) + 𝜂(𝛽1)𝜂(𝛽2),   
        𝑔(𝛽1, 𝜉) = 𝜂(𝛽1)        (1) 
 
for all vector fields 𝛽1 , 𝛽2 ∈ 𝜒(𝑀). An almost paracontact 
structure is called a paracontact structure if 
𝑔(𝛽1 , 𝜙𝛽2) = 𝑑𝜂(𝛽1, 𝛽2) with the associated metric 𝑔 
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[2]. We now define a (1,1) tensor field ℎ by ℎ =
1

2
𝐿𝜉𝜙, 

where 𝐿 denotes the Lie derivative. Then ℎ is symmetric 
and satisfies the conditions 

 
ℎ𝜙 = −𝜙ℎ,      ℎ𝜉 = 0,       𝑇𝑟. ℎ = 𝑇𝑟. 𝜙ℎ = 0     (2) 
 

If  𝛻̃ denotes the Levi-Civita connection of g, then we 
have the following relation 

 
𝛻̃𝛽1

𝜉 = −𝜙𝛽1 + 𝜙ℎ𝛽1         (3) 

 
for any 𝛽1 ∈ 𝜒(𝑀) [2].  For a paracontact metric 
manifold 𝑀2𝑛+1(𝜙, 𝜉, 𝜂, 𝑔), if 𝜉 is a killing vector field or 
equivalently, ℎ = 0, then it is called a K-paracontact 
manifold. 
An almost paracontact manifold is said to be para-
Sasakian if and only if the following condition holds 

 
(𝛻̃𝛽1

𝜙)𝛽2 = −𝑔(𝛽1 , 𝛽2)𝜉 + 𝜂(𝛽2)𝛽1 

 
for all 𝛽1, 𝛽2 ∈ 𝜒(𝑀) [2].  A normal paracontact metric 
manifold is para-Sasakian and satisfies 
 
𝑅(𝛽1, 𝛽2)𝜉 = −(𝜂(𝛽2)𝛽1 − 𝜂(𝛽1)𝛽2)       (4) 
 
for all 𝛽1, 𝛽2 ∈ 𝜒(𝑀), but this is not a sufficient condition 
for a para-contact manifold to be para-Sasakian. It is 
clear that every para-Sasakian manifold is K-paracontact. 
But the converse is not always true [16]. 

A paracontact manifold 𝑀 is said to be 𝜂-Einstein if its 
Ricci tensor 𝑆 of type (0,2) is of the from 𝑆(𝛽1, 𝛽2) =
𝑎𝑔(𝛽1, 𝛽2) + 𝑏𝜂(𝛽1)𝜂(𝛽2),where 𝑎, 𝑏 are smooth 
functions on 𝑀. If 𝑏 = 0, then the manifold is also called 
Einstein [11]. 

A paracontact metric manifold is said to be a 
(𝑘, 𝜇) −paracontact manifold if the curvature tensor 𝑅̃ 
satisfies 
 
𝑅̃ (𝛽1, 𝛽2)𝜉 = 𝑘[𝜂(𝛽2)𝛽1 − 𝜂(𝛽1)𝛽2] + 𝜇[𝜂(𝛽2)ℎ𝛽1 −
𝜂(𝛽1)ℎ𝛽2]                                                                               (5) 
 
for all 𝛽1, 𝛽2 ∈ 𝜒(𝑀), where 𝑘 and 𝜇 are real constants. 

This class is very wide containing the para-Sasakian 
manifolds as well as the paracontact metric manifolds 
satisfying 𝑅(𝛽1, 𝛽2)𝜉 = 0 [12]. 

In particular, if 𝜇 = 0, then the paracontact metric 
manifold is called paracontact metric 𝑁(𝑘)-manifold. 
Thus, for a paracontact metric 𝑁(𝑘)-manifold the 
curvature tensor satisfies the following relation 
 
𝑅(𝛽1, 𝛽2)𝜉 = 𝑘(𝜂(𝛽2)𝛽1 − 𝜂(𝛽1)𝛽2)       (6) 
 
for all 𝛽1, 𝛽2 ∈ 𝜒(𝑀). Though the geometric behavior of 
paracontact metric (𝑘, 𝜇) −spaces is different according 
as 𝑘 < −1, or 𝑘 > −1, but there are some common 
results for 𝑘 < −1 and 𝑘 > −1 [3]. 

Lemma 2.1 There does not exist any paracontact 
(𝑘, 𝜇) −manifold of dimension greater than 3 with 𝑘 >
−1 which is Einstein whereas there exist such manifolds 
for 𝑘 < −1 [3]. 

In a paracontact metric (𝑘, 𝜇) −manifold 
(𝑀2𝑛+1𝜙, 𝜉, 𝜂, 𝑔), 𝑛 > 1, the following relation hold: 

 
ℎ2 = (𝑘 + 1)𝜙2, for 𝑘 ≠ −1,       (7) 

 

(𝛻̃𝛽1
𝜙)𝛽2 − 𝑔(𝛽1 − ℎ𝛽1, 𝛽2)𝜉 + 𝜂(𝛽2)(𝛽1 − ℎ𝛽1),      (8) 

 
𝑆(𝛽1, 𝛽2) = [2(1 − 𝑛) + 𝑛𝜇]𝑔(𝛽1, 𝛽2) + [2(𝑛 − 1) +
𝜇]𝑔(ℎ𝛽1, 𝛽2) + [2(𝑛 − 1) + 𝑛(2𝑘 − 𝜇)]𝜂(𝛽1)𝜂(𝛽2),    (9) 
 
𝑆(𝛽1, 𝜉) = 2𝑛𝑘𝜂(𝛽1),                    (10) 
 
𝑄𝛽2 = [2(1 − 𝑛) + 𝑛𝜇]𝛽2 + [2(𝑛 − 1) + 𝜇]ℎ𝛽2 +
[2(𝑛 − 1) + 𝑛(2𝑘 − 𝜇)]𝜂(𝛽2)𝜉                   (11) 
 
𝑄𝜉 = 2𝑛𝑘𝜉, 𝑔(𝑄𝛽1 , 𝛽2) = 𝑆(𝛽1, 𝛽2),                  (12) 
 
𝑄𝜙 − 𝜙𝑄 = 2[2(𝑛 − 1) + 𝜇]ℎ𝜙                   (13) 
  
for any vector fields 𝛽1, 𝛽2 on 𝑀2𝑛+1 , where Q and S 
denotes the Ricci operator and Ricci tensor of (𝑀2𝑛+1, 𝑔), 
respectively [3]. 

The concept of conharmonic curvature tensor was 
defined by Y. Ishii [13]. Conharmonic, pseudo-projective, 
𝑀 −projective, 𝑊0-curvature tensor and 𝑊1-curvature 
tensor of a (2𝑛 + 1)-dimensional Riemannian manifolds 
are, respectively, defined 
 

 

𝐿(𝛽1 , 𝛽2) = 𝑅(𝛽1, 𝛽2)𝛽3 −
1

2𝑛−1
[𝑆(𝛽2, 𝛽3)𝛽1 − 𝑆(𝛽1 , 𝛽3)𝛽2 + 𝑔(𝛽2, 𝛽3)𝑄𝛽1 − 𝑔(𝛽1, 𝛽3)𝑄𝛽2],      (14) 

𝑃∗(𝛽1, 𝛽2)𝛽3 = 𝑎𝑅(𝛽1, 𝛽2)𝛽3 + 𝑏[𝑆(𝛽2, 𝛽3)𝛽1 − 𝑆(𝛽1 , 𝛽3)𝛽2] −
𝑟

2𝑛+1
(

𝑎

2𝑛
+ 𝑏) [𝑔(𝛽2, 𝛽3)𝛽1 − 𝑔(𝛽1 , 𝛽3)𝛽2],        (15) 

𝑀(𝛽1, 𝛽2)𝛽3 = 𝑅(𝛽1, 𝛽2)𝛽3 −
1

4𝑛
[𝑆(𝛽2, 𝛽3)𝛽1 − 𝑆(𝛽1, 𝛽3)𝛽2 + 𝑔(𝛽2, 𝛽3)𝑄𝛽1 − 𝑔(𝛽1, 𝛽3)𝑄𝛽2],                              (16) 

𝑊0(𝛽1, 𝛽2)𝛽3 = 𝑅(𝛽1, 𝛽2)𝛽3 −
1

2𝑛
[𝑆(𝛽2, 𝛽3)𝛽1 − 𝑔(𝛽1, 𝛽3)𝑄𝛽2],                                                                                    (17) 

𝑊1(𝛽1, 𝛽2)𝛽3 = 𝑅(𝛽1, 𝛽2)𝛽3 +
1

2𝑛
[𝑆(𝛽2, 𝛽3)𝛽1 − 𝑆(𝛽1 , 𝛽3)𝛽2],                                                                                        (18) 

for all 𝛽1, 𝛽2, 𝛽3 ∈ 𝜒(𝑀) [14]. 
 
(k,μ)-Paracontact Manifolds and Their Curvature Classification in  
 
In this part, we will give the major results for this paper. 



Uygun  / Cumhuriyet Sci. J., 43(3) (2022) 460-467 

462 

Let 𝑀  be (2𝑛 + 1) −dimensional (𝑘, 𝜇) −paracontact metric manifold and we denote conharmonic curvature tensor 
by 𝐿, then from (14), we have for later 
 

𝐿(𝛽1 , 𝛽2)𝜉 =
𝑘

2𝑛−1
[𝜂(𝛽1)𝛽2 − 𝜂(𝛽2)𝛽1] + 𝜇[𝜂(𝛽2)ℎ𝛽1 − 𝜂(𝛽1)ℎ𝛽2] −

1

2𝑛−1
[𝜂(𝛽2)𝑄𝛽1 − 𝜂(𝛽1)𝑄𝛽2].                         (19) 

 
Putting 𝛽1 = 𝜉, in (19) 
 

𝐿(𝜉, 𝛽2)𝜉 =
𝑘

2𝑛−1
[𝛽2 − 𝜂(𝛽2)𝜉] − 𝜇ℎ𝛽2 −

1

2𝑛−1
[2𝑛𝑘𝜂(𝛽2)𝜉 − 𝑄𝛽2].                                                                                   (20) 

 
In (15), choosing 𝛽3 = 𝜉 and using (5), we obtain 
 

𝑃∗(𝛽1, 𝛽2)𝜉 = [𝑎𝑘 + 2𝑛𝑘𝑏 −
𝑟

2𝑛+1
(

𝑎

2𝑛
+ 𝑏)] (𝜂(𝛽2)𝛽1 − 𝜂(𝛽1)𝛽2) + 𝑎𝜇(𝜂(𝛽2)ℎ𝛽1 − 𝜂(𝛽1)ℎ𝛽2).                                 (21) 

 
In (21), it follows 
 

𝑃∗(𝜉, 𝛽2)𝜉 = [𝑎𝑘 + 2𝑛𝑘𝑏 −
𝑟

2𝑛+1
(

𝑎

2𝑛
+ 𝑏)](𝜂(𝛽2)𝜉 − 𝛽2) − 𝑎𝜇ℎ𝛽2.                                                                                     (22) 

 
In the same way, putting 𝛽3 = 𝜉 in (16) and using (5), we have 
 

𝑀(𝛽1, 𝛽2)𝜉 =
𝑘

2
(𝜂(𝛽2)𝛽1 − 𝜂(𝛽1)𝛽2 + 𝜇(𝜂(𝛽2)ℎ𝛽1 − 𝜂(𝛽1)ℎ𝛽2 −

1

4𝑛
(𝜂(𝛽2)𝑄𝛽1 − 𝜂(𝛽1)𝑄𝛽2).                                   (23) 

 
Using 𝛽1 = 𝜉 in (23), we get 
 

𝑀(𝜉, 𝛽2)𝜉 =
1

4𝑛
𝑄𝛽2 −

𝑘𝛽2

2
− 𝜇ℎ𝛽2.                                                                                                                                               (24) 

 
In (17), choosing 𝛽3 = 𝜉, we obtain 
 

𝑊0(𝛽1, 𝛽2)𝜉 =
1

2𝑛
𝜂(𝛽1)𝑄𝛽2 − 𝑘𝜂(𝛽1)𝛽2 + 𝜇(𝜂(𝛽2)ℎ𝛽1 − 𝜂(𝛽1)ℎ𝛽2).                                                                                 (25) 

 
and 
 

𝑊0(𝜉, 𝛽2)𝜉 =
1

2𝑛
𝑄𝛽2 − 𝑘𝛽2 − 𝜇ℎ𝛽2.                                                                                                                                            (26) 

 
In (18), choosing 𝛽3 = 𝜉 and using (5), we obtain 
 
𝑊1(𝛽1, 𝛽2)𝜉 = 2𝑘(𝜂(𝛽2)𝛽1 − 𝜂(𝛽1)𝛽2) + 𝜇(𝜂(𝛽2)ℎ𝛽1 − 𝜂(𝛽1)ℎ𝛽2).                                                                                  (27) 
 
Setting 𝛽1 = 𝜉 in (27), we get 
 
𝑊1(𝜉, 𝛽2)𝜉 = 2𝑘(𝜂(𝛽2)𝜉 − 𝛽2) − 𝜇ℎ𝛽2 .                                                                                                                                     (28) 
 
From (5), we can derive 
 
𝑅(𝜉, 𝛽2)𝛽3 = 𝑘(𝑔(𝛽2, 𝛽3)𝜉 − 𝜂(𝛽3)𝛽2) + 𝜇(𝑔(ℎ𝛽2 , 𝛽3)𝜉 − 𝜂(𝛽3)ℎ𝛽2),                                                                              (29) 
 
Choosing 𝛽3 = 𝜉, in (29) 
 
𝑅(𝜉, 𝛽2)𝜉 = 𝑘(𝜂(𝛽2)𝜉 − 𝛽2) − 𝜇ℎ𝛽2 .                                                                                                                                          (30) 
 
Theorem 3.1 Let 𝑀2𝑛+1(𝜙, 𝜉, 𝜂, 𝑔) be a (𝑘, 𝜇)-paracontact space. Then 𝑀 is a conharmonic semi-symmetric if and 
only if 𝑀 is an 𝜂 −Einstein manifold. 
Proof. Suppose that 𝑀 is a conharmonic semi-symmetric. This implies that 
 
(𝑅(𝛽1 , 𝛽2)𝐿)(𝛽3, 𝛽4)𝛽5 = 𝑅(𝛽1, 𝛽2)𝐿(𝛽3, 𝛽4)𝛽5 − 𝐿(𝑅(𝛽1, 𝛽2)𝛽3 , 𝛽4)𝛽5 − 𝐿(𝛽3 , 𝑅(𝛽1, 𝛽2)𝛽4)𝛽5 −
𝐿(𝛽3 , 𝛽4)𝑅(𝛽1, 𝛽2)𝛽5 = 0,           (31) 
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for any 𝛽1, 𝛽2, 𝛽3, 𝛽4, 𝛽5 ∈ 𝜒(𝑀). Taking 𝛽1 = 𝛽5 = 𝜉 in (31), making use of (19), (29) and (30), for 𝐵 = −
1

2𝑛−1
, we 

have 
 
(𝑅(𝜉, 𝛽2)𝐿)(𝛽3, 𝛽4)𝜉 = 𝑅(𝜉, 𝛽2)(𝐵𝑘(𝜂(𝛽4)𝛽3 − 𝜂(𝛽3)𝛽4) + 𝜇(𝜂(𝛽4)ℎ𝛽3 − 𝜂(𝛽3)ℎ𝛽4) + 𝐵(𝜂(𝛽4)𝑄𝛽3 − 𝜂(𝛽3)𝑄𝛽4) −
𝐿(𝑘(𝑔(𝛽2 , 𝛽3)𝜉 − 𝜂(𝛽3)𝛽2) + 𝜇(𝑔(ℎ𝛽2 , 𝛽3)𝜉 − 𝜂(𝛽3)ℎ𝛽2, 𝛽4)𝜉 − 𝐿(𝛽3, 𝑘(𝑔(𝛽2, 𝛽4)𝜉 − 𝜂(𝛽4)𝛽2) + 𝜇(𝑔(ℎ𝛽2, 𝛽4)𝜉 −
𝜂(𝛽4)ℎ𝛽2)𝜉 − 𝐿(𝛽3 , 𝛽4)(𝑘(𝜂(𝛽2)𝜉 − 𝛽2) − 𝜇ℎ𝛽2) = 0.                                  (32) 
 
Taking into account (19), (20), (29) and inner product both sides of (32) by 𝛽5 ∈ 𝜒(𝑀) 
 

𝑘𝑔(𝐿(𝛽3, 𝛽4)𝛽2, 𝛽5) + 𝜇𝑔(𝐿(𝛽3, 𝛽4)𝑓𝛽2, 𝛽5) + 𝑘𝜇(𝜂(𝛽4)𝜂(𝛽5)𝑔(𝛽2 , ℎ𝛽3) − 𝜂(𝛽3)𝜂(𝛽5)𝑔(𝛽2, ℎ𝛽4)) + 𝜇2(1 +

𝑘)(𝜂(𝛽4)𝜂(𝛽5)𝑔(𝛽2, 𝛽3) − 𝜂(𝛽3)𝜂(𝛽5)𝑔(𝛽2, 𝛽4)) + 𝐵𝜇(𝜂(𝛽4)𝜂(𝛽5)𝑆(𝛽2, ℎ𝛽3) − 𝜂(𝛽3)𝜂(𝛽5)𝑆(𝛽2 , ℎ𝛽4)) +

𝐵𝑘(𝜂(𝛽4)𝜂(𝛽5)𝑆(𝛽2, 𝛽3) − 𝜂(𝛽3)𝜂(𝛽5)𝑆(𝛽2 , 𝛽4)) + 2𝑛𝑘𝜇𝐵(𝜂(𝛽3)𝜂(𝛽5)𝑔(ℎ𝛽2, 𝛽4) − 𝑔(ℎ𝛽2 , 𝛽3)𝜂(𝛽4)𝜂(𝛽5)) +

2𝑛𝑘2𝐵(𝑔(𝛽2, 𝛽4)𝜂(𝛽3)𝜂(𝛽5) − 𝑔(𝛽2, 𝛽3)𝜂(𝛽4)𝜂(𝛽5)) + 𝐵𝑘(𝑔(𝛽2 , 𝛽3)𝑆(𝛽4, 𝛽5) − 𝑔(𝛽2, 𝛽4)𝑆(𝛽3, 𝛽5)) +

𝐵𝑘2(𝑔(ℎ𝛽2, 𝛽3)𝑆(𝛽4, 𝛽5) + 𝑔(ℎ𝛽2, 𝛽4)𝑆(𝛽3, 𝛽5)) + 𝜇2(𝑔(ℎ𝛽2 , 𝛽3)𝑔(ℎ𝛽4, 𝛽5) − 𝑔(ℎ𝛽2, 𝛽4)𝑔(ℎ𝛽3, 𝛽5)) +

𝑘𝜇(𝑔(𝛽2, 𝛽3)𝑔(ℎ𝛽4, 𝛽5) + 𝑔(𝛽2, 𝛽4)𝑔(ℎ𝛽3, 𝛽5)) = 0.                                                                                                              (33) 

 
Putting (7), (10), (14) and choosing 𝛽4 = 𝛽2 = 𝑒𝑖 , 𝜉, in (33), 1 ≤ 𝑖 ≤ 𝑛, for orthonormal basis of 𝜒(𝑀), we arrive 
 
𝑘(1 − 𝐵)𝑆(𝛽3, 𝛽5) + 𝜇(1 − 𝐵)𝑆(𝛽3, ℎ𝛽5) + (𝐵𝑘𝑟 + 2𝑛(1 + 𝑘)[2(𝑛 − 1) + 𝜇] + 𝜇2(1 + 𝑘) − 2𝑛𝑘2𝐵)𝑔(𝛽3 , 𝛽5) +
(𝑘𝜇𝐵 − 2𝑛𝑘𝜇)𝑔(𝛽3, ℎ𝛽5) + (𝜇2(1 + 𝑘)(2𝑛 + 1) − 𝐵𝑘𝑟 − 2𝑛𝜇𝐵(1 + 𝑘)[2(𝑛 − 1) + 𝜇] + 2𝑛𝑘2𝐵(2𝑛 +

1))𝜂(𝛽3)𝜂(𝛽5) = 0.                                          (34)     

                                                                                                                                      
Using (7) and replacing ℎ𝛽5 of 𝛽5 in (34), we get 
 
𝑘(1 − 𝐵)𝑆(𝛽3, ℎ𝛽5) + 𝜇(1 − 𝐵)(1 + 𝑘)𝑆(𝛽3, 𝛽5) − 2𝑛𝑘𝜇(1 + 𝑘)(1 − 𝐵)𝜂(𝛽2)𝜂(𝛽3) + (𝐵𝑘𝑟 + 2𝑛(1 + 𝑘)[2(𝑛 − 1) + 𝜇] +
𝜇2(1 + 𝑘) − 2𝑛𝑘2𝐵)𝑔(𝛽3, ℎ𝛽5) + (1 + 𝑘)(𝑘𝜇𝐵 − 2𝑛𝑘𝜇)𝑔(𝛽3, 𝛽5) − (1 + 𝑘)(𝑘𝜇𝐵 − 2𝑛𝑘𝜇)𝜂(𝛽3)𝜂(𝛽5) = 0.                   (35) 
 
From (34), (35) and also using (9), for the sake of brevity we set 

𝑝1 =
2𝑛𝑘

2𝑛−1
,  

𝑝2 =
2𝑛𝜇

2𝑛−1
,  

𝑝3 = (−
𝑘𝑟

2𝑛−1
+ 2𝑛(1 + 𝑘)[2(𝑛 − 1) + 𝜇] + 𝜇2(1 + 𝑘) +

2𝑛𝑘2

2𝑛−1
),  

𝑝4 = (−
𝑘𝜇

2𝑛−1
− 2𝑛𝑘𝜇),  

𝑝5 = (𝜇2(1 + 𝑘)(2𝑛 + 1) +
𝑘𝑟

2𝑛−1
+

2𝑛𝜇

2𝑛−1
(1 + 𝑘)[2(𝑛 − 1) + 𝜇] −

2𝑛𝑘2

2𝑛−1
(2𝑛 + 1),  

and 
𝑞1 = (𝑝4𝑝2(1 + 𝑘) − 𝑝3𝑝1)[2(𝑛 − 1) + 𝜇] + (𝑝4𝑝1 − 𝑝3𝑝2)[2(1 − 𝑛) + 𝑛𝜇],  
𝑞2 = (𝑝1

2 − 𝑝2
2(1 + 𝑘))[2(𝑛 − 1) + 𝜇] + (𝑝4𝑝1 − 𝑝3𝑝2),  

𝑞3 = (𝑝4𝑝2 − 𝑝3𝑝2)[2(𝑛 − 1) + 𝑛(2𝑘 − 𝜇)] − (𝑝1𝑝5 + 2𝑛𝑘𝑝2
2(1 + 𝑘) + 𝑝4𝑝2(1 + 𝑘))[2(𝑛 − 1) + 𝜇],  

we conclude 
 
𝑞2𝑆(𝛽3 , 𝛽5) = 𝑞1𝑔(𝛽3, 𝛽5) + 𝑞3𝜂(𝛽3)𝜂(𝛽5). 
 
So, 𝑀 is an 𝜂 −Einstein manifold. Conversely, let 𝑀2𝑛+1(𝜑, 𝜉, 𝜂, 𝑔) be an 𝜂 −Einstein manifold, i.e. 𝑞2𝑆(𝛽3, 𝛽5) =
𝑞1𝑔(𝛽3, 𝛽5) + 𝑞3𝜂(𝛽3)𝜂(𝛽5), then from equations (35), (34), (33), (32) and (31) we obtain 𝑀 is a conharmonic semi-
symmetric. 
Theorem 3.2 Let 𝑀2𝑛+1(𝜙, 𝜉, 𝜂, 𝑔) be a (𝑘, 𝜇)-paracontact space. Then 𝑀 is a pseudo-projective semi-symmetric if 
and only if  𝑀 is an Einstein manifold. 
Proof. Assume that 𝑀 is a pseudo-projective semi-symmetric. This yields to 
 
(𝑅(𝛽1 , 𝛽2)𝑃∗)(𝛽3, 𝛽4)𝛽5 = 𝑅(𝛽1, 𝛽2)𝑃∗(𝛽3, 𝛽4)𝛽5 − 𝑃∗(𝑅(𝛽1, 𝛽2)𝛽3, 𝛽4)𝛽5 − 𝑃∗(𝛽3, 𝑅(𝛽1, 𝛽2)𝛽4)𝛽5 −
𝑃∗(𝛽3, 𝛽4)𝑅(𝛽1, 𝛽2)𝛽5 = 0,                                             (36)  
                                                                                                                                      
for any 𝛽1, 𝛽2, 𝛽3, 𝛽4, 𝛽5 ∈ 𝜒(𝑀). Taking 𝛽1 = 𝛽5 = 𝜉 in (36) and using (21), (29), (30), for 𝐴 = [𝑎𝑘 + 2𝑛𝑘𝑏 −

𝑟

2𝑛+1
(

𝑎

2𝑛
+ 𝑏)], we obtain 
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(𝑅(𝜉, 𝛽2)𝑃∗)(𝛽3, 𝛽4)𝜉 = 𝑅(𝜉, 𝛽2)(𝐴(𝜂(𝛽4)𝛽3 − 𝜂(𝛽3)𝛽4) + 𝑎𝜇(𝜂(𝛽4)ℎ𝛽3 − 𝜂(𝛽3)ℎ𝛽4) − 𝑃∗(𝑘(𝑔(𝛽2, 𝛽3)𝜉 −
𝜂(𝛽3)𝛽2) + 𝜇(𝑔(ℎ𝛽2, 𝛽3)𝜉 − 𝜂(𝛽3)ℎ𝛽2), 𝛽4)𝜉 − 𝑃∗(𝛽3, 𝑘𝑔(𝛽2, 𝛽4)𝜉 − 𝜂(𝛽4)𝛽2) + 𝜇(𝑔(ℎ𝛽2, 𝛽4)𝜉 − 𝜂(𝛽4)ℎ𝛽2)𝜉 −
𝑃∗(𝛽3, 𝛽4)𝑘(𝜂(𝛽2)𝜉 − 𝛽2) − 𝜇ℎ𝛽2) = 0.               (37) 
 
Again, taking into account that (21), (22), (29) in (37), we get 
 
𝑘𝑃∗(𝛽3, 𝛽4)𝛽2 + 𝜇𝑃∗(𝛽3, 𝛽4)ℎ𝛽2 + 𝑎𝑘𝜇(𝜂(𝛽4)𝑔(𝛽2, ℎ𝛽3)𝜉 − 𝜂(𝛽3)𝑔(𝛽2, ℎ𝛽4)𝜉) + 𝑎𝜇2(1 + 𝑘)(𝜂(𝛽4)𝑔(𝛽2, 𝛽3)𝜉 −
𝜂(𝛽3)𝑔(𝛽2 , 𝛽4)𝜉) + 𝐴𝑘(𝑔(𝛽2, 𝛽3)𝛽4 − 𝑔(𝛽2 , 𝛽4)𝛽3) + 𝐴𝜇(𝑔(ℎ𝛽2, 𝛽3)𝛽4) − 𝑔(ℎ𝛽2 , 𝛽4)𝛽3) + 𝑎𝜇2(𝑔(ℎ𝛽2, 𝛽3)ℎ𝛽4 −
𝑔(ℎ𝛽2 , 𝛽4)ℎ𝛽3) + 𝑎𝑘𝜇(𝑔(𝛽2, 𝛽3)ℎ𝛽4 − 𝑔(𝛽2, 𝛽4)ℎ𝛽3) = 0.                                                                                                    (38) 
 
Putting 𝛽3 = 𝜉, using (7), (21) and inner product both sides of in (38) by 𝜉 ∈ 𝜒(𝑀), we get 
 
𝑏𝑘𝑆(𝛽2, 𝛽4) + 𝑏𝜇𝑆(𝛽4, ℎ𝛽2) − 2𝑛𝑘2𝑏𝑔(𝛽2, 𝛽4) − 2𝑛𝑘𝑏𝜇𝑔(𝛽4, ℎ𝛽2) = 0                                                              (39) 
 
Replacing ℎ𝛽4 of 𝛽4 in (39) and making use of (7), we have 
 
𝑏𝑘𝑆(𝛽2, ℎ𝛽4) + 𝑏𝜇(1 + 𝑘)𝑆(𝛽2, 𝛽4) − 2𝑛𝑘𝑏𝜇(1 + 𝑘)𝜂(𝛽2)𝜂(𝛽4) − 2𝑛𝑘2𝑏𝑔(𝛽2, ℎ𝛽4) − 2𝑛𝑘𝑏𝜇(1 + 𝑘)𝑔(𝛽2, 𝛽4) +
2𝑛𝑘𝑏𝜇(1 + 𝑘)𝜂(𝛽2)𝜂(𝛽4) = 0.                                                                                                                                                     (40) 
 
From (39) and (40), we obtain 
 
𝑆(𝛽2, 𝛽4) = 2𝑛𝑘𝑔(𝛽2, 𝛽4).  
 
Thus, 𝑀 is an Einstein manifold. Conversely, let 𝑀2𝑛+1(𝜑, 𝜉, 𝜂, 𝑔) be an Einstein manifold, i.e., 𝑆(𝛽2 , 𝛽4) =
2𝑛𝑘𝑔(𝛽2 , 𝛽4), then from equations (40), (39), (38), (37) and (36), we arrive 𝑀 is a pseudo-projective semi-symmetric. 
This implies that 
 

𝜇 = 2(𝑘 + 1 −
1

𝑛
). 

 
 Theorem 3.3 Let 𝑀2𝑛+1(𝜙, 𝜉, 𝜂, 𝑔) be a (𝑘, 𝜇)-paracontact space. Then 𝑀 is a 𝑀 −projective semi-symmetric if and 
only if  𝑀 is an Einstein manifold. 
Proof. Suppose that 𝑀 is a 𝑀 −projective semi-symmetric. This implies that 
 
(𝑅(𝛽1 , 𝛽2)𝑀)(𝛽3, 𝛽4)𝛽5 = 𝑅(𝛽1, 𝛽2)𝑀(𝛽3, 𝛽4)𝛽5 − 𝑀(𝑅(𝛽1, 𝛽2)𝛽3, 𝛽4)𝛽5 − 𝑀(𝛽3, 𝑅(𝛽1, 𝛽2)𝛽4)𝛽5 −
𝑀(𝛽3, 𝛽4)𝑅(𝛽1, 𝛽2)𝛽5 = 0,                                            (41)                                                                                                                                           
 

for any 𝛽1, 𝛽2, 𝛽3, 𝛽4, 𝛽5 ∈ 𝜒(𝑀). Setting 𝛽1 = 𝛽5 = 𝜉 in (41) and making use of (23), (29), (30), for 𝐴 =
𝑘

2
, 𝐵 = −

1

4𝑛
, we 

obtain 
 
(𝑅(𝜉, 𝛽2)𝑀)(𝛽3, 𝛽4)𝜉 = 𝑅(𝜉, 𝛽2)(𝐴(𝜂(𝛽4)𝛽3 − 𝜂(𝛽3)𝛽4) + 𝜇(𝜂(𝛽4)ℎ𝛽3 − 𝜂(𝛽3)ℎ𝛽4) + 𝐵(𝜂(𝛽4)𝑄𝛽3 − 𝜂(𝛽3)𝑄𝛽4) −
𝑀(𝑘(𝑔(𝛽2, 𝛽3)𝜉 − 𝜂(𝛽3)𝛽2) + 𝜇(𝑔(ℎ𝛽2, 𝛽3)𝜉 − 𝜂(𝛽3)ℎ𝛽2), 𝛽4)𝜉 − 𝑀(𝛽3, 𝑘(𝑔(𝛽2 , 𝛽4)𝜉 − 𝜂(𝛽4)𝛽2) +

𝜇(𝑔(ℎ𝛽2, 𝛽4)𝜉 − 𝜂(𝛽4)ℎ𝛽2))𝜉 − 𝑀(𝛽3 , 𝛽4)(𝑘(𝜂(𝛽2)𝜉 − 𝛽2) − 𝜇ℎ𝛽2) = 0.                                                                        (42)  

                                                           
Inner product both sides of (42) by 𝛽5 ∈ 𝜒(𝑀), using of (23), (24) and (29), we get 
 

𝑘𝑔(𝑀(𝛽3, 𝛽4)𝛽2, 𝛽5) + 𝜇𝑔(𝑀(𝛽3, 𝛽4)ℎ𝛽2, 𝛽5) + 𝐴𝑘(𝜂(𝛽4)𝜂(𝛽5)𝑔(𝛽2, ℎ𝛽3) − 𝜂(𝛽3)𝜂(𝛽5)𝑔(𝛽2 , 𝛽4)) + 𝜇2(1 +

𝑘)(𝜂(𝛽4)𝜂(𝛽5)𝑔(𝛽3, 𝛽2) − 𝜂(𝛽3)𝜂(𝛽5)𝑔(𝛽2, 𝛽4)) + 𝐴𝜇(𝜂(𝛽4)𝜂(𝛽5)𝑔(ℎ𝛽2, 𝛽3) − 𝜂(𝛽5)𝜂(𝛽3)𝑔(ℎ𝛽2, 𝛽4)) +

𝑘𝜇(𝜂(𝛽4)𝜂(𝛽5)𝑔(ℎ𝛽2 , 𝛽3) − 𝜂(𝛽5)𝜂(𝛽3)𝑔(ℎ𝛽2, 𝛽4)) + 𝐵𝑘(𝜂(𝛽4)𝜂(𝛽5)𝑆(𝛽2, 𝛽3) − 𝜂(𝛽5)𝜂(𝛽3)𝑆(𝛽2, 𝛽4)) +

𝜇𝐵(𝜂(𝛽4)𝜂(𝛽5)𝑆(ℎ𝛽2 , 𝛽3) − 𝜂(𝛽5)𝜂(𝛽3)𝑆(ℎ𝛽2, 𝛽4)) + 𝑎𝑘(𝑔(𝛽2, 𝛽3)𝑔(𝛽5 , 𝛽4) − 𝑔(𝛽2, 𝛽4)𝑔(𝛽3, 𝛽5)) +

𝑘𝜇(𝑔(𝛽3, 𝛽2)𝑔(ℎ𝛽4, 𝛽5) − 𝑔(𝛽2, 𝛽4)𝑔(ℎ𝛽3, 𝛽5)) + 𝜇2(𝑔(ℎ𝛽4, 𝛽5)𝑔(ℎ𝛽2, 𝛽3) − 𝑔(ℎ𝛽2, 𝛽4)𝑔(ℎ𝛽3, 𝛽5)) +

𝐴𝜇(𝑔(𝛽5, 𝛽4)𝑔(ℎ𝛽2, 𝛽3) − 𝑔(𝛽3, 𝛽5)𝑔(𝛽2, ℎ𝛽4)) = 0.                                                                                                              (43) 

 
Making use of (7), (16) and choosing 𝛽3 = 𝛽5 = 𝑒𝑖 , 𝜉,  1 ≤ 𝑖 ≤ 𝑛, for orthonormal basis of 𝜒(𝑀) in (43), we have 
 
𝑘𝑆(𝛽4, 𝛽2) + 𝜇𝑆(𝛽4, ℎ𝛽2) − 2𝑛𝑘2𝑔(𝛽4, 𝛽2) − 2𝑛𝑘𝜇𝑔(𝛽4, ℎ𝛽2) = 0.                                                                                    (44) 
 
Replacing ℎ𝛽2 of 𝛽2 in (44) and taking into account (7), we get 
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𝑘𝑆(𝛽4, ℎ𝛽2) + 𝜇(1 + 𝑘)𝑆(𝛽4, 𝛽2) − 2𝑛𝑘2𝑔(𝛽4, ℎ𝛽2) − 2𝑛𝑘𝜇(1 + 𝑘)𝑔(𝛽4, 𝛽2) = 0.                                                       (45) 
 
From (44), (45) and by using (9), we set 
 
𝑆(𝛽4, 𝛽2) = 2𝑛𝑘𝑔(𝛽4, 𝛽2), 
 
This tell us 𝑀 is an Einstein manifold. Conversely, let 𝑀2𝑛+1(𝜑, 𝜉, 𝜂, 𝑔) be an Einstein manifold, i.e., 𝑆(𝛽4, 𝛽2) =
2𝑛𝑘𝑔(𝛽4, 𝛽2), then from equations (45), (44), (43), (42) and (41), we get 𝑀 is a 𝑀 −projective semi-symmetric. 
Theorem 3.4 Let 𝑀2𝑛+1(𝜙, 𝜉, 𝜂, 𝑔) be a (𝑘, 𝜇)-paracontact space. Then 𝑀 is a 𝑊0-semi-symmetric if and only if  𝑀 is 
an 𝜂 −Einstein manifold. 
Proof. Assume that 𝑀 is a 𝑊0-semi-symmetric. This means that 
 
(𝑅(𝛽1 , 𝛽2)𝑊0)(𝛽3, 𝛽4, 𝛽5) = 𝑅(𝛽1, 𝛽2)𝑊0(𝛽3, 𝛽4)𝛽5 − 𝑊0(𝑅(𝛽1, 𝛽2)𝛽3, 𝛽4)𝛽5 − 𝑊0(𝛽2 , 𝑅(𝛽1, 𝛽2)𝛽4)𝛽5 −
𝑊0(𝛽3, 𝛽4)𝑅(𝛽1, 𝛽2)𝛽5 = 0,                 (46) 
 

for any 𝛽1, 𝛽2, 𝛽3, 𝛽4, 𝛽5 ∈ 𝜒(𝑀). Setting 𝛽1 = 𝛽5 = 𝜉 in (46) and making use of (25), (29), (30), for 𝐴 = −
1

2𝑛
, we obtain 

 
(𝑅(𝜉, 𝛽2)𝑊0)(𝛽3, 𝛽4)𝜉 = 𝑅(𝜉, 𝛽2)(−𝐴𝜂(𝛽3)𝑄𝛽4 − 𝑘𝜂(𝛽3)𝛽4 + 𝜇(𝜂(𝛽4)ℎ𝛽3 − 𝜂(𝛽3)ℎ𝛽4)) − 𝑊0(𝑘(𝑔(𝛽2 , 𝛽3)𝜉 −

𝜂(𝛽3)𝛽4) + 𝜇(𝑔(ℎ𝛽2, 𝛽3)𝜉 − 𝜂(𝛽3)ℎ𝛽2 , 𝛽4)𝜉 − 𝑊0(𝛽3, 𝑘(𝑔(𝛽2, 𝛽4)𝜉 − 𝜂(𝛽4)𝛽2) + 𝜇(𝑔(ℎ𝛽2, 𝛽4)𝜉 − 𝜂(𝛽4)ℎ𝛽2))𝜉 −

𝑊0(𝛽3, 𝛽4)(𝑘(𝜂(𝛽2)𝜉 − 𝛽2) − 𝜇ℎ𝛽2) = 0.                                                                                                                                  (47) 
 
Using (25), (26), (29) and inner product both sides of (47) by 𝛽5 ∈ 𝜒(𝑀), we get 
 

𝑘𝑔(𝑊0(𝛽3 , 𝛽4)𝛽2, 𝛽5) + 𝜇𝑔(𝑊0(𝛽3 , 𝛽4)ℎ𝛽2, 𝛽5) + 𝑘𝜇(𝜂(𝛽4)𝜂(𝛽5)𝑔(𝛽2, ℎ𝛽3) − 𝜂(𝛽3)𝜂(𝛽5)𝑔(𝛽2, ℎ𝛽4)) +

𝜇2(1 + 𝑘)(𝜂(𝛽4)𝜂(𝛽5)𝑔(𝛽2, 𝛽3) − 𝜂(𝛽3)𝜂(𝛽5)𝑔(𝛽2, 𝛽4)) + 2𝑛𝑘𝐴(𝑘𝜂(𝛽3)𝜂(𝛽4)𝑔(𝛽2, 𝛽5) −

𝜇𝜂(𝛽4)𝜂(𝛽3)𝑔(ℎ𝛽2 , 𝛽5)) + 𝐴𝑘(𝑆(𝛽4, 𝛽5)𝑔(𝛽2, 𝛽3) − 𝜂(𝛽3)𝜂(𝛽5)𝑆(𝛽2, 𝛽4)) + 𝑘2(𝑔(𝛽2, 𝛽3)𝑔(𝛽5, 𝛽4) −

𝑔(𝛽2 , 𝛽4)𝑔(𝛽3, 𝛽5)) + 𝑘𝜇(𝑔(𝛽2, 𝛽3)𝑔(ℎ𝛽4, 𝛽5) − 𝑔(𝛽2, 𝛽4)𝑔(ℎ𝛽3, 𝛽5)) + 𝐴𝜇(𝑔(ℎ𝛽2, 𝛽3)𝑆(𝛽4, 𝛽5) −

𝑔(ℎ𝛽2 , 𝛽4)𝑆(𝛽3, 𝛽5)) + 𝑘𝜇(𝑔(ℎ𝛽2, 𝛽3)𝑔(𝛽4, 𝛽5) + 𝑔(ℎ𝛽2, 𝛽4)𝑔(𝛽3, 𝛽5)) + 𝜇2(𝑔(ℎ𝛽2, 𝛽3)𝑔(ℎ𝛽4, 𝛽5) −

𝑔(ℎ𝛽2 , 𝛽4)𝑔(ℎ𝛽3 , 𝛽5)) − 𝐴𝜇(𝑆(ℎ𝛽2, 𝛽4)𝜂(𝛽3)𝜂(𝛽5) + 𝜂(𝛽3)𝜂(𝛽4)𝑆(ℎ𝛽2 , 𝛽5)) − 𝑘𝐴(𝑆(𝛽2, 𝛽5)𝜂(𝛽3)𝜂(𝛽4) +

𝑆(𝛽3, 𝛽5)𝑔(𝛽2, 𝛽4)) − 𝑘(𝜂(𝛽5)𝜂(𝛽3)𝑔(𝛽2, 𝛽4) − 𝜇𝜂(𝛽5)𝜂(𝛽3)𝑔(𝛽2, ℎ𝛽4)) = 0.              (48) 

 
Making use of (7), (17) and choosing 𝛽2 = 𝛽4 = 𝑒𝑖 ,  𝜉, 1 ≤ 𝑖 ≤ 𝑛, for orthonormal basis of 𝜒(𝑀) in (48), we have 
 

𝑘(1 − 𝐴(2𝑛 + 1))𝑆(𝛽3 , 𝛽5) + 𝜇𝑆(𝛽3, ℎ𝛽5) + (𝑘𝐴𝑟 + 2𝑛𝜇𝐴(1 + 𝑘)[2(𝑛 − 1) + 𝜇] − 2𝑛𝑘2 + 𝜇2(1 + 𝑘))𝑔(𝛽3, 𝛽4) +

𝑘𝜇(1 − 2𝑛)𝑔(𝛽3 , ℎ𝛽5) + (−𝑘2(2𝑛 + 1) − 𝐴𝑘𝑟 − 𝜇2(1 + 𝑘)(2𝑛 + 1)(−𝑘2(2𝑛 + 1) − 𝐴𝑘𝑟 − 𝜇2(1 + 𝑘)(2𝑛 +
1)𝜂(𝛽3)𝜂(𝛽5) = 0.                                                                                                                                                  (49) 
 
Replacing ℎ𝛽5 of 𝛽5 in (49) and taking into account (7), it follows 
 

𝑘(1 − 𝐴(2𝑛 + 1))𝑆(𝛽3 , ℎ𝛽5) + 𝜇(1 + 𝑘)𝑆(𝛽3, 𝛽5) − 2𝑛𝑘𝜇(1 + 𝑘)𝜂(𝛽3)𝜂(𝛽5) + (𝑘𝐴𝑟 + 2𝑛𝜇𝐴(1 + 𝑘)[2(𝑛 − 1) +

𝜇] − 2𝑛𝑘2 + 𝜇2(1 + 𝑘)𝑔(𝛽3, ℎ𝛽5) + 𝑘𝜇(1 + 𝑘)(1 − 2𝑛)𝑔(𝛽3 , 𝛽5) − 𝑘𝜇(1 + 𝑘)(1 − 2𝑛)𝜂(𝛽3)𝜂(𝛽5) = 0.              (50) 
 
From (49), (50) and by using (9), for the sake of brevity we set 

𝑝1 = 𝑘 (2 +
1

2𝑛
),  

𝑝2 = (−
𝑘𝑟

2𝑛
− 𝜇(1 + 𝑘)[2(𝑛 − 1) + 𝜇] − 2𝑛𝑘2 + 𝜇2(1 + 𝑘)),  

𝑝3 = 𝑘𝜇(1 − 2𝑛),  

𝑝4 = (−𝑘2(2𝑛 + 1) +
𝑘𝑟

𝑛
− 𝜇2(1 + 𝑘)(2𝑛 + 1) − 𝑘2(2𝑛 + 1) − 𝜇2(1 + 𝑘)(2𝑛 + 1),  

and 
𝑞1 = (𝑝3𝜇(1 + 𝑘) − 𝑝1𝑝2)[2(𝑛 − 1) + 𝜇] + (𝑝1𝑝3 − 𝑝2𝜇)[2(1 − 𝑛) + 𝑛𝜇],  
𝑞2 = (𝑝1

2 − 𝜇2(1 + 𝑘))[2(𝑛 − 1) + 𝜇] + (𝑝1𝑝3 − 𝑝2𝜇),  

𝑞3 = (𝑝1𝑝3 − 𝑝2𝜇)[2(𝑛 − 1) + 𝑛(2𝑘 − 𝜇)]  − (𝑝1𝑝4 + 2𝑛𝑘𝜇2(1 + 𝑘) + 𝑝3𝜇(1 + 𝑘))[2(𝑛 − 1) + 𝜇],  

we have 
 
𝑞2𝑆(𝛽3 , 𝛽5) = 𝑞1𝑔(𝛽3, 𝛽5) + 𝑞3𝜂(𝛽3)𝜂(𝛽5). 
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Thus, 𝑀 is an 𝜂 −Einstein manifold. Conversely, let 𝑀2𝑛+1(𝜑, 𝜉, 𝜂, 𝑔) be an 𝜂 −Einstein manifold, i.e., 𝑞2𝑆(𝛽3 , 𝛽5) =
𝑞1𝑔(𝛽3, 𝛽5) + 𝑞3𝜂(𝛽3)𝜂(𝛽5), then from equations (50), (49), (48), (47) and (46) we obtain 𝑀 is a 𝑊0-semi-symmetric. 
Theorem 3.5 Let 𝑀2𝑛+1(𝜙, 𝜉, 𝜂, 𝑔) be a (𝑘, 𝜇)-paracontact space. Then 𝑀 is a 𝑊1-semi-symmetric if and only if  𝑀 is 
an Einstein manifold. 
Proof. Suppose that 𝑀 is a 𝑊1-semi-symmetric. This means that 
 
(𝑅(𝛽1 , 𝛽2)𝑊1)(𝛽3, 𝛽4, 𝛽5) = 𝑅(𝛽1, 𝛽2)𝑊1(𝛽3, 𝛽4)𝛽5 − 𝑊1(𝑅(𝛽1, 𝛽2)𝛽3, 𝛽4)𝛽5 − 𝑊1(𝛽3, 𝑅(𝛽1 , 𝛽2)𝛽4)𝛽5 −
𝑊1(𝛽3, 𝛽4)𝑅(𝛽1, 𝛽2)𝛽5 = 0,                                                                                                                                                            (51) 
 
for any 𝛽1, 𝛽2, 𝛽3, 𝛽4, 𝛽5 ∈ 𝜒(𝑀). Setting 𝛽1 = 𝛽5 = 𝜉 in (51) and making use of (27), (29) and (30), we obtain 
 
(𝑅(𝜉, 𝛽2)𝑊1)(𝛽3 , 𝛽4)𝜉 = 𝑅(𝜉, 𝛽2)(2𝑘(𝜂(𝛽4)𝛽3 − 𝜂(𝛽3)𝛽4) + 𝜇(𝜂(𝛽4)ℎ𝛽3 − 𝜂(𝛽3)ℎ𝛽4)) − 𝑊1(𝑘(𝑔(𝛽2, 𝛽3)𝜉 −

𝜂(𝛽3)𝛽2) + 𝜇(𝑔(ℎ𝛽2, 𝛽3)𝜉 − 𝜂(𝛽3)ℎ𝛽2), 𝛽4)𝜉 − 𝑊1(𝛽3, 𝑘(𝑔(𝛽2 , 𝛽4)𝜉 − 𝜂(𝛽4)𝛽2) + 𝜇(𝑔(ℎ𝛽2, 𝛽4)𝜉 − 𝜂(𝛽4)ℎ𝛽2))𝜉 −

𝑊1(𝛽3, 𝛽4)(𝑘(𝜂(𝛽2)𝜉 − 𝛽2) − 𝜇ℎ𝛽2) = 0.                                                                                                                                  (52) 
 
Using (27) and (29), we get 
 
𝑘𝑊1(𝛽3, 𝛽4)𝛽2 + 𝜇𝑊1(𝛽3, 𝛽4)ℎ𝛽2 + 𝑘𝜇(𝜂(𝛽4)𝑔(𝛽2 , ℎ𝛽3)𝜉 − 𝜂(𝛽3)𝑔(𝛽2, ℎ𝛽4)𝜉) + 𝜇2(1 + 𝑘)(𝜂(𝛽4)𝑔(𝛽2, 𝛽3)𝜉 −
𝜂(𝛽3)𝑔(𝛽2 , 𝛽4)𝜉) + 2𝑘2(𝑔(𝛽2, 𝛽3)𝛽4 − 𝑔(𝛽2 , 𝛽4)𝛽3) + 𝑘𝜇(𝑔(𝛽2, 𝛽3)ℎ𝛽4 − 𝑔(𝛽2, 𝛽4)ℎ𝛽3) + 2𝑘𝜇(𝑔(ℎ𝛽2 , 𝛽3)𝛽4 −
𝑔(ℎ𝛽2 , 𝛽4)𝛽3) + 𝜇2(𝑔(ℎ𝛽2 , 𝛽3)ℎ𝛽4 + 𝑔(ℎ𝛽2, 𝛽4)ℎ𝛽3) = 0.                                                                                                    (53) 
 
Making use of (10), (18) and choosing 𝛽3 = 𝜉 and inner product both sides of in (53) by 𝜉 ∈ 𝜒(𝑀), we have 
 
𝑘𝑆(𝛽4, 𝛽2) + 𝜇𝑆(𝛽4, ℎ𝛽2) − 2𝑛𝑘2𝑔(𝛽4, 𝛽2) − 2𝑛𝑘𝜇𝑔(ℎ𝛽2, 𝛽4) = 0.                                                                                (54) 
 
Replacing ℎ𝛽2 of 𝛽2 in (54) and by using (7), we get 
 
𝑘𝑆(𝛽4, ℎ𝛽2) + 𝜇(1 + 𝑘)𝑆(𝛽4, ℎ𝛽2) − 2𝑛𝑘2𝑔(𝛽4, ℎ𝛽2) − 2𝑛𝑘𝜇(1 + 𝑘)𝑔(𝛽4, 𝛽2) = 0.                                                       (55) 
 
From (54) and (55), we obtain 
𝑆(𝛽2, 𝛽4) = 2𝑛𝑘𝑔(𝛽2, 𝛽4). 
 
So, 𝑀 is an Einstein manifold. Conversely, let 𝑀2𝑛+1(𝜑, 𝜉, 𝜂, 𝑔) be an Einstein manifold, i.e., 𝑆(𝛽2, 𝛽4) = 2𝑛𝑘𝑔(𝛽2, 𝛽4), 
then from equations (55), (54), (53), (52) and (51) we get 𝑀 is a 𝑊1-semi-symmetric. 
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Introduction 

Nonlinear phenomena modeled as nonlinear partial 
differential equations occur in many fields of science such 
as, mathematical biology, plasma physics, nonlinear 
optics, quantum mechanics, hydrodynamics, fluid 
dynamics, and chemical kinetics. Among these equations, 
the fKdV equation has utilized to investigate numerous 
significant issues in nonlinear physical phenomena. The 
fKdV equation has emerged in important physical systems 
such as in the theory of shallow water waves, gravity 
capillary waves, large interior waves in densely layered 
oceans, ion sound waves in plasma, and sound waves in a 
crystal lattice. Besides, the most well-known fKdV 
equations are the Sawada-Kotera equation, the Lax 
equation, the Caudrey-Dodd-Gibbon equation, the Ito 
equation, and the Kaup-Kuperschmidt equation.  So far, 
several methods have used for solving the fKdV equations. 
These methods are Adomian decomposition [1], Laplace 
decomposition [2], variational iteration [3], Hirota direct 
[4], extended direct algebraic [5], homotopy perturbation 
transform [6], modified variational iteration algorithm-I 
[7], and modified variational iteration algorithm-II [8]. 

In recent years, mathematicians and scientists have 
been interested in studying the solutions of fractional 
differential equations because of their various 
applications in fields such as physics, biology, 
mathematics, chemistry, viscoelasticity, ecology, 
turbulence, nanotechnology, ecology, aerodynamics, 
control theory, and so on [9-11]. In the literature, the 
homotopy analysis method [12, 13], the operational 
collocation method [13], the finite difference method 
[13], the homotopy analysis transform method [14], the 

generalized Adams-Bashforth Moulton method [15], and 
the Euler method [16] have been used in solving many 
fractional differential equations. So far, the time fractional 
fKDV equation is investigated by utilized homotopy 
perturbation transform [17], simplest equation [18], trial 
equation [19], Lie group analysis [20], generalized exp(-
∅(ξ))-expansion [21], novel hyperbolic and exponential 
ansatz [22] methods. However, the RPSM has not yet been 
used in the literature to solve the fractional fKdV 
equation. Hence, the goal of this study is to get 
approximate solutions of the time fractional fKdV 
equation  

 
𝐷𝐷𝑡𝑡α𝑣𝑣(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣(𝑥𝑥, 𝑡𝑡)𝑣𝑣𝑥𝑥(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣(𝑥𝑥, 𝑡𝑡)𝑣𝑣𝑥𝑥𝑥𝑥𝑥𝑥(𝑥𝑥, 𝑡𝑡) +

𝑣𝑣𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥(𝑥𝑥, 𝑡𝑡) = 0,    0 < 𝛼𝛼 ≤ 1        (1) 
 

by utilizing the RPSM. Here, 𝐷𝐷𝑡𝑡𝛼𝛼 represents the Caputo 
derivative of 𝑣𝑣(𝑥𝑥, 𝑡𝑡). The RPSM is offered by Abu Arqub 
[23] is an efficient method to find the values of the power 
series solution for fuzzy differential equations. Without 
perturbation, discretization, or linearization, the 
proposed method suggests a powerful and simple power 
series solution for differential equations. RPSM has also 
fewer processing requirements, require less time, and is 
more reliable compared to the Taylor series method. 
Besides, this method does not require comparing the 
coefficients of the corresponding terms or a recursion 
relationship. Moreover, the proposed method does not 
perform any transformation in the transition from simple 
linearity to complex nonlinearity and from the low order 
to higher order. In the literature, many fractional 
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differential equations have also been solved by suggested 
method, for example, the Zakharov-Kuznetsov equation 
[24], the Klein-Gordon equation [25], the Boussinesq-
Burger’s equation [26], the foam drainage equation [27],  
 

the Swift-Holenberg equation [28], the Sharma-Tasso-
Olever equation [29], the Fisher equation [30], the 
Vibration equation [31], the Navier-Stokes equation [32], 
and the biological population diffusion equations [33]. 
 

Preliminaries 
 
In this section, we examine some definitions and theorems for the fractional power series and the Caputo derivative. 

More detailed information about these can be found in [34,35]. 
Definition 2.1. [34] The Riemann-Liouville fractional integral operator with order 𝛼𝛼 is expressed as 
 

𝐽𝐽𝛼𝛼𝑓𝑓(𝑥𝑥) = �
1

Γ(𝛼𝛼)�
(𝑥𝑥 − 𝑡𝑡)𝛼𝛼−1𝑓𝑓(𝑡𝑡)𝑑𝑑𝑑𝑑,        𝛼𝛼 > 0,
𝑥𝑥

0

  𝑥𝑥 > 0

𝑓𝑓(𝑥𝑥),                                       𝛼𝛼 = 0.

 

 
Definition 2.2. [34] The Caputo fractional derivative with order 𝛼𝛼 is defined as 
 

 𝐷𝐷𝛼𝛼𝑓𝑓(𝑥𝑥) = 𝐽𝐽𝑛𝑛−𝛼𝛼D𝑛𝑛𝑓𝑓(𝑥𝑥)   

            = 1
Γ(𝑛𝑛−𝛼𝛼)∫

(𝑥𝑥 − 𝑡𝑡)𝑛𝑛−𝛼𝛼−1 𝑑𝑑𝑛𝑛

𝑑𝑑𝑑𝑑𝑛𝑛
𝑓𝑓(𝑡𝑡)𝑑𝑑𝑑𝑑,

,
𝑥𝑥
0     𝑥𝑥 > 0,     𝑛𝑛 − 1 < 𝛼𝛼 < 𝑛𝑛 ∈ ℤ+ 

 
where D𝑛𝑛 is the classic differential operator. Utilizing the Caputo derivative, the following is also gained  

 
𝐷𝐷𝛼𝛼𝑥𝑥𝛽𝛽 = 0,          𝛽𝛽 < 𝛼𝛼, 

𝐷𝐷𝛼𝛼𝑥𝑥𝛽𝛽 =
Γ(𝛽𝛽 + 1)

Γ(𝛽𝛽 + 1 − 𝛼𝛼) 𝑥𝑥
𝛽𝛽−𝛼𝛼 ,                𝛽𝛽 ≥ 𝛼𝛼. 

 
Definition 2.3. [34] For 𝑛𝑛 is the smallest integer which exceeds 𝛼𝛼, the Caputo time fractional differential operator of 

order 𝛼𝛼 of  𝑣𝑣(𝑥𝑥, 𝑡𝑡) is defined as 
 

𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣(𝑥𝑥, 𝑡𝑡) =

⎩
⎪
⎨

⎪
⎧ 1
Γ(𝑛𝑛 − 𝛼𝛼)�

(𝑡𝑡 − 𝜏𝜏)𝑛𝑛−𝛼𝛼−1
𝜕𝜕𝑛𝑛𝑣𝑣(𝑥𝑥, 𝜏𝜏)
𝜕𝜕𝜏𝜏𝑛𝑛

𝑑𝑑𝑑𝑑,            𝑛𝑛 − 1 < 𝛼𝛼 < 𝑛𝑛
𝑡𝑡

0
𝜕𝜕𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑡𝑡)
𝜕𝜕𝑡𝑡𝑛𝑛

,                                                               𝛼𝛼 = 𝑛𝑛 ∈ ℕ.

 

 
Definition 2.4. [35] A power series expanding which is called a fractional power series at 𝑡𝑡 = 𝑡𝑡0 of the form 
 

�𝑐𝑐𝑛𝑛(𝑡𝑡 − 𝑡𝑡0)𝑛𝑛𝑛𝑛 =
∞

𝑛𝑛=0

𝑐𝑐0 + 𝑐𝑐1(𝑡𝑡 − 𝑡𝑡0)𝛼𝛼 + 𝑐𝑐2(𝑡𝑡 − 𝑡𝑡0)2𝛼𝛼 + ⋯ ,     0 ≤ 𝑛𝑛 − 1 < 𝛼𝛼 ≤ 𝑛𝑛,     𝑡𝑡 ≥ 𝑡𝑡0, 

 
where the constants 𝑐𝑐𝑛𝑛’s are called the coefficients of the series and 𝑡𝑡 is a variable. 

Theorem 2.1. [35] Assume that 𝑓𝑓 has a fractional power series at 𝑡𝑡 = 𝑡𝑡0 of the manner 
 

𝑓𝑓(𝑡𝑡) = �𝑐𝑐𝑛𝑛(𝑡𝑡 − 𝑡𝑡0)𝑛𝑛𝑛𝑛
∞

𝑛𝑛=0

 ,         0 ≤ 𝑛𝑛 − 1 < 𝛼𝛼 ≤ 𝑛𝑛,     𝑡𝑡0 ≤ 𝑡𝑡 < 𝑡𝑡0 + 𝑅𝑅. 

 
If 𝐷𝐷𝑛𝑛𝑛𝑛𝑓𝑓(𝑡𝑡) are continuous on (𝑡𝑡0, 𝑡𝑡0 + 𝑅𝑅),  then  

 

𝑐𝑐𝑛𝑛 =
𝐷𝐷𝑛𝑛𝑛𝑛𝑓𝑓(𝑡𝑡0)
Γ(𝑛𝑛𝑛𝑛 + 1) ,           𝑛𝑛 = 0,1,2, …, 

 
where 𝐷𝐷𝑛𝑛𝑛𝑛 = 𝐷𝐷𝛼𝛼.𝐷𝐷𝛼𝛼 …𝐷𝐷𝛼𝛼, and 𝑅𝑅 is the radius of convergence. 
Theorem 2.2. [35] Assume that 𝑣𝑣(𝑥𝑥, 𝑡𝑡) is a multiple fractional power series at 𝑡𝑡 = 𝑡𝑡0 of the form 

𝑣𝑣(𝑥𝑥, 𝑡𝑡) = �𝑓𝑓𝑛𝑛(𝑥𝑥)(𝑡𝑡 − 𝑡𝑡0)𝑛𝑛𝑛𝑛 ,        𝑥𝑥 ∈ 𝐼𝐼 ,      0 ≤ 𝑛𝑛 − 1 < 𝛼𝛼 ≤ 𝑛𝑛 ,
∞

𝑛𝑛=0

     𝑡𝑡0 ≤ 𝑡𝑡 < 𝑡𝑡0 + 𝑅𝑅. 
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When 𝐷𝐷𝑡𝑡𝑛𝑛𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑡𝑡) are continuous on 𝐼𝐼 × (𝑡𝑡0, 𝑡𝑡0 + 𝑅𝑅),  𝑓𝑓𝑛𝑛(𝑥𝑥) are described by 
 

𝑓𝑓𝑛𝑛(𝑥𝑥) =
𝐷𝐷𝑡𝑡𝑛𝑛𝑛𝑛𝑣𝑣(𝑥𝑥, 𝑡𝑡0)
Γ(𝑛𝑛𝑛𝑛 + 1)  ,        𝑛𝑛 = 0,1,2, … . 

 
Here, 𝐷𝐷𝑡𝑡𝑛𝑛𝑛𝑛 = 𝜕𝜕𝑛𝑛𝑛𝑛

𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛
= 𝜕𝜕𝛼𝛼

𝜕𝜕𝜕𝜕𝛼𝛼
. 𝜕𝜕

𝛼𝛼

𝜕𝜕𝜕𝜕𝛼𝛼
… 𝜕𝜕𝛼𝛼

𝜕𝜕𝜕𝜕𝛼𝛼
 , and 𝑅𝑅 = min𝑐𝑐∈𝐼𝐼𝑅𝑅𝑐𝑐, that 𝑅𝑅𝑐𝑐 is effect domain of convergency of the fractional power 

series ∑ 𝑓𝑓𝑛𝑛(𝑐𝑐)(𝑡𝑡 − 𝑡𝑡0)𝑛𝑛𝑛𝑛∞
𝑛𝑛=0 . 

  
Basic Idea of  Suggested Method 

 
In this part of the paper, we examine a solution procedure for the suggested method. To present the basic idea of 

proposed method, we study the nonlinear fractional differential equation in the form 
 
𝐷𝐷𝑡𝑡α𝑣𝑣(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑣𝑣) + 𝑅𝑅(𝑣𝑣),       0 < α ≤ 1,     𝑡𝑡 > 0,                                               (2) 
 
by the initial condition 
 
𝑣𝑣(𝑥𝑥, 0) = 𝑓𝑓(𝑥𝑥). 
 
Here, 𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣(𝑥𝑥, 𝑡𝑡) represents the Caputo derivative of  𝑣𝑣(𝑥𝑥, 𝑡𝑡), 𝑁𝑁(𝑣𝑣) and 𝑅𝑅(𝑣𝑣) denote nonlinear and linear terms, 
respectively. The RPSM proposes the solution for Eq. (2) with a fractional power series at 𝑡𝑡 = 0, 

 

𝑣𝑣(𝑥𝑥, 𝑡𝑡) = �𝑓𝑓𝑛𝑛(𝑥𝑥)
𝑡𝑡𝑛𝑛𝑛𝑛

Γ(𝑛𝑛𝑛𝑛 + 1)  ,       𝑥𝑥 ∈ 𝐼𝐼,       0 < 𝛼𝛼 ≤ 1 ,
∞

𝑛𝑛=0

        0 ≤ 𝑡𝑡 < 𝑅𝑅. 

 
Then, the 𝑘𝑘th truncated series of 𝑣𝑣(𝑥𝑥, 𝑡𝑡), that is 𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) can be given as  
 
𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) = ∑ 𝑓𝑓𝑛𝑛(𝑥𝑥) 𝑡𝑡𝑛𝑛𝑛𝑛

Γ(𝑛𝑛𝑛𝑛+1)
 ,       𝑥𝑥 ∈ 𝐼𝐼, 0 < 𝛼𝛼 ≤ 1 ,𝑘𝑘

𝑛𝑛=0       0 ≤ 𝑡𝑡 < 𝑅𝑅,                (3) 
 

where 𝑣𝑣0 = 𝑓𝑓0(𝑥𝑥) = 𝑣𝑣(𝑥𝑥, 0) = 𝑓𝑓(𝑥𝑥). Eq. (3) can be also expressed as 
 

𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥) + ∑ 𝑓𝑓𝑛𝑛(𝑥𝑥) 𝑡𝑡𝑛𝑛𝑛𝑛

Γ(𝑛𝑛𝑛𝑛+1)
 ,       𝑥𝑥 ∈ 𝐼𝐼,      0 < 𝛼𝛼 ≤ 1 ,𝑘𝑘

𝑛𝑛=1     0 ≤ 𝑡𝑡 < 𝑅𝑅,    𝑘𝑘 = 1,2, ….       (4) 
 
In order to obtain the 𝑓𝑓𝑛𝑛(𝑥𝑥) in series expansion (4), the residual function for Eq. (1) is given below: 
 
𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣(𝑥𝑥, 𝑡𝑡) = 𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣(𝑥𝑥, 𝑡𝑡) − 𝑁𝑁(𝑣𝑣) − 𝑅𝑅(𝑣𝑣). 
 
Therefore, the 𝑘𝑘-th residual function 𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,𝑘𝑘 is 
 
𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,𝑘𝑘(𝑥𝑥, 𝑡𝑡) = 𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) −𝑁𝑁(𝑣𝑣𝑘𝑘) − 𝑅𝑅(𝑣𝑣𝑘𝑘).                                           (5) 
 
As in [23, 36-39], some effective relations of RPSM are described as follows: 
𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣(𝑥𝑥, 𝑡𝑡) = 0, 
 
lim
𝑘𝑘→∞

𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,𝑘𝑘(𝑥𝑥, 𝑡𝑡) = 𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣(𝑥𝑥, 𝑡𝑡) for 𝑥𝑥 ∈ 𝐼𝐼 and 𝑡𝑡 ≥ 0, 
 
𝐷𝐷𝑡𝑡𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣(𝑥𝑥, 0) = 𝐷𝐷𝑡𝑡𝑛𝑛𝑛𝑛𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,𝑘𝑘(𝑥𝑥, 0) = 0,          𝑛𝑛 = 0,1, … , 𝑘𝑘.         (6) 

 
The RPSM and its applications are based on these relations. 
The RPSM is clarified by substituting 𝑘𝑘th truncated series of 𝑣𝑣(𝑥𝑥, 𝑡𝑡) in Eq. (5) and computing the fractional derivative 
𝐷𝐷𝑡𝑡

(𝑘𝑘−1)𝛼𝛼 of 𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,𝑘𝑘(𝑥𝑥, 𝑡𝑡) for 𝑘𝑘 = 1,2, .... Then, utilizing the relation (6), the algebraic equation in the form 
 
𝐷𝐷𝑡𝑡

(𝑘𝑘−1)𝛼𝛼𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,𝑘𝑘(𝑥𝑥, 0) = 0,         0 < 𝛼𝛼 ≤ 1,    0 ≤ 𝑡𝑡 < 𝑅𝑅,     𝑡𝑡 = 0,    𝑘𝑘 = 1,2, ….       (7) 
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Solutions of the Time Fractional fKdV Equation       
 

In this section, we consider Eq. (1) by the initial condition 
 

𝑣𝑣(𝑥𝑥, 0) = 𝑒𝑒𝑥𝑥.                                                                (8) 
 
The exact solution for Eq. (1) when 𝛼𝛼 = 1 is [1] 
 
𝑣𝑣(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒𝑥𝑥−𝑡𝑡 . 
 
For Eq. (1), we express the following residual function as 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣(𝑥𝑥, 𝑡𝑡) = 𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣(𝑥𝑥, 𝑡𝑡) 𝜕𝜕
𝜕𝜕𝜕𝜕
𝑣𝑣(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣(𝑥𝑥, 𝑡𝑡) 𝜕𝜕3

𝜕𝜕𝜕𝜕3
𝑣𝑣(𝑥𝑥, 𝑡𝑡) + 𝜕𝜕5

𝜕𝜕𝜕𝜕5
𝑣𝑣(𝑥𝑥, 𝑡𝑡), 

 
and 𝑘𝑘-th residual function 𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,𝑘𝑘, 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,𝑘𝑘(𝑥𝑥, 𝑡𝑡) = 𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) 𝜕𝜕
𝜕𝜕𝜕𝜕
𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) 𝜕𝜕3

𝜕𝜕𝜕𝜕3
𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡) + 𝜕𝜕5

𝜕𝜕𝜕𝜕5
𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑡𝑡).        (9) 

 
In order to gain coefficient 𝑓𝑓1(𝑥𝑥), we consider 𝑘𝑘 = 1 in Eq. (9) and we get 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,1(𝑥𝑥, 𝑡𝑡) = 𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣1(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣1(𝑥𝑥, 𝑡𝑡)
𝜕𝜕
𝜕𝜕𝜕𝜕

𝑣𝑣1(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣1(𝑥𝑥, 𝑡𝑡)
𝜕𝜕3

𝜕𝜕𝜕𝜕3
𝑣𝑣1(𝑥𝑥, 𝑡𝑡) +

𝜕𝜕5

𝜕𝜕𝜕𝜕5
𝑣𝑣1(𝑥𝑥, 𝑡𝑡), 

 
where 
 

𝑣𝑣1(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1), 

 
for 
 
𝑣𝑣0 = 𝑓𝑓0(𝑥𝑥) = 𝑓𝑓(𝑥𝑥) = 𝑣𝑣(𝑥𝑥, 0) = 𝑒𝑒𝑥𝑥. 
 
Hence, we gain 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,1(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓1(𝑥𝑥) + �𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1)� �𝑓𝑓′
(𝑥𝑥) + 𝑓𝑓1′(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1)�

− �𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1)� �𝑓𝑓
′′′(𝑥𝑥) + 𝑓𝑓1′′′(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1)� + 𝑓𝑓(5)(𝑥𝑥) + 𝑓𝑓1
(5)(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1). 

 
From Eq. (7), we get 𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,1(𝑥𝑥, 0) = 0, and thus 
 
𝑓𝑓1(𝑥𝑥) = −𝑒𝑒𝑥𝑥. 
 
Therefore, the first RPS solution of Eq. (1) is 
 

𝑣𝑣1(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒𝑥𝑥 − 𝑒𝑒𝑥𝑥
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1). 

Similarly, substituting 𝑘𝑘 = 2 in Eq. (9) to yield the coefficient 𝑓𝑓2(𝑥𝑥), we get 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,2(𝑥𝑥, 𝑡𝑡) = 𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣2(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣2(𝑥𝑥, 𝑡𝑡)
𝜕𝜕
𝜕𝜕𝜕𝜕

𝑣𝑣2(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣2(𝑥𝑥, 𝑡𝑡)
𝜕𝜕3

𝜕𝜕𝜕𝜕3
𝑣𝑣2(𝑥𝑥, 𝑡𝑡) +

𝜕𝜕5

𝜕𝜕𝜕𝜕5
𝑣𝑣2(𝑥𝑥, 𝑡𝑡), 

 
where 

𝑣𝑣2(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1). 

Therefore, we have 
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𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,2(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓1(𝑥𝑥) + 𝑓𝑓2(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1)

+ �𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1)��𝑓𝑓′
(𝑥𝑥) + 𝑓𝑓1′(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2′(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1)�

− �𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1)��𝑓𝑓
′′′(𝑥𝑥) + 𝑓𝑓1′′′(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2′′′(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1)�

+ 𝑓𝑓(5)(𝑥𝑥) + 𝑓𝑓1
(5)(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2
(5)(𝑥𝑥)

𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1). 

 
From Eq. (7), we gain 𝐷𝐷𝑡𝑡𝛼𝛼𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,2(𝑥𝑥, 0) = 0, and hence 
 
𝑓𝑓2(𝑥𝑥) = 𝑒𝑒𝑥𝑥. 
 
Therefore, the second RPS solution of Eq. (1) is 
 

𝑣𝑣2(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒𝑥𝑥 − 𝑒𝑒𝑥𝑥
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑒𝑒𝑥𝑥
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1). 

 
Likewise, substituting 𝑘𝑘 = 3 in Eq. (9) to obtain the coefficient 𝑓𝑓3(𝑥𝑥), we have 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,3(𝑥𝑥, 𝑡𝑡) = 𝐷𝐷𝑡𝑡𝛼𝛼𝑣𝑣3(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣3(𝑥𝑥, 𝑡𝑡)
𝜕𝜕
𝜕𝜕𝜕𝜕

𝑣𝑣3(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣3(𝑥𝑥, 𝑡𝑡)
𝜕𝜕3

𝜕𝜕𝜕𝜕3
𝑣𝑣3(𝑥𝑥, 𝑡𝑡) +

𝜕𝜕5

𝜕𝜕𝜕𝜕5
𝑣𝑣3(𝑥𝑥, 𝑡𝑡), 

 
where 
 

𝑣𝑣3(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1) + 𝑓𝑓3(𝑥𝑥)
𝑡𝑡3𝛼𝛼

Γ(3𝛼𝛼 + 1). 

 
Therefore, we get 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,3(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓1(𝑥𝑥) + 𝑓𝑓2(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓3(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1)

+ �𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1) + 𝑓𝑓3(𝑥𝑥)
𝑡𝑡3𝛼𝛼

Γ(3𝛼𝛼 + 1)��𝑓𝑓′
(𝑥𝑥) + 𝑓𝑓1′(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1)

+ 𝑓𝑓2′(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1) + 𝑓𝑓3′(𝑥𝑥)
𝑡𝑡3𝛼𝛼

Γ(3𝛼𝛼 + 1)�

− �𝑓𝑓(𝑥𝑥) + 𝑓𝑓1(𝑥𝑥)
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1) + 𝑓𝑓3(𝑥𝑥)
𝑡𝑡3𝛼𝛼

Γ(3𝛼𝛼 + 1)��𝑓𝑓
′′′(𝑥𝑥) + 𝑓𝑓1′′′(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1)

+ 𝑓𝑓2′′′(𝑥𝑥)
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1) + 𝑓𝑓3′′′(𝑥𝑥)
𝑡𝑡3𝛼𝛼

Γ(3𝛼𝛼 + 1)� + 𝑓𝑓(5)(𝑥𝑥) + 𝑓𝑓1
(5)(𝑥𝑥)

𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑓𝑓2
(5)(𝑥𝑥)

𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1)

+ 𝑓𝑓3
(5)(𝑥𝑥)

𝑡𝑡3𝛼𝛼

Γ(3𝛼𝛼 + 1). 

 
From Eq. (7), we gain 𝐷𝐷𝑡𝑡2𝛼𝛼𝑅𝑅𝑅𝑅𝑅𝑅𝑣𝑣,3(𝑥𝑥, 0) = 0, and hence 
 
𝑓𝑓3(𝑥𝑥) = −𝑒𝑒𝑥𝑥. 
 
Therefore, the third RPS solution of Eq. (1) is 
 

𝑣𝑣3(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒𝑥𝑥 − 𝑒𝑒𝑥𝑥
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) + 𝑒𝑒𝑥𝑥
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1) − 𝑒𝑒𝑥𝑥
𝑡𝑡3𝛼𝛼

Γ(3𝛼𝛼 + 1). 

 
Using the same process for 𝑘𝑘 = 4, the following is obtained as 
 
𝑓𝑓4(𝑥𝑥) = 𝑒𝑒𝑥𝑥, 

𝑣𝑣4(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒𝑥𝑥−𝑒𝑒𝑥𝑥
𝑡𝑡𝛼𝛼

Γ(𝛼𝛼 + 1) +𝑒𝑒𝑥𝑥
𝑡𝑡2𝛼𝛼

Γ(2𝛼𝛼 + 1)−𝑒𝑒
𝑥𝑥 𝑡𝑡3𝛼𝛼

Γ(3𝛼𝛼 + 1) + 𝑒𝑒𝑥𝑥
𝑡𝑡4𝛼𝛼

Γ(4𝛼𝛼 + 1). 
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To validate the accuracy and efficiency of the suggested method, the numerical comparisons of the fourth RPS 

solution with the exact solution for 𝛼𝛼 = 1 and different values of 𝑥𝑥 and 𝑡𝑡 are illustrated in Table 1. Clearly observed 
from Table 1 that the absolute error is being smaller when the value of the 𝑡𝑡 is decreasing 

Table 1. Comparison between the solutions v_4 (x,t) and the exact solution for α=1. 
x t v4 (x,t) Exact solution Absolute error 
 
 

-10 

0 
0.2 
0.4 
0.6 
0.8 
1 

4.53999x10−5 
3.71704x10−5 
3.04361x10−5 
2.49427x10−5 
2.05087x10−5 
1.7025x10−5 

4.53999x10−5 
3.71703x10−5 
3.04325x10−5 
2.4916x10−5 

2.03995x10−5 
1.67017x10−5 

0 
1.x10−10 

3.6299x10−9 
2.67117x10−8 
1.09158x10−7 
3.23273x10−7 

 
 

-5 

0 
0.2 
0.4 
0.6 
0.8 
1 

6.73795x10−3 
5.51658x10−3 
4.51712x10−3 
3.70183x10−3 
3.04376x10−3 
2.52673x10−3 

6.73795x10−3 
5.51656x10−3 
4.51658x10−3 
3.69786x10−3 
3.02755x10−3 
2.47875x10−3 

0 
1.73856 x10−8 
5.38726x10−7 
3.96436x10−6 
1.62005x10−5 
4.79779x10−5 

 
 

0 

0 
0.2 
0.4 
0.6 
0.8 
1 

1 
8.18733x10−1 

6.704x10−1 
5.494x10−1 

4.51733x10−1 
3.75x10−1 

1 
8.18731x10−1 
6.7032x10−1 

5.48812x10−1 
4.49329x10−1 
3.67879x10−1 

0 
2.58026x10−6 
7.9954x10−5 

5.88364x10−4 
2.40437x10−3 
7.12056x10−3 

 
 

5 

0 
0.2 
0.4 
0.6 
0.8 
1 

1.48413x102 
1.21511x102 
9.94962x101 
8.15382x101 
6.70432x101 
5.56549x101 

1.48413x102 
1.2151x102 

9.94843x101 
8.14509x101 
6.66863x101 
5.45982x101 

0 
3.82944x10−4 
1.18662x10−2 
8.73209x10−2 
3.5684x10−1 
1.05678x100 

 
 

10 

0 
0.2 
0.4 
0.6 
0.8 
1 

2.20265x104 
1.80338x104 
1.47665x104 
1.21013x104 
9.95009x103 
8.25992x103 

2.20265x104 
1.80337x104 
1.47648x104 
1.20884x104 
9.89713x103 
8.10308x103 

0 
5.68339x10−2 

1.7611x100 
1.29596x101 
5.29598x101 
1.56841x102 

 
In Figure 1, for −10 ≤ 𝑥𝑥 ≤ 10 and 0 ≤ 𝑡𝑡 ≤ 1 when 𝛼𝛼 = 1, the comparison between the 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) solution and the 

exact solution is illustrated. When equal parameters are selected, the fourth RPS solutions have similar shapes to the 
exact solutions, as seen in Figure 1. 

.   
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Figure 1. The graph of the exact solution and the 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) of Eq. (1) when 𝛼𝛼 = 1. 

 
The RPS solution 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) is illustrated in Figure 2, for −20 ≤ 𝑥𝑥 ≤ 20 and 0 ≤ 𝑡𝑡 ≤ 25 when 𝛼𝛼 = 0.2, 𝛼𝛼 = 0.5, 𝛼𝛼 =

0.8, 𝛼𝛼 = 1. When 𝛼𝛼 = 1 is chosen among the different values of 𝛼𝛼, the 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) is closest to the exact solution. 
 
 

 

(a) 
 

(b) 

 

(c) 
 

(d) 

Figure 2. 3D graph of the fourth RPS solution of Eq. (1): (a) 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) when 𝛼𝛼 = 0.2, (b) 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) when 𝛼𝛼 = 0.5, (c) 
𝑣𝑣4(𝑥𝑥, 𝑡𝑡) when 𝛼𝛼 = 0.8, (d) 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) when 𝛼𝛼 = 1. 
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For −20 ≤ 𝑥𝑥 ≤ 20  and 𝑡𝑡 = 15 at the different 𝛼𝛼 values, the 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) is demonstrated in Figure 3. In this figure, the 
line with dots represents the solution at 𝛼𝛼 = 0.2, the unitary line represents the solution at 𝛼𝛼 = 0.5, the line with 
dashes represents the solution at 𝛼𝛼 = 0.8, and the line with dot-dash represents the solution at 𝛼𝛼 = 1. It is clear that 
from Figure 3, the frequency increases as 𝑥𝑥 approaches to zero. Besides, clearly seen from Figure 3 that the 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) 
solution approaches the exact solution as the value of the 𝛼𝛼 increases. 
 

 

Figure 3. 2D graph of the 𝑣𝑣4(𝑥𝑥, 15) for 𝛼𝛼 = 0.2, 𝛼𝛼 = 0.5, 𝛼𝛼 = 0.8, and 𝛼𝛼 = 1. 

Conclusions 
 
In this study, the RPSM was utilized to gain 

approximate solutions of the time fractional fKdV 
equation. These solutions were numerically compared to 
the exact solutions in Table 1. In this table, for 𝛼𝛼 = 1 and 
different values of 𝑥𝑥 and 𝑡𝑡, the absolute errors of the RPS 
solutions were also introduced. In Table 1, when the 
numerical results were examined, the reliability of the 
proposed method for the time fractional fKdV equation 
had emerged. Besides, the fourth RPS solutions were 
demonstrated by 2D and 3D graphs. It could be seen in 
Figure 1 that the fourth RPS solution has similar shapes to 
the exact solution when equal parameters were chosen. 
The RPS solution 𝑣𝑣4(𝑥𝑥, 𝑡𝑡) was illustrated for the different 
values of 𝛼𝛼 in Figure 2 and Figure 3. All graphics were 
showed by the help of Mathematica. In addition, it was 
seen that RPSM achieved a high accuracy when the 
numerical results were analyzed in this paper. 

When the RPSM is studied, it has more advantages 
than other methods in the literature. The RPSM is useful 
and effective method for solving nonlinear partial 
differential equations. The suggested method also does 
not require any linearization, transformation, 
discretization, or perturbation. Besides, this method does 
not need any small parameter for iterative solution. 
Moreover, by minimizing the residual error, the RPSM 
provides convergence of the series solution. Furthermore, 

by selecting a suitable initial estimate approximation, the 
proposed method can be used in nonlinear problems. As 
a result, the RPSM can be utilized to solve a wide range of 
fractional differential equations in mathematics and 
science. 
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Introduction 

The theory of inequality is a considerable topic and 
remains an interesting research area with numerous 
number of applications in many mathematical fields. 
Additionally, convex functions have also an important 
place in the theory of inequality. One of the most famous 
inequalities for the case of convex functions is the 
Hermite-Hadamard inequality. Therefore, many 
mathematicians have established Hermite-Hadamard-
type inequalities and related inequalities such as 
trapezoid, midpoint, and Simpson's inequality. 
Furthermore, Fractional calculus has increased interest 
owing to the its demonstrated applications in a range of 
the inequality theory on convex functions in recent years. 
Because of the importance of fractional calculus, 
mathematicians have investigated distinct fractional 
integral inequalities. 

The inequalities, established by C. Hermite and J. 
Hadamard for convex functions, are significant topic in the 
literature. These inequalities state that if F : I→R is a 
convex function on the interval I of real numbers and a, 
b∈I with a<b, then the following double inequality holds:  

 
𝐹𝐹 �𝑎𝑎+𝑏𝑏

2
� ≤ 1

𝑏𝑏−𝑎𝑎 ∫ 𝐹𝐹(𝑥𝑥)𝑑𝑑𝑑𝑑𝑏𝑏
𝑎𝑎 ≤ 𝐹𝐹(𝑎𝑎)+𝐹𝐹(𝑏𝑏)

2
.       (1) 

 
In recent years, remarkable number of papers have 

been investigated to trapezoid and midpoint type 
inequalities which give bounds for the right-hand side and 
left-hand side of the inequality (1), respectively. For 
instance, Dragomir and Agarwal first established to 
trapezoid inequalities in the case of convex functions in 

the [1] and Kirmacı first investigated to midpoint 
inequalities to the case of convex functions in the [2]. Iqbal 
et al. presented some fractional midpoint type 
inequalities for convex functions in [3]. On the other hand, 
Dragomir established Hermite-Hadamard inequalities in 
the case of co-ordinated convex mappings in [4]. The 
midpoint and trapezoid type inequalities for co-ordinated 
convex functions were presented in the papers [5] and [6], 
respectively. Moreover, some fractional midpoint type 
inequalities for co-ordinated convex functions were 
presented in the paper [7]. 

In [8], Sarikaya and Ertuğral first investigated new 
fractional integrals which are called generalized fractional 
integrals. Moreover, several trapezoids and midpoint type 
inequalities for generalized fractional integrals are proved 
by the authors. In addition to these, Turkay et al. 
described the generalized fractional integrals in the case 
of functions with two variables. These authors 
investigated Hermite-Hadamard inequalities for this kind 
of fractional integrals in [9]. For more information about 
these type of inequalities, we refer to [10-12]. 
 
Premiliaries & Generalized Fractional and Double 
Fractional Integrals 
 

In this section, some definitions and notations which 
are used frequently in main section are presented. 
 Definition 1. A function 𝐹𝐹:𝛥𝛥 → ℝ will be called 𝑠𝑠-convex 
in the second sense on 𝛥𝛥 if the following inequality  

 
 
 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0003-1008-5856
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𝐹𝐹(𝑡𝑡𝑡𝑡 + (1 − 𝑡𝑡) 𝑧𝑧, 𝑡𝑡𝑡𝑡 + (1 − 𝑡𝑡) 𝑤𝑤) ≤ 𝑡𝑡𝑠𝑠𝐹𝐹(𝑥𝑥, 𝑦𝑦) + (1 − 𝑡𝑡)𝑠𝑠𝐹𝐹(𝑧𝑧, 𝑤𝑤) 
 
is valid for all 𝑠𝑠, 𝑡𝑡 ∈ [0, 1] and (𝑥𝑥, 𝑦𝑦), (𝑧𝑧, 𝑤𝑤) ∈ 𝛥𝛥. 
Modifications to the case of convex and 𝑠𝑠 −convex functions on 𝛥𝛥, which are also known as co-ordinated convex and 
co-ordinated 𝑠𝑠-convex functions on 𝛥𝛥, respectively, were introduced by Dragomir [5], Sarikaya [6] and Latif [13]. 
In the paper [6,14], clasical definition in the case of co-ordinated 𝑠𝑠-convex functions in the second sense can be stated 
as follows: 
 Definition 2. A function  𝐹𝐹:𝛥𝛥 → ℝ2  is called co-ordinated 𝑠𝑠-convex in the second sense on 𝛥𝛥 if the following inequality 
holds 
 
 𝐹𝐹(𝑡𝑡𝑡𝑡 + (1 − 𝑡𝑡) 𝑧𝑧, 𝜆𝜆𝜆𝜆 + (1 − 𝜆𝜆) 𝑤𝑤) ≤ 𝑡𝑡𝑠𝑠𝜆𝜆𝑠𝑠𝐹𝐹(𝑥𝑥, 𝑦𝑦) + (1 − 𝑡𝑡)𝑠𝑠𝜆𝜆𝑠𝑠𝐹𝐹(𝑧𝑧, 𝑦𝑦) 

+𝑡𝑡𝑠𝑠(1 − 𝜆𝜆)𝑠𝑠𝐹𝐹(𝑥𝑥, 𝑤𝑤) + (1 − 𝑡𝑡)𝑠𝑠(1 − 𝑡𝑡)𝑠𝑠𝐹𝐹(𝑧𝑧, 𝑤𝑤) 
    (2) 

 
for all 𝑡𝑡, 𝜆𝜆 ∈ [0, 1]  
 
and (𝑥𝑥, 𝑦𝑦), (𝑧𝑧, 𝑤𝑤) ∈ 𝛥𝛥, and for fixed 𝑠𝑠 ∈ (0, 1]. 
Let us consider 𝑠𝑠 = 1 in inequality (2). Then, the function 𝐹𝐹 is said to be co-ordinated convex on 𝛥𝛥. If the inequality (2) 
is in reversed order, then 𝐹𝐹 will be called a co-ordinated 𝑠𝑠- concave in the second sense on 𝛥𝛥. 
 Definition 3. A function 𝐹𝐹:𝛥𝛥 → ℝ2 is said to be co-ordinated  (𝑠𝑠1, 𝑠𝑠2)-convex in the second sense on  𝛥𝛥  if the following 
inequality 
 
𝐹𝐹(𝑡𝑡𝑡𝑡 + (1 − 𝑡𝑡) 𝑧𝑧, 𝜆𝜆𝜆𝜆 + (1 − 𝜆𝜆) 𝑤𝑤) ≤ 𝑡𝑡𝑠𝑠1𝜆𝜆𝑠𝑠2𝐹𝐹(𝑥𝑥, 𝑦𝑦) + (1 − 𝑡𝑡)𝑠𝑠1𝜆𝜆𝑠𝑠2𝐹𝐹(𝑧𝑧, 𝑦𝑦)

+𝑡𝑡𝑠𝑠1(1 − 𝜆𝜆)𝑠𝑠2𝐹𝐹(𝑥𝑥, 𝑤𝑤) + (1 − 𝑡𝑡)𝑠𝑠1(1 − 𝑡𝑡)𝑠𝑠2𝐹𝐹(𝑧𝑧, 𝑤𝑤)
 

 
is valid for all 𝑡𝑡, 𝜆𝜆 ∈ [0, 1] and (𝑥𝑥, 𝑦𝑦), (𝑧𝑧, 𝑤𝑤) ∈ 𝛥𝛥, and for fixed 𝑠𝑠1, 𝑠𝑠2 ∈ (0, 1]. 
The well-known gamma and beta are defined as follows: For 0 < 𝑥𝑥, 𝑦𝑦 < ∞, and 𝑥𝑥, 𝑦𝑦 ∈ ℝ, 
 

𝛤𝛤(𝑥𝑥)  : = � 𝑡𝑡𝑥𝑥−1𝑒𝑒−𝑡𝑡
∞

0

𝑑𝑑𝑑𝑑 

and 

𝔓𝔓(𝑥𝑥, 𝑦𝑦)  : = �𝑡𝑡𝑥𝑥−1(1 − 𝑡𝑡)𝑦𝑦−1
1

0

𝑑𝑑𝑑𝑑 =
𝛤𝛤(𝑥𝑥) 𝛤𝛤(𝑦𝑦)
𝛤𝛤(𝑥𝑥 + 𝑦𝑦) . 

 
The generalized fractional integrals were introduced by Sarikaya and Ertugral as follows: 
 Definition 4. [8] Let us define a function 𝜑𝜑: [0,∞) → [0,∞) satisfying the following condition:  
 

�
𝜑𝜑(𝜂𝜂)
𝜂𝜂

𝑑𝑑𝑑𝑑
1

0
< ∞. 

 
Let us consider the following left-sided and right-sided generalized fractional integral operators   
  

 𝑎𝑎+𝐼𝐼𝜑𝜑𝐹𝐹(𝑥𝑥) = �
𝜑𝜑(𝑥𝑥 − 𝜂𝜂)
𝑥𝑥 − 𝜂𝜂

𝑥𝑥

𝑎𝑎
𝐹𝐹(𝜂𝜂)𝑑𝑑𝑑𝑑,   𝑥𝑥 > 𝑎𝑎                                                                                                                    (3)  

and      

 𝑏𝑏−𝐼𝐼𝜑𝜑𝐹𝐹(𝑥𝑥)   = �
𝜑𝜑(𝜂𝜂 − 𝑥𝑥)
𝜂𝜂 − 𝑥𝑥

𝐹𝐹(𝜂𝜂)𝑑𝑑𝑑𝑑
𝑏𝑏

𝑥𝑥
,   𝑥𝑥 < 𝑏𝑏,                                                                                                                (4)  

respectively. 
Some shapes of fractional integrals, namely, Riemann-Liouville fractional integral, 𝑘𝑘-Riemann-Liouville fractional 
integral, conformable fractional integral, Hadamard fractional integrals, Katugampola fractional integrals, etc are 
generalized as the most significant feature of generalized fractional integrals. These significant special cases of the 
integral operators (3) and (4) are presented as follows: 
Let us consider 𝜑𝜑(𝜂𝜂) = 𝜂𝜂. Then, the operators (3) and (4) become to the Riemann integral. 
If we select 𝜑𝜑(𝜂𝜂) = 𝜂𝜂𝛼𝛼

𝛤𝛤(𝛼𝛼)
 and 𝛼𝛼 > 0, the operators (3) and (4) reduce to the Riemann-Liouville fractional integrals 

𝐽𝐽𝑎𝑎+𝛼𝛼 𝐹𝐹(𝑥𝑥) and 𝐽𝐽𝑏𝑏−𝛼𝛼 𝐹𝐹(𝑥𝑥), respectively. Here, 𝛤𝛤is Gamma function. 
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Let us note that 𝜑𝜑(𝜂𝜂) = 1
𝑘𝑘𝛤𝛤𝑘𝑘(𝛼𝛼)

𝜂𝜂
𝛼𝛼
𝑘𝑘 and 𝛼𝛼, 𝑘𝑘 > 0. Then, the operators (3) and (4) become to the 𝑘𝑘-Riemann-Liouville 

fractional integrals 𝐽𝐽𝑎𝑎+,𝑘𝑘
𝛼𝛼 𝐹𝐹(𝑥𝑥) and 𝐽𝐽𝑏𝑏−, 𝑘𝑘

𝛼𝛼 𝐹𝐹(𝑥𝑥), respectively. Here,  𝛤𝛤𝑘𝑘 is 𝑘𝑘-Gamma function. 
There are several papers on inequalities for generalized fractional integrals in the literature. In [8], Sarikaya and Ertuğral 
also established Hermite-Hadamard inequalities in the case of generalized fractional integrals. Moreover, Budak et al. 
proved midpoint type inequalities and extensions of Hermite-Hadamard inequalities in the papers [15] and [16], 
respectively. There have been a several number of research papers written on these subjects, (see, [17-19] and the 
references therein. 
In [18], the authors are presented the generalized double fractional integrals as follows: 
 Definition 5. The Generalized double fractional integrals  𝑎𝑎+,𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓,  𝑎𝑎+,𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓,  𝑏𝑏−,𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓,  𝑏𝑏−,𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓, are described by
  

 𝑎𝑎+,𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓 𝐹𝐹(𝑥𝑥, 𝑦𝑦) = � �
𝜑𝜑(𝑥𝑥 − 𝜂𝜂)
𝑥𝑥 − 𝜂𝜂

𝜓𝜓(𝑦𝑦 − 𝜏𝜏)
𝑦𝑦 − 𝜏𝜏

𝐹𝐹(𝜂𝜂, 𝜏𝜏) 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,
𝑦𝑦

𝑐𝑐

𝑥𝑥

𝑎𝑎
  𝑥𝑥 > 𝑎𝑎,  𝑦𝑦 > 𝑐𝑐,                                                      (5) 

 𝑎𝑎+,𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓 𝐹𝐹(𝑥𝑥, 𝑦𝑦)  = � �
𝜑𝜑(𝑥𝑥 − 𝜂𝜂)
𝑥𝑥 − 𝜂𝜂

𝜓𝜓(𝜏𝜏 − 𝑦𝑦)
𝜏𝜏 − 𝑦𝑦

𝐹𝐹(𝜂𝜂, 𝜏𝜏) 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,
𝑑𝑑

𝑦𝑦

𝑥𝑥

𝑎𝑎
  𝑥𝑥 > 𝑎𝑎,  𝑦𝑦 < 𝑑𝑑,                                                    (6) 

 𝑏𝑏−,𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓 𝐹𝐹(𝑥𝑥, 𝑦𝑦) = � �
𝜑𝜑(𝜂𝜂 − 𝑥𝑥)
𝜂𝜂 − 𝑥𝑥

𝜓𝜓(𝑦𝑦 − 𝜏𝜏)
𝑦𝑦 − 𝜏𝜏

𝐹𝐹(𝜂𝜂, 𝜏𝜏) 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,
𝑦𝑦

𝑐𝑐

𝑏𝑏

𝑥𝑥
  𝑥𝑥 < 𝑏𝑏,  𝑦𝑦 > 𝑐𝑐,                                                       (7) 

and 

 𝑏𝑏−,𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓 𝐹𝐹(𝑥𝑥, 𝑦𝑦) = � �
𝜑𝜑(𝜂𝜂 − 𝑥𝑥)
𝜂𝜂 − 𝑥𝑥

𝜓𝜓(𝜏𝜏 − 𝑦𝑦)
𝜏𝜏 − 𝑦𝑦

𝐹𝐹(𝜂𝜂, 𝜏𝜏) 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,
𝑑𝑑

𝑦𝑦

𝑏𝑏

𝑥𝑥
  𝑥𝑥 < 𝑏𝑏,  𝑦𝑦 < 𝑑𝑑,                                                      (8) 

 
respectively. Here, 𝐹𝐹 ∈ 𝐿𝐿1([𝑎𝑎, 𝑏𝑏] × [𝑐𝑐, 𝑑𝑑]) and the functions 𝜑𝜑, 𝜓𝜓 : [0,∞) → [0,∞) satisfy  ∫ 𝜑𝜑(𝜂𝜂)

𝜂𝜂
𝑑𝑑𝑑𝑑 < ∞1

0  and 

∫ 𝜓𝜓(𝜏𝜏)
𝜏𝜏
𝑑𝑑𝑑𝑑 < ∞,1

0  respectively. 
By using Definition 5, well-known fractional integrals can be obtained by some special choices. For instance; 
If we assign 𝜑𝜑(𝜂𝜂) = 𝜂𝜂 and 𝜓𝜓(𝜏𝜏) = 𝜏𝜏, then the operators (5), (6), (7) and (8) become to the double Riemann integral. 

For 𝜑𝜑(𝜂𝜂) = 𝜂𝜂𝛼𝛼

𝛤𝛤(𝛼𝛼)
, 𝜓𝜓(𝜏𝜏) = 𝜏𝜏𝛽𝛽

𝛤𝛤(𝛽𝛽)
, 𝛼𝛼, 𝛽𝛽 > 0, the operators (5), (6), (7) and (8) reduce to the Riemann-Liouville fractional 

integrals 𝐽𝐽𝑎𝑎+, 𝑐𝑐+
𝛼𝛼, 𝛽𝛽 𝐹𝐹(𝑥𝑥, 𝑦𝑦), 𝐽𝐽𝑎𝑎+, 𝑑𝑑−

𝛼𝛼, 𝛽𝛽 𝐹𝐹(𝑥𝑥, 𝑦𝑦), 𝐽𝐽𝑏𝑏−, 𝑐𝑐+
𝛼𝛼, 𝛽𝛽 𝐹𝐹(𝑥𝑥, 𝑦𝑦) and  𝐽𝐽𝑏𝑏−, 𝑑𝑑−

𝛼𝛼, 𝛽𝛽 𝐹𝐹(𝑥𝑥, 𝑦𝑦), respectively. 

Let us consider 𝜑𝜑(𝜂𝜂) = 𝜂𝜂
𝛼𝛼
𝑘𝑘

𝑘𝑘𝛤𝛤𝑘𝑘(𝛼𝛼)
 and 𝜓𝜓(𝜏𝜏) = 𝜏𝜏

𝛽𝛽
𝑘𝑘

𝑘𝑘𝛤𝛤𝑘𝑘(𝛽𝛽)
, for 𝛼𝛼, 𝛽𝛽, 𝑘𝑘 > 0. Then, the operators (5), (6), (7) and (8) reduce to the 

𝑘𝑘-Riemann-Liouville fractional integrals 𝐽𝐽𝑎𝑎+, 𝑐𝑐+
𝛼𝛼, 𝛽𝛽, 𝑘𝑘𝐹𝐹(𝑥𝑥, 𝑦𝑦),  𝐽𝐽𝑎𝑎+, 𝑑𝑑−

𝛼𝛼, 𝛽𝛽, 𝑘𝑘 𝐹𝐹(𝑥𝑥, 𝑦𝑦), 𝐽𝐽𝑏𝑏−, 𝑐𝑐+
𝛼𝛼, 𝛽𝛽, 𝑘𝑘𝐹𝐹(𝑥𝑥, 𝑦𝑦) and 𝐽𝐽𝑏𝑏−, 𝑑𝑑−

𝛼𝛼, 𝛽𝛽, 𝑘𝑘 𝐹𝐹(𝑥𝑥, 𝑦𝑦), respectively. For 
more information and unexplained subjects, the reader is referred to [20-31], and the references therein. 
In the paper [32], an identity for twice partially differentiable mappings involving the double generalized fractional 
integral is established as follows: 

 Lemma 1. [32] Let 𝐹𝐹:𝛥𝛥 → ℝ be an absolutely continuous function on 𝛥𝛥  such that the partial derivative of order 𝜕𝜕
2𝐹𝐹(𝜂𝜂, 𝜏𝜏)
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

 

exist for all (𝜂𝜂, 𝜏𝜏) ∈ 𝛥𝛥. Then, the following equality for generalized fractional integrals holds:  
 

𝛷𝛷(𝑎𝑎, 𝑏𝑏, 𝑥𝑥;  𝑐𝑐, 𝑑𝑑, 𝑦𝑦)

=
(𝑥𝑥 − 𝑎𝑎) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦)
��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)� 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

−
(𝑥𝑥 − 𝑎𝑎) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦)
��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)� 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

−
(𝑏𝑏 − 𝑥𝑥) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦)
��𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)� 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

+
(𝑏𝑏 − 𝑥𝑥) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦)
��𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)� 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,

1

0

1

0

 

 
where 𝛥𝛥: = [𝑎𝑎, 𝑏𝑏] × [𝑐𝑐, 𝑑𝑑], 
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𝛷𝛷(𝑎𝑎, 𝑏𝑏, 𝑥𝑥;  𝑐𝑐, 𝑑𝑑, 𝑦𝑦) = 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)

−
1

𝜒𝜒2(𝑦𝑦)
� 𝑑𝑑−𝐼𝐼𝜓𝜓𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦) +   𝑐𝑐+𝐼𝐼𝜓𝜓𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

−
1

𝜒𝜒1(𝑥𝑥)
� 𝑏𝑏−𝐼𝐼𝜑𝜑𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦) +   𝑎𝑎+𝐼𝐼𝜑𝜑𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

+
1

ϒ(𝑥𝑥, 𝑦𝑦)
� 𝑏𝑏−, 𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦) +   𝑏𝑏−, 𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)

+  𝑎𝑎+, 𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦) +   𝑎𝑎+, 𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�,

 

and 
 

⎩
⎪
⎨

⎪
⎧
𝜒𝜒1(𝑥𝑥) = 𝛬𝛬1(𝑥𝑥, 0) + 𝛥𝛥1(𝑥𝑥, 0),

𝜒𝜒2(𝑦𝑦) = 𝛬𝛬2(𝑦𝑦, 0) + 𝛥𝛥2(𝑦𝑦, 0),

ϒ(𝑥𝑥, 𝑦𝑦) = 𝜒𝜒1(𝑥𝑥)𝜒𝜒2(𝑦𝑦).

 

 
Throughout this paper for brevity, let us consider  
 

𝛬𝛬1(𝑥𝑥, 𝜂𝜂) = �
𝜑𝜑�(𝑏𝑏 − 𝑥𝑥) 𝑢𝑢�

𝑢𝑢
𝑑𝑑𝑑𝑑,

1

𝜂𝜂

    𝛥𝛥1(𝑥𝑥, 𝜂𝜂) = �
𝜑𝜑�(𝑥𝑥 − 𝑎𝑎) 𝑢𝑢�

𝑢𝑢
𝑑𝑑𝑑𝑑,

1

𝜂𝜂

 

and 

𝛬𝛬2(𝑦𝑦, 𝜏𝜏) = �
𝜓𝜓�(𝑑𝑑 − 𝑦𝑦) 𝑢𝑢�

𝑢𝑢
𝑑𝑑𝑑𝑑,

1

𝜏𝜏

    𝛥𝛥2(𝑦𝑦, 𝜏𝜏) = �
𝜓𝜓�(𝑦𝑦 − 𝑐𝑐) 𝑢𝑢�

𝑢𝑢
𝑑𝑑𝑑𝑑.

1

𝜏𝜏

 

 
Midpoint Inequalities for Co-ordinated (𝒔𝒔𝟏𝟏, 𝒔𝒔𝟐𝟐)-Convex Function Involving Generalized Fractional 
Integrals Discussion 

 

Theorem 1.  Suppose that the assumptions of Lemma 1 hold. Suppose also that the function  � 𝜕𝜕
2𝐹𝐹

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
� is co-ordinated 

(𝑠𝑠1, 𝑠𝑠2)-convex on 𝛥𝛥. Then, we have the following inequality for generalized fractional integrals 
 
 

|𝛷𝛷(𝑎𝑎, 𝑏𝑏, 𝑥𝑥;  𝑐𝑐, 𝑑𝑑, 𝑦𝑦)|

≤
(𝑥𝑥 − 𝑎𝑎) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦) �𝜆𝜆1𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑏𝑏, 𝑑𝑑)� + 𝜆𝜆1𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

+𝜆𝜆2𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)� + 𝜆𝜆2𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��

+
(𝑥𝑥 − 𝑎𝑎) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦) �𝜆𝜆1𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑏𝑏, 𝑐𝑐)� + 𝜆𝜆1𝜇𝜇3 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

+𝜆𝜆2𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)� + 𝜆𝜆2𝜇𝜇3 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��

+
(𝑏𝑏 − 𝑥𝑥) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦) �𝜆𝜆4𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎, 𝑑𝑑)� + 𝜆𝜆4𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

+𝜆𝜆3𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)� + 𝜆𝜆3𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��

+
(𝑏𝑏 − 𝑥𝑥) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦) �𝜆𝜆4𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎, 𝑐𝑐)� + 𝜆𝜆4𝜇𝜇3 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

+𝜆𝜆3𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)� + 𝜆𝜆3𝜇𝜇3 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹
(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�� .
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Here, 

⎩
⎪
⎨

⎪
⎧𝜆𝜆1 = �𝜂𝜂𝑠𝑠1𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝑑𝑑𝑑𝑑,

1

0

     𝜆𝜆2 = �(1 − 𝜂𝜂)𝑠𝑠1𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝑑𝑑𝑑𝑑,
1

0

𝜆𝜆3 = �(1 − 𝜂𝜂)𝑠𝑠1𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝑑𝑑𝑑𝑑,
1

0

    𝜆𝜆4 = �𝜂𝜂𝑠𝑠1𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝑑𝑑𝑑𝑑,
1

0

                                                                                   (9) 

and 

⎩
⎪
⎨

⎪
⎧𝜇𝜇1 = �𝜏𝜏𝑠𝑠2𝛬𝛬2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑, 

1

0

     𝜇𝜇2 = �(1 − 𝜏𝜏)𝑠𝑠2𝛬𝛬2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑,
1

0

𝜇𝜇3 = �(1 − 𝜏𝜏)𝑠𝑠2𝛥𝛥2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑,
1

0

     𝜇𝜇4 = �𝜏𝜏𝑠𝑠2𝛥𝛥2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑.
1

0

                                                                                    (10)   

 Proof. Let us take the modulus in Lemma 1. Then, it follows: 
|𝛷𝛷(𝑎𝑎, 𝑏𝑏, 𝑥𝑥;  𝑐𝑐, 𝑑𝑑, 𝑦𝑦)| 

≤
(𝑥𝑥 − 𝑎𝑎) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦) ��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

+
(𝑥𝑥 − 𝑎𝑎) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦) ��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

+
(𝑏𝑏 − 𝑥𝑥) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦) ��𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

+
(𝑏𝑏 − 𝑥𝑥) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦) ��𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑.

1

0

1

0

(11) 

Since � 𝜕𝜕
2𝐹𝐹

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
� is co-ordinated (𝑠𝑠1, 𝑠𝑠2)-convex, we have 

��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

≤ ��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)�𝜂𝜂𝑠𝑠1𝜏𝜏𝑠𝑠2 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)� + 𝜂𝜂𝑠𝑠1(1 − 𝜏𝜏)𝑠𝑠2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�  

1

0

1

0

+ (1 − 𝜂𝜂)𝑠𝑠1𝜏𝜏𝑠𝑠2 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)� + (1 − 𝜂𝜂)𝑠𝑠1(1 − 𝜏𝜏)𝑠𝑠2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝜆𝜆1𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)� + 𝜆𝜆1𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�  

+𝜆𝜆2𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)� + 𝜆𝜆2𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)� .

  (12) 

Similarly, it follows 

∫ ∫ 𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏) � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1

0
1
0

≤ 𝜆𝜆1𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)� + 𝜆𝜆1𝜇𝜇3 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�  

+𝜆𝜆2𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)� + 𝜆𝜆2𝜇𝜇3 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)� , 

                      (13) 

∫ ∫ 𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1

0
1
0

≤ 𝜆𝜆4𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)� + 𝜆𝜆4𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�  

+𝜆𝜆3𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)� + 𝜆𝜆3𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)� , 

                      (14) 

and 
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∫ ∫ 𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏) � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1

0
1
0

≤ 𝜆𝜆4𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)� + 𝜆𝜆4𝜇𝜇3 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�  

+𝜆𝜆3𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)� + 𝜆𝜆3𝜇𝜇3 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)� .

                     (15) 

 
If it is substituted the inequalities (12)-(15) in (11), then the desired results are obtained. This finishes the proof of 
Theorem 1. 
 Corollary 1. Let us consider 𝜑𝜑(𝜂𝜂) = 𝜂𝜂 and 𝜓𝜓(𝜏𝜏) = 𝜏𝜏 for all (𝜂𝜂, 𝜏𝜏) ∈ 𝛥𝛥 in Theorem 1. Let us also consider 𝑠𝑠1 = 𝑠𝑠2 = 𝑠𝑠, 
𝑥𝑥 = 𝑎𝑎+𝑏𝑏

2
 and 𝑦𝑦 = 𝑐𝑐+𝑑𝑑

2
. Then, we have the following midpoint type inequality for Riemann-Liouville fractional integrals 

 

�𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� −

1
𝑑𝑑 − 𝑐𝑐

� 𝑑𝑑−𝐼𝐼𝜓𝜓𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑐𝑐+𝐼𝐼𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��

−
1

𝑏𝑏 − 𝑎𝑎
� 𝑏𝑏−𝐼𝐼𝜑𝜑𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑎𝑎+𝐼𝐼𝜑𝜑𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��

+
1

(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐) � 𝑏𝑏−, 𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑏𝑏−, 𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
�

+  𝑎𝑎+, 𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑎𝑎+, 𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
���

≤
(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

16
�

1
(𝑠𝑠 + 1)2(𝑠𝑠 + 2)2 ��

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)��

+
2

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑎𝑎, 

𝑐𝑐 + 𝑑𝑑
2

�� + �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑏𝑏, 

𝑐𝑐 + 𝑑𝑑
2

��

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑐𝑐�� + �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑑𝑑��� +
4

(𝑠𝑠 + 2)2 ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
����

≤
(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

16
�

22𝑠𝑠 + 2𝑠𝑠+2(𝑠𝑠 + 1) + 4(𝑠𝑠 + 1)2

22𝑠𝑠(𝑠𝑠 + 1)2(𝑠𝑠 + 2)2 �

× ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)�� .

 

 
 Remark 1. Let us consider 𝑠𝑠1 = 𝑠𝑠2 = 1 in Corollary 1. Then, Corollary 1 reduces to [5,Theorem 2]. 

 Corollary 2. In Theorem 1, if we assign 𝜑𝜑(𝜂𝜂) = 𝜂𝜂𝛼𝛼

𝛤𝛤(𝛼𝛼)
 and 𝜓𝜓(𝜏𝜏) = 𝜏𝜏𝛽𝛽

𝛤𝛤(𝛽𝛽)
 for all (𝜂𝜂, 𝜏𝜏) ∈ 𝛥𝛥 and if we choose 𝑠𝑠1 = 𝑠𝑠2 = 𝑠𝑠, and 

𝑦𝑦 = 𝑐𝑐+𝑑𝑑
2

, then we have the following midpoint type inequality for Riemann-Liouville fractional integrals  
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�𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� −

2𝛽𝛽−1𝛤𝛤(𝛽𝛽 + 1)
(𝑑𝑑 − 𝑐𝑐)𝛽𝛽 �𝐽𝐽𝑑𝑑−

𝛽𝛽 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� + 𝐽𝐽𝑐𝑐+

𝛽𝛽 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
��

−
2𝛼𝛼−1𝛤𝛤(𝛼𝛼 + 1)

(𝑏𝑏 − 𝑎𝑎)𝛼𝛼 �𝐽𝐽𝑏𝑏−𝛼𝛼 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� + 𝐽𝐽𝑎𝑎+𝛼𝛼 𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��

+
2𝛼𝛼+𝛽𝛽−2𝛤𝛤(𝛼𝛼 + 1) 𝛤𝛤(𝛽𝛽 + 1)

(𝑏𝑏 − 𝑎𝑎)𝛼𝛼(𝑑𝑑 − 𝑐𝑐)𝛽𝛽 �𝐽𝐽𝑏𝑏−, 𝑑𝑑−
𝛼𝛼, 𝛽𝛽 𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� + 𝐽𝐽𝑏𝑏−, 𝑐𝑐+

𝛼𝛼, 𝛽𝛽 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
�

+𝐽𝐽𝑎𝑎+, 𝑑𝑑−
𝛼𝛼, 𝛽𝛽 𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� + 𝐽𝐽𝑎𝑎+, 𝑐𝑐+

𝛼𝛼, 𝛽𝛽 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
���

≤
(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

16
�

𝛼𝛼𝛼𝛼
(𝑠𝑠 + 1)2(𝑠𝑠 + 𝛼𝛼 + 1) (𝑠𝑠 + 𝛽𝛽 + 1)

× ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)��

+
2𝛼𝛼 � 1

𝑠𝑠 + 1 −𝔓𝔓(𝛽𝛽 + 1, 𝑠𝑠 + 1)�

(𝑠𝑠 + 1) (𝑠𝑠 + 𝛼𝛼 + 1) ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑎𝑎, 

𝑐𝑐 + 𝑑𝑑
2

�� + �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑏𝑏, 

𝑐𝑐 + 𝑑𝑑
2

���

+
2𝛽𝛽 � 1

𝑠𝑠 + 1 −𝔓𝔓(𝛼𝛼 + 1, 𝑠𝑠 + 1)�

(𝑠𝑠 + 1) (𝑠𝑠 + 𝛽𝛽 + 1) ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑐𝑐�� + �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑑𝑑���

+4�
1

𝑠𝑠 + 1
−𝔓𝔓(𝛼𝛼 + 1, 𝑠𝑠 + 1)�  �

1
𝑠𝑠 + 1

−𝔓𝔓(𝛽𝛽 + 1, 𝑠𝑠 + 1)�   �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
���

 

≤
(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

16
⎣
⎢
⎢
⎢
⎡

𝛼𝛼𝛼𝛼
(𝑠𝑠 + 1)2(𝑠𝑠 + 𝛼𝛼 + 1) (𝑠𝑠 + 𝛽𝛽 + 1) +

2𝛼𝛼 � 1
𝑠𝑠 + 1 −𝔓𝔓(𝛽𝛽 + 1, 𝑠𝑠 + 1)�

2𝑠𝑠(𝑠𝑠 + 1) (𝑠𝑠 + 𝛼𝛼 + 1)

+
2𝛽𝛽 � 1

𝑠𝑠 + 1 −𝔓𝔓(𝛼𝛼 + 1, 𝑠𝑠 + 1)�

2𝑠𝑠(𝑠𝑠 + 1) (𝑠𝑠 + 𝛽𝛽 + 1) +
4

22𝑠𝑠
�

1
𝑠𝑠 + 1

−𝔓𝔓(𝛼𝛼 + 1, 𝑠𝑠 + 1)�  �
1

𝑠𝑠 + 1
−𝔓𝔓(𝛽𝛽 + 1, 𝑠𝑠 + 1)�

⎦
⎥
⎥
⎥
⎤

× ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)��

 

 
 Remark 2. If it is chosen 𝑠𝑠1 = 𝑠𝑠2 = 1 in Corollary 2, then Corollary 2 becomes to [32, Corollary 1]. 

 Corollary 3.  In Theorem 1, if we assign 𝜑𝜑(𝜂𝜂) = 𝜂𝜂
𝛼𝛼
𝑘𝑘

𝑘𝑘𝛤𝛤𝑘𝑘(𝛼𝛼)
 and 𝜓𝜓(𝜏𝜏) = 𝜏𝜏

𝛽𝛽
𝑘𝑘

𝑘𝑘𝛤𝛤𝑘𝑘(𝛽𝛽)
 for all (𝜂𝜂, 𝜏𝜏) ∈ 𝛥𝛥  and if we choose 𝑠𝑠1 = 𝑠𝑠2 =

𝑠𝑠, 𝑥𝑥 = 𝑎𝑎+𝑏𝑏
2

 and 𝑦𝑦 = 𝑐𝑐+𝑑𝑑
2

, then we have the following midpoint type inequality for 𝑘𝑘-Riemann-Liouville fractional integrals 
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�𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� −

2
𝛽𝛽
𝑘𝑘−1𝛤𝛤𝑘𝑘(𝛽𝛽 + 𝑘𝑘)

(𝑑𝑑 − 𝑐𝑐)
𝛽𝛽
𝑘𝑘

�𝐽𝐽𝑑𝑑−, 𝑘𝑘
𝛽𝛽 𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� + 𝐽𝐽𝑐𝑐+, 𝑘𝑘

𝛽𝛽 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
��

−
2
𝛼𝛼
𝑘𝑘−1𝛤𝛤𝑘𝑘(𝛼𝛼 + 𝑘𝑘)

(𝑏𝑏 − 𝑎𝑎)
𝛼𝛼
𝑘𝑘

�𝐽𝐽𝑏𝑏−, 𝑘𝑘
𝛼𝛼 𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� + 𝐽𝐽𝑎𝑎+, 𝑘𝑘

𝛼𝛼 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
��

+
2
𝛼𝛼+𝛽𝛽
𝑘𝑘 −2𝛤𝛤𝑘𝑘(𝛼𝛼 + 𝑘𝑘) 𝛤𝛤𝑘𝑘(𝛽𝛽 + 𝑘𝑘)

(𝑏𝑏 − 𝑎𝑎)
𝛼𝛼
𝑘𝑘(𝑑𝑑 − 𝑐𝑐)

𝛽𝛽
𝑘𝑘

�𝐽𝐽𝑏𝑏−, 𝑑𝑑−
𝛼𝛼, 𝛽𝛽, 𝑘𝑘 𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� + 𝐽𝐽𝑏𝑏−, 𝑐𝑐+

𝛼𝛼, 𝛽𝛽, 𝑘𝑘𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
�

+𝐽𝐽𝑎𝑎+, 𝑑𝑑−
𝛼𝛼, 𝛽𝛽, 𝑘𝑘 𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� + 𝐽𝐽𝑎𝑎+, 𝑐𝑐+

𝛼𝛼, 𝛽𝛽, 𝑘𝑘𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
���

 

≤
(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

16
�

𝛼𝛼𝛼𝛼
(𝑠𝑠 + 1)2(𝑠𝑠𝑠𝑠 + 𝛼𝛼 + 𝑘𝑘) (𝑠𝑠𝑠𝑠 + 𝛽𝛽 + 𝑘𝑘)

× ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)��

+
2𝛼𝛼 � 1

𝑠𝑠 + 1 −𝔓𝔓�𝛽𝛽𝑘𝑘 + 1, 𝑠𝑠 + 1��

(𝑠𝑠 + 1) (𝑠𝑠𝑠𝑠 + 𝛼𝛼 + 𝑘𝑘) ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑎𝑎, 

𝑐𝑐 + 𝑑𝑑
2

�� + �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑏𝑏, 

𝑐𝑐 + 𝑑𝑑
2

���

+
2𝛽𝛽 � 1

𝑠𝑠 + 1 −𝔓𝔓�𝛼𝛼𝑘𝑘 + 1, 𝑠𝑠 + 1��

(𝑠𝑠 + 1) (𝑠𝑠𝑠𝑠 + 𝛽𝛽 + 𝑘𝑘) ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑐𝑐�� + �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑑𝑑���

+4�
1

𝑠𝑠 + 1
−𝔓𝔓�

𝛼𝛼
𝑘𝑘

+ 1, 𝑠𝑠 + 1��  �
1

𝑠𝑠 + 1
−𝔓𝔓�

𝛽𝛽
𝑘𝑘

+ 1, 𝑠𝑠 + 1��   �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
���

 

≤
(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

16
⎣
⎢
⎢
⎢
⎡

𝛼𝛼𝛼𝛼
(𝑠𝑠 + 1)2(𝑠𝑠𝑠𝑠 + 𝛼𝛼 + 𝑘𝑘) (𝑠𝑠𝑠𝑠 + 𝛽𝛽 + 𝑘𝑘) +

2𝛼𝛼 � 1
𝑠𝑠 + 1 −𝔓𝔓�𝛽𝛽𝑘𝑘 + 1, 𝑠𝑠 + 1��

2𝑠𝑠(𝑠𝑠 + 1) (𝑠𝑠𝑠𝑠 + 𝛼𝛼 + 𝑘𝑘)

+
2𝛽𝛽 � 1

𝑠𝑠 + 1 −𝔓𝔓�𝛼𝛼𝑘𝑘 + 1, 𝑠𝑠 + 1��

2𝑠𝑠(𝑠𝑠 + 1) (𝑠𝑠𝑠𝑠 + 𝛽𝛽 + 𝑘𝑘) +
4

22𝑠𝑠
�

1
𝑠𝑠 + 1

−𝔓𝔓�
𝛼𝛼
𝑘𝑘

+ 1, 𝑠𝑠 + 1��  �
1

𝑠𝑠 + 1
−𝔓𝔓�

𝛽𝛽
𝑘𝑘

+ 1, 𝑠𝑠 + 1��

⎦
⎥
⎥
⎥
⎤

× ��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)� + �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�� .

 

 
 Remark 3. Let us consider 𝑠𝑠1 = 𝑠𝑠2 = 1 in Corollary 3. Then, Corollary 3 reduces to [32, Corollary 2]. 

 Theorem 2.  Assume that the assumptions of Lemma 1 are valid. Assume also that the mapping � 𝜕𝜕
2𝐹𝐹

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
�
𝑞𝑞

, 𝑞𝑞 > 1 is co-

ordinated (𝑠𝑠1, 𝑠𝑠2)-convex on 𝛥𝛥. Then, the following inequality for generalized fractional integrals holds: 
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|𝛷𝛷(𝑎𝑎, 𝑏𝑏, 𝑥𝑥;  𝑐𝑐, 𝑑𝑑, 𝑦𝑦)| ≤
(𝑥𝑥 − 𝑎𝑎) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦)
���[𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

�

1
𝑝𝑝

×

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑑𝑑)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

(𝑠𝑠1 + 1) (𝑠𝑠2 + 1)
⎠

⎞

1
𝑞𝑞

+
(𝑥𝑥 − 𝑎𝑎) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦)
���[𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

�

1
𝑝𝑝

×

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑐𝑐)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

(𝑠𝑠1 + 1) (𝑠𝑠2 + 1)
⎠

⎞

1
𝑞𝑞

 

+
(𝑏𝑏 − 𝑥𝑥) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦)
���[𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

�

1
𝑝𝑝

×

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑑𝑑)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

(𝑠𝑠1 + 1) (𝑠𝑠2 + 1)
⎠

⎞

1
𝑞𝑞

+
(𝑏𝑏 − 𝑥𝑥) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦)
���[𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

�

1
𝑝𝑝

×

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑐𝑐)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

(𝑠𝑠1 + 1) (𝑠𝑠2 + 1)
⎠

⎞

1
𝑞𝑞

.

 

Here, 1
𝑝𝑝

+ 1
𝑞𝑞

= 1and 𝛷𝛷(𝑎𝑎, 𝑏𝑏, 𝑥𝑥;  𝑐𝑐, 𝑑𝑑, 𝑦𝑦) are defined as in Lemma 1. 

 Proof. With the help of Hölder inequality and co-ordinated (𝑠𝑠1, 𝑠𝑠2)-convexity of � 𝜕𝜕
2𝐹𝐹

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
�
𝑞𝑞

, it follows  

��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

≤ ���[𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1
𝑝𝑝

× ����
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��

𝑞𝑞

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1
𝑞𝑞

≤ ���[𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1
𝑝𝑝

×

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑑𝑑)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

(𝑠𝑠1 + 1) (𝑠𝑠2 + 1)
⎠

⎞

1
𝑞𝑞

.

(16) 
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Similarly, we obtain 

��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

≤ ���[𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1
𝑝𝑝

×

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑐𝑐)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

(𝑠𝑠1 + 1) (𝑠𝑠2 + 1)
⎠

⎞

1
𝑞𝑞

, 

(17) 

��𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

≤ ���[𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1
𝑝𝑝

×

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑑𝑑)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

(𝑠𝑠1 + 1) (𝑠𝑠2 + 1)
⎠

⎞

1
𝑞𝑞

, 

(18) 

and 

��𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

≤ ���[𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)]𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1
𝑝𝑝

×

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑐𝑐)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)�
𝑞𝑞

+ � 𝜕𝜕
2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�
𝑞𝑞

(𝑠𝑠1 + 1) (𝑠𝑠2 + 1)
⎠

⎞

1
𝑞𝑞

.

(19) 

 
If it is substituted the inequalities (16)-(19) in (11), then the required results are obtained. This ends of the proof of 
Theorem 2. 
 Corollary 4. Let us consider 𝜑𝜑(𝜂𝜂) = 𝜂𝜂 and 𝜓𝜓(𝜏𝜏) = 𝜏𝜏 for all (𝜂𝜂, 𝜏𝜏) ∈ 𝛥𝛥 in Theorem 2. Let us also consider 𝑠𝑠1 = 𝑠𝑠2 = 𝑠𝑠, 
𝑥𝑥 = 𝑎𝑎+𝑏𝑏

2
 and 𝑦𝑦 = 𝑐𝑐+𝑑𝑑

2
. Then, we have the following midpoint type inequality for Riemann-Liouville fractional integrals 

 

�𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� −

1
𝑑𝑑 − 𝑐𝑐

� 𝑑𝑑−𝐼𝐼𝜓𝜓𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑐𝑐+𝐼𝐼𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��

−
1

𝑏𝑏 − 𝑎𝑎
� 𝑏𝑏−𝐼𝐼𝜑𝜑𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑎𝑎+𝐼𝐼𝜑𝜑𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��

+
1

(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐) � 𝑏𝑏−, 𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑏𝑏−, 𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
�

+  𝑎𝑎+, 𝑑𝑑−𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑎𝑎+, 𝑐𝑐+𝐼𝐼𝜑𝜑, 𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
���
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≤
(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

16(𝑝𝑝 + 1)
2
𝑝𝑝(𝑠𝑠 + 1)

2
𝑞𝑞

× ���
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�

𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑏𝑏, 

𝑐𝑐 + 𝑑𝑑
2

��
𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑑𝑑��
𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��
𝑞𝑞

�

1
𝑞𝑞

+��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)�

𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑏𝑏, 

𝑐𝑐 + 𝑑𝑑
2

��
𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑐𝑐��
𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��
𝑞𝑞

�

1
𝑞𝑞

+��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)�

𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑎𝑎, 

𝑐𝑐 + 𝑑𝑑
2

��
𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑑𝑑��
𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��
𝑞𝑞

�

1
𝑞𝑞

+��
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)�

𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �𝑎𝑎, 

𝑐𝑐 + 𝑑𝑑
2

��
𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 𝑐𝑐��
𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��
𝑞𝑞

�

1
𝑞𝑞
�

 

≤
(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

16(𝑝𝑝 + 1)
2
𝑝𝑝(𝑠𝑠 + 1)

2
𝑞𝑞

× ��
1 + 2𝑠𝑠+1 + 22𝑠𝑠

22𝑠𝑠
�
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�

𝑞𝑞

+
1 + 2𝑠𝑠

22𝑠𝑠
��

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)�

𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)�

𝑞𝑞

� +
1
2𝑠𝑠
�
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)�

𝑞𝑞

�

1
𝑞𝑞

+�
1 + 2𝑠𝑠+1 + 22𝑠𝑠

22𝑠𝑠
�
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)�

𝑞𝑞

+
1 + 2𝑠𝑠

22𝑠𝑠
��

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�

𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)�

𝑞𝑞

�+
1
2𝑠𝑠
�
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)�

𝑞𝑞

�

1
𝑞𝑞

+�
1 + 2𝑠𝑠+1 + 22𝑠𝑠

22𝑠𝑠
�
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)�

𝑞𝑞

+
1 + 2𝑠𝑠

22𝑠𝑠
��

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)�

𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�

𝑞𝑞

� +
1
2𝑠𝑠
�
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)�

𝑞𝑞

�

1
𝑞𝑞

+�
1 + 2𝑠𝑠+1 + 22𝑠𝑠

22𝑠𝑠
�
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)�

𝑞𝑞

+
1 + 2𝑠𝑠

22𝑠𝑠
��

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)�

𝑞𝑞

+ �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)�

𝑞𝑞

� +
1
2𝑠𝑠
�
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�

𝑞𝑞

�

1
𝑞𝑞
� .

 

 

 Theorem 3. Let us note that the assumptions of Lemma 1 hold. If the function � 𝜕𝜕
2𝐹𝐹

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
�
𝑞𝑞

,  𝑞𝑞 ≥ 1  is co-ordinated convex 

on 𝛥𝛥, then the following inequality for generalized fractional integral holds:  
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|𝛷𝛷(𝑎𝑎, 𝑏𝑏, 𝑥𝑥;  𝑐𝑐, 𝑑𝑑, 𝑦𝑦)|

≤
(𝑥𝑥 − 𝑎𝑎) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦)
���𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

�

1−1𝑞𝑞

× �𝜆𝜆1𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�

𝑞𝑞

+ 𝜆𝜆1𝜇𝜇2 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

+𝜆𝜆2𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�

𝑞𝑞

+ 𝜆𝜆2𝜇𝜇2 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

�

1
𝑞𝑞

+
(𝑥𝑥 − 𝑎𝑎) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦)
���𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

�

1−1𝑞𝑞

× �𝜆𝜆1𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)�

𝑞𝑞

+ 𝜆𝜆1𝜇𝜇3 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

+𝜆𝜆2𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)�

𝑞𝑞

+ 𝜆𝜆2𝜇𝜇3 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

�

1
𝑞𝑞

 

 

+
(𝑏𝑏 − 𝑥𝑥) (𝑦𝑦 − 𝑐𝑐)

ϒ(𝑥𝑥, 𝑦𝑦)
���𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

�

1−1𝑞𝑞

× �𝜆𝜆4𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)�

𝑞𝑞

+ 𝜆𝜆4𝜇𝜇2 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

+𝜆𝜆3𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�

𝑞𝑞

+ 𝜆𝜆3𝜇𝜇2 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

�

1
𝑞𝑞

+
(𝑏𝑏 − 𝑥𝑥) (𝑑𝑑 − 𝑦𝑦)

ϒ(𝑥𝑥, 𝑦𝑦)
���𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

�

1−1𝑞𝑞

× �𝜆𝜆4𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)�

𝑞𝑞

+ 𝜆𝜆4𝜇𝜇3 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

+𝜆𝜆3𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)�

𝑞𝑞

+ 𝜆𝜆3𝜇𝜇3 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

�

1
𝑞𝑞

.

 

 
Here, 𝛷𝛷(𝑎𝑎, 𝑏𝑏, 𝑥𝑥;  𝑐𝑐, 𝑑𝑑, 𝑦𝑦) is defined as in Lemma 1, 𝐴𝐴𝑖𝑖, 𝑖𝑖 = 1, 2, 3, 4 are described as in (9) and  𝐵𝐵𝑖𝑖, 𝑖𝑖 = 1, 2, 3, 4 are 
defined as in (10). 

 Proof. Power mean inequality and co-ordinated (𝑠𝑠1, 𝑠𝑠2)-convexity of � 𝜕𝜕
2𝐹𝐹

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
�
𝑞𝑞

 yield 
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∫ ∫ 𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1

0
1
0

≤ �∫ ∫ 𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1
0

1
0 �

1−1𝑞𝑞

× �∫ ∫ 𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��

𝑞𝑞
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1

0
1
0 �

1
𝑞𝑞

≤ �∫ ∫ 𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1
0

1
0 �

1−1𝑞𝑞

× �∫ ∫ 𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) �𝜂𝜂𝜂𝜂 � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�

𝑞𝑞
+ 𝜂𝜂(1 − 𝜏𝜏)  � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞1
0

1
0

+ (1 − 𝜂𝜂) 𝜏𝜏 � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�

𝑞𝑞
+ (1 − 𝜂𝜂) (1 − 𝜏𝜏)  � 𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞
�  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�

1
𝑞𝑞

= �∫ ∫ 𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑1
0

1
0 �

1−1𝑞𝑞

× �𝜆𝜆1𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑑𝑑)�

𝑞𝑞
+ 𝜆𝜆1𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞
 

+𝜆𝜆2𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�

𝑞𝑞
+ 𝜆𝜆2𝜇𝜇2 �

𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞
�
1
𝑞𝑞

.

         (20) 

Similarly, we obtain 

��𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

≤ ���𝛬𝛬1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1−1𝑞𝑞

× �𝜆𝜆1𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐)�

𝑞𝑞

+ 𝜆𝜆1𝜇𝜇3 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑏𝑏, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

 

+𝜆𝜆2𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)�

𝑞𝑞

+ 𝜆𝜆2𝜇𝜇3 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

�

1
𝑞𝑞

, 

                     (21) 

��𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

≤ ���𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛬𝛬2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1−1𝑞𝑞

�𝜆𝜆4𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑑𝑑)�

𝑞𝑞

+ 𝜆𝜆4𝜇𝜇2 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

 

+𝜆𝜆3𝜇𝜇1 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑑𝑑)�

𝑞𝑞

+ 𝜆𝜆3𝜇𝜇2 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

�

1
𝑞𝑞

, 

                   (22) 

and 

��𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏) �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹�𝜂𝜂𝜂𝜂 + (1 − 𝜂𝜂) (𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥), 𝜏𝜏𝜏𝜏 + (1 − 𝜏𝜏) (𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)��  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

1

0

1

0

≤ ���𝛥𝛥1(𝑥𝑥, 𝜂𝜂)𝛥𝛥2(𝑦𝑦, 𝜏𝜏)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
1

0

1

0

�

1−1𝑞𝑞

�𝜆𝜆4𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐)�

𝑞𝑞

+ 𝜆𝜆4𝜇𝜇3 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

 

+𝜆𝜆3𝜇𝜇4 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐)�

𝑞𝑞

+ 𝜆𝜆3𝜇𝜇3 �
𝜕𝜕2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
𝐹𝐹(𝑎𝑎 + 𝑏𝑏 − 𝑥𝑥, 𝑐𝑐 + 𝑑𝑑 − 𝑦𝑦)�

𝑞𝑞

�

1
𝑞𝑞

.

                (23) 

 
If we substitute the inequalities (20)-(23) in (11), then we establish desired result. This completes the proof of Theorem 3. 
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 Corollary 5. Let us consider 𝜑𝜑(𝜂𝜂) = 𝜂𝜂 and 𝜓𝜓(𝜏𝜏) = 𝜏𝜏 for all (𝜂𝜂, 𝜏𝜏) ∈ 𝛥𝛥 in Theorem 3. Let us also consider 𝑠𝑠1 = 𝑠𝑠2 = 𝑠𝑠, 
𝑥𝑥 = 𝑎𝑎+𝑏𝑏

2
 and 𝑦𝑦 = 𝑐𝑐+𝑑𝑑

2
. Then, we have the following midpoint type inequality for Riemann-Liouville fractional integrals 

 

�𝛷𝛷 �𝑎𝑎, 𝑏𝑏, 
𝑎𝑎 + 𝑏𝑏

2
;  𝑐𝑐, 𝑑𝑑, 

𝑐𝑐 + 𝑑𝑑
2

�� = 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
�

−
1

𝑑𝑑 − 𝑐𝑐
� 𝑑𝑑−𝐼𝐼𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑐𝑐+𝐼𝐼𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��

−
1

𝑏𝑏 − 𝑎𝑎
� 𝑏𝑏−𝐼𝐼𝜙𝜙𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑎𝑎+𝐼𝐼𝜙𝜙𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��

+
1

(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐) � 𝑏𝑏−, 𝑑𝑑−𝐼𝐼𝜙𝜙, 𝜓𝜓𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑏𝑏−, 𝑐𝑐+𝐼𝐼𝜙𝜙, 𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
�

+  𝑎𝑎+, 𝑑𝑑−𝐼𝐼𝜙𝜙, 𝜓𝜓𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2
, 
𝑐𝑐 + 𝑑𝑑

2
� +   𝑎𝑎+, 𝑐𝑐+𝐼𝐼𝜙𝜙, 𝜓𝜓𝐹𝐹 �

𝑎𝑎 + 𝑏𝑏
2

, 
𝑐𝑐 + 𝑑𝑑

2
��

 

≤
4
1
𝑞𝑞(𝑏𝑏 − 𝑎𝑎) (𝑑𝑑 − 𝑐𝑐)

64

×

⎣
⎢
⎢
⎢
⎡

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑑𝑑)�
𝑞𝑞

(𝑠𝑠 + 1)2(𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �𝑏𝑏,  𝑐𝑐 + 𝑑𝑑
2 ��

𝑞𝑞

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2 , 𝑑𝑑��
𝑞𝑞

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2 ,  𝑐𝑐 + 𝑑𝑑
2 ��

𝑞𝑞

(𝑠𝑠 + 2)2
⎠

⎞

1
𝑞𝑞

+

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑏𝑏, 𝑐𝑐)�
𝑞𝑞

(𝑠𝑠 + 1)2(𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �𝑏𝑏,  𝑐𝑐 + 𝑑𝑑
2 ��

𝑞𝑞

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2 , 𝑐𝑐��
𝑞𝑞

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2 ,  𝑐𝑐 + 𝑑𝑑
2 ��

𝑞𝑞

(𝑠𝑠 + 2)2
⎠

⎞

1
𝑞𝑞

+

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑑𝑑)�
𝑞𝑞

(𝑠𝑠 + 1)2(𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �𝑎𝑎,  𝑐𝑐 + 𝑑𝑑
2 ��

𝑞𝑞

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2 , 𝑑𝑑��
𝑞𝑞

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2 ,  𝑐𝑐 + 𝑑𝑑
2 ��

𝑞𝑞

(𝑠𝑠 + 2)2
⎠

⎞

1
𝑞𝑞

+

⎝

⎛
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹(𝑎𝑎, 𝑐𝑐)�
𝑞𝑞

(𝑠𝑠 + 1)2(𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �𝑎𝑎,  𝑐𝑐 + 𝑑𝑑
2 ��

𝑞𝑞

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2 , 𝑐𝑐��
𝑞𝑞

(𝑠𝑠 + 1) (𝑠𝑠 + 2)2 +
� 𝜕𝜕

2

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝐹𝐹 �
𝑎𝑎 + 𝑏𝑏

2 ,  𝑐𝑐 + 𝑑𝑑
2 ��

𝑞𝑞

(𝑠𝑠 + 2)2
⎠

⎞

1
𝑞𝑞

⎦
⎥
⎥
⎥
⎤

.

 

 
 Remark 4. If we consider suitable choices of 𝜑𝜑(𝜂𝜂) and 𝜓𝜓(𝜏𝜏) 
then the new inequalities can be obtained for some forms of 
fractional integrals, namely, Riemann-Liouville fractional 
integral, 𝑘𝑘-Riemann-Liouville fractional integral, 
conformable fractional integral, Hadamard fractional 
integrals, Katugampola fractional integrals, etc. 
 
Conclusion 

In this paper, some Hermite-Hadamard type inequalities 
are established for the case of differentiable co-ordinated  
(s_1," " s_2)-convex functions. In other words, the 
generalizations of the midpoint type inequalities are proved 
for the case of differentiable co-ordinated (s_1," " s_2)-
convex functions in the second sense on the rectangle from 
the plain. Moreover, several inequalities are given for the 
case of Riemann-Liouville fractional integrals and k-Riemann-

Liouville fractional integrals by choosing the special cases of 
our obtained main results. In future studies, improvements 
or generalizations of our results can be investigated by using 
different kinds of convex function classes or other types of 
fractional integral operators. Furthermore, the authors can 
extend the results by choosing bounded functions and also 
try to give discrete versions of the findings for the future 
studies. 
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Introduction 

Consider the following polynomial with real 
coefficients 

 
𝑝𝑝(𝑧𝑧) = 𝑎𝑎1 + 𝑎𝑎2𝑧𝑧 + ⋯+ 𝑎𝑎𝑛𝑛𝑧𝑧𝑛𝑛−1 + 𝑎𝑎𝑛𝑛+1𝑧𝑧𝑛𝑛             (1) 

 
where 𝑎𝑎𝑛𝑛+1 ≠ 0. If 𝑎𝑎𝑛𝑛+1 = 1 the obtained polynomial 

 
𝑝𝑝(𝑧𝑧) = 𝑎𝑎1 + 𝑎𝑎2𝑧𝑧 + ⋯+ 𝑎𝑎𝑛𝑛𝑧𝑧𝑛𝑛−1 + 𝑧𝑧𝑛𝑛      (2) 
 

is called a monic polynomial which corresponds to 
𝑛𝑛 −dimensional vector 𝑎𝑎 = (𝑎𝑎1,𝑎𝑎2, … ,𝑎𝑎𝑛𝑛)𝑇𝑇 ∈ ℝ𝑛𝑛. The 
polynomial (1) is called Schur stable polynomial if all roots 
lie in the open unit disc of the complex plane. The set of 
all monic Schur stable polynomials defines the set  

 
𝒟𝒟𝑛𝑛 = {𝑎𝑎 ∈ ℝ𝑛𝑛:𝑝𝑝(𝑧𝑧) is Schur stable polynomial}.    (3) 
 
𝒟𝒟𝑛𝑛 is open, bounded and nonconvex subset in ℝ𝑛𝑛. The 

closure of 𝒟𝒟𝑛𝑛 is 
 

𝒟𝒟𝑛𝑛���� = {𝑎𝑎 ∈ ℝ𝑛𝑛:𝑝𝑝(𝑧𝑧) has all roots in the closed unit disc}. 
 
Given a non-monic polynomial family 𝒫𝒫 with 

multilinear uncertainity 
 

𝒫𝒫 = {𝑝𝑝(𝑧𝑧, 𝑞𝑞) = 𝑎𝑎1(𝑞𝑞) + 𝑎𝑎2(𝑞𝑞)𝑧𝑧 + ⋯+𝑎𝑎𝑛𝑛(𝑞𝑞)𝑧𝑧𝑛𝑛−1 +
𝑎𝑎𝑛𝑛+1(𝑞𝑞)𝑧𝑧𝑛𝑛: 𝑞𝑞 ∈ 𝑄𝑄 ⊂ ℝ𝑙𝑙}.         (4)  

 
Here 𝑄𝑄 is a box and 𝑎𝑎𝑖𝑖 (𝑞𝑞):𝑄𝑄 → ℝ (𝑖𝑖 = 1,2, … ,𝑛𝑛 + 1) 

are multilinear functions, that are affine linear with 
respect to each component. Without loss of generality 
assume that 𝑎𝑎𝑛𝑛+1(𝑞𝑞) > 0 for all 𝑞𝑞 ∈ 𝑄𝑄. If for 𝑞𝑞 ∈ 𝑄𝑄 the 
polynomial (4) is Schur stable the family (4) is said to be 
robust Schur stable. From now on the term stable will 
mean Schur stable. 

It is well known that a multilinear polynomial family 
appears quite frequently in practical applications [1]. In 
[2], some conditions for the Schur stability of this family 
are given. In [3,4], sufficient conditions are given for 
ensuring Schur stability by using the Edge Theorem. In [5], 
it is suggested a simple algorithm for testing Schur stability 
of a multilinear family and given a result on Schur stability 
of a compact matrix family. 

In Section 2 we discussed the robust stability of non-
monic multilinear polynomial families using the reflection 
coefficients in [6,7] and give a necessary and sufficient 
condition for robust stability of the multilinear polynomial 
family. 

The existence of a stable member in a matrix polytope 
and other related problems has been considered in many 
works (see [1,8,9] and references therein). Finding stable 
member in a polynomial family is one of the hard 
problems of linear control theory (see [10]). In Section 3, 
the necessary and sufficient condition for the existence of 
a stable member in the multilinear non-monic polynomial 
family is given. An application of this condition is shown in 
the example. In Section 4, a method is given for the 
presence of the stable element when the difference 
between degree and the number of uncertain parameters 
is 2 and 3. 

In [6] a multilinear map 𝑓𝑓(𝑘𝑘1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) =
�𝑓𝑓1(𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛), … , 𝑓𝑓𝑛𝑛(𝑘𝑘1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛)�𝑇𝑇 has been 
defined by the multiplication of second and first order 
factors;  
If 𝑛𝑛 is even 
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𝑓𝑓1(𝑘𝑘1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) + 𝑓𝑓2(𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛)𝑧𝑧 + ⋯
+ 𝑓𝑓𝑛𝑛(𝑘𝑘1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛)𝑧𝑧𝑛𝑛−1 + 𝑧𝑧𝑛𝑛
= [𝑧𝑧2 + (𝑘𝑘1𝑘𝑘2 + 𝑘𝑘1)𝑧𝑧 + 𝑘𝑘2]
⋅ [𝑧𝑧2 + (𝑘𝑘3𝑘𝑘4 + 𝑘𝑘3)𝑧𝑧 + 𝑘𝑘4]⋯ [𝑧𝑧2
+ (𝑘𝑘𝑛𝑛−1𝑘𝑘𝑛𝑛 + 𝑘𝑘𝑛𝑛−1)𝑧𝑧 + 𝑘𝑘𝑛𝑛], 

if 𝑛𝑛 is odd 
 
𝑓𝑓1(𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) + 𝑓𝑓2(𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛)𝑧𝑧 + ⋯

+ 𝑓𝑓𝑛𝑛(𝑘𝑘1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛)𝑧𝑧𝑛𝑛−1 + 𝑧𝑧𝑛𝑛
= [𝑧𝑧2 + (𝑘𝑘1𝑘𝑘2 + 𝑘𝑘1)𝑧𝑧 + 𝑘𝑘2]⋯ [𝑧𝑧2
+ (𝑘𝑘𝑛𝑛−2𝑘𝑘𝑛𝑛−1 + 𝑘𝑘𝑛𝑛−2)𝑧𝑧 + 𝑘𝑘𝑛𝑛−1]
⋅ (𝑧𝑧 + 𝑘𝑘𝑛𝑛). 

Proposition 1 ([6]): 𝑝𝑝(𝑧𝑧) is a Schur polynomial if and 
only if there exist numbers 𝑘𝑘𝑗𝑗 ∈ (−1,1) such that 𝑎𝑎𝑖𝑖 =
𝑓𝑓𝑖𝑖(𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) (𝑖𝑖, 𝑗𝑗 = 1,2, … ,𝑛𝑛).  

From Proposition 1 follows the following 
Proposition 2: 𝑎𝑎 ∈ 𝔇𝔇𝑛𝑛����  if and only if there exist 

numbers 𝑘𝑘𝑗𝑗 ∈ [−1,1] such that 𝑎𝑎𝑖𝑖 = 𝑓𝑓𝑖𝑖(𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) 
(𝑖𝑖, 𝑗𝑗 = 1,2, … ,𝑛𝑛). The defined above map 𝑓𝑓 is a 
multilinear. The set 𝑄𝑄 = {(𝑞𝑞1,𝑞𝑞2, … , 𝑞𝑞𝑙𝑙)𝑇𝑇:𝑞𝑞𝑖𝑖− ≤ 𝑞𝑞𝑖𝑖 ≤
𝑞𝑞𝑖𝑖+, 𝑖𝑖 = 1,2, … , 𝑙𝑙} is called a box. The following theorem 
shows that a multilinear image of a box is a polytope, that 
is convex hull of a finite number of points. 

 
Theorem 1 (The mapping theorem [3], p.247): Let 𝑓𝑓:𝑄𝑄 →
ℝ𝑛𝑛 be a multilinear map, where 𝑄𝑄 is a box with the set of 
extreme points {𝑞𝑞𝑖𝑖}, then convex hull of the image 𝑓𝑓(𝑄𝑄) 
equals 𝑐𝑐𝑐𝑐{𝑓𝑓(𝑞𝑞𝑖𝑖)}, where 𝑐𝑐𝑐𝑐 stands for the convex hull.  

Let 𝐾𝐾 be the 𝑛𝑛-dimensional cube defined by  
𝐾𝐾 = {(𝑘𝑘1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) : − 1 ≤ 𝑘𝑘1 ≤ 1, … ,−1 ≤ 𝑘𝑘𝑛𝑛 ≤ 1}. 

Proposition 3: 𝑓𝑓(𝜕𝜕𝐾𝐾) = 𝜕𝜕𝒟𝒟𝑛𝑛, where 𝜕𝜕𝜕𝜕 is the 
boundary of the set 𝐾𝐾.  

Proof. Take any 𝑥𝑥 ∈ 𝑓𝑓(𝜕𝜕𝜕𝜕). Then there exists 
(𝑘𝑘10, 𝑘𝑘20, … , 𝑘𝑘𝑛𝑛0) ∈ 𝜕𝜕𝜕𝜕 such that 𝑓𝑓(𝑘𝑘10, 𝑘𝑘20, … , 𝑘𝑘𝑛𝑛0) = 𝑥𝑥. 
Without loss of generality assume that 𝑥𝑥 ∈  {𝑘𝑘 ∈ 𝐾𝐾: 𝑘𝑘1 =
1}, then 𝑥𝑥 = 𝑓𝑓(1, 𝑘𝑘20, … , 𝑘𝑘𝑛𝑛0). Three cases are possible. 

 
𝑓𝑓(1, 𝑘𝑘20, … , 𝑘𝑘𝑛𝑛0) ∈ 𝒟𝒟𝑛𝑛. This case is impossible, since the 

second order factor [𝑠𝑠2 + (𝑘𝑘20 + 1)𝑠𝑠 + 𝑘𝑘20] from the 
definition of 𝑓𝑓 has unstable factor (𝑠𝑠 + 1). 

𝑓𝑓(1, 𝑘𝑘20, … , 𝑘𝑘𝑛𝑛0) is an exterior point of 𝒟𝒟𝑛𝑛. This case is 
impossible as well, since any neighbourhood of 
(1, 𝑘𝑘20, … , 𝑘𝑘𝑛𝑛0) contains element from 𝐾𝐾0 (the set of 
interior point of 𝐾𝐾) and we obtain a contradiction to 
Proposition 1. 

It remains the case 𝑥𝑥 ∈ 𝜕𝜕𝒟𝒟𝑛𝑛 which proves 𝑓𝑓(∂𝐾𝐾) ⊂
∂𝒟𝒟𝑛𝑛. 

Conversely, assume that 𝑥𝑥 ∈ 𝜕𝜕𝒟𝒟𝑛𝑛. Then there exists a 
sequence 𝑥𝑥𝑚𝑚 ∈ 𝒟𝒟𝑛𝑛 such that 𝑥𝑥𝑚𝑚 →  𝑥𝑥 as 𝑚𝑚 → ∞. By 
Proposition 1 there exists 𝑘𝑘𝑚𝑚 ∈ 𝐾𝐾0 such that 𝑓𝑓(𝑘𝑘𝑚𝑚) =
𝑥𝑥𝑚𝑚. The set 𝐾𝐾 is compact and without loss of generality 
assume that 𝑘𝑘𝑚𝑚 → 𝑘𝑘 ∈ 𝐾𝐾. Then 𝑓𝑓(𝑘𝑘) = 𝑥𝑥. The inclusion 
𝑘𝑘 ∈ 𝐾𝐾0 is impossible due to Proposition 1 and equality 
𝑓𝑓(𝑘𝑘) = 𝑥𝑥 and openness of 𝒟𝒟𝑛𝑛 (Recall that any vector 𝑦𝑦 ∈
𝜕𝜕𝒟𝒟𝑛𝑛  is unstable.). Consequently 𝑘𝑘 ∈ 𝜕𝜕𝜕𝜕 and 𝑥𝑥 ∈ f(∂𝐾𝐾). 

 
 
 
 

Stability of a Non-monic Multilinear Family 
 
Consider the set 𝒟𝒟𝑛𝑛 (see equation (3)). The boundary 

set ∂𝒟𝒟n of 𝒟𝒟n consists of three parts ([7]) 
𝜕𝜕𝒟𝒟𝑛𝑛 = 𝐵𝐵1 ∪ 𝐵𝐵−1 ∪ 𝐵𝐵𝑐𝑐 

where 
𝐵𝐵1 = {𝑎𝑎 ∈ ℝ𝑛𝑛:𝑝𝑝(𝑧𝑧) has all roots in the closed disc |𝑧𝑧|

≤ 1 and has at least one root 𝑧𝑧 = 1}, 
𝐵𝐵−1 = {𝑎𝑎 ∈ ℝ𝑛𝑛:𝑝𝑝(𝑧𝑧) has all roots in the closed disc |𝑧𝑧|

≤ 1 and has at least one root 𝑧𝑧 = −1}, 
𝐵𝐵𝑐𝑐 = �𝑎𝑎 ∈ ℝ𝑛𝑛:𝑝𝑝(𝑧𝑧) has all roots in the closed disc |𝑧𝑧| ≤
1 and has at least one complex root 𝑧𝑧 = 𝑒𝑒𝑗𝑗𝑗𝑗, 0 < 𝜃𝜃 <
𝜋𝜋 �. 

The following proposition has been proved in [6]. It 
gives parametric description of the boundary set 𝜕𝜕𝒟𝒟𝑛𝑛. 
Proposition 4 ([6]): a) Let 𝑛𝑛 be even. Then the surface 𝐵𝐵1 
has the parametric equation 

𝑥𝑥𝑖𝑖 = 𝑓𝑓𝑖𝑖(−1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛), 𝑖𝑖 = 1,2, … ,𝑛𝑛
−1 ≤ 𝑘𝑘2 ≤ 1, … ,−1 ≤ 𝑘𝑘𝑛𝑛 ≤ 1  

and the surface 𝐵𝐵−1 has the parametric equation 
𝑥𝑥𝑖𝑖 = 𝑓𝑓𝑖𝑖(1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛), 𝑖𝑖 = 1,2, … ,𝑛𝑛,
−1 ≤ 𝑘𝑘2 ≤ 1, … ,−1 ≤ 𝑘𝑘𝑛𝑛 ≤ 1.  

b) Let 𝑛𝑛 be odd. Then the surface 𝐵𝐵1 has the 
parametric equation  

𝑥𝑥𝑖𝑖 = 𝑓𝑓𝑖𝑖(𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛−1,−1), 𝑖𝑖 = 1,2, … ,𝑛𝑛
−1 ≤ 𝑘𝑘1 ≤ 1, … ,−1 ≤ 𝑘𝑘𝑛𝑛−1 ≤ 1,  

and the surface 𝐵𝐵−1 has the parametric equation 
𝑥𝑥𝑖𝑖 = 𝑓𝑓𝑖𝑖(𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛−1, 1), 𝑖𝑖 = 1,2, … ,𝑛𝑛
−1 ≤ 𝑘𝑘1 ≤ 1, … ,−1 ≤ 𝑘𝑘𝑛𝑛−1 ≤ 1.  

c) The surface has the parametric equation  
𝑥𝑥𝑖𝑖 = 𝑓𝑓𝑖𝑖(𝑘𝑘1, 1, 𝑘𝑘3, … , 𝑘𝑘𝑛𝑛−1,𝑘𝑘𝑛𝑛), 𝑖𝑖 = 1,2, … ,𝑛𝑛
−1 ≤ 𝑘𝑘1 ≤ 1,−1 ≤ 𝑘𝑘3 ≤ 1, … ,−1 ≤ 𝑘𝑘𝑛𝑛 ≤ 1. 

Now we give stability condition of the family (4). 
Define the functions (𝑖𝑖 = 1,2, … ,𝑛𝑛) 
 
𝐹𝐹𝑖𝑖(𝑞𝑞1, … ,𝑞𝑞𝑙𝑙 , 𝑘𝑘1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) = 𝐹𝐹𝑖𝑖(𝑞𝑞, 𝑘𝑘) =

𝑎𝑎𝑛𝑛+1(𝑞𝑞)𝑓𝑓𝑖𝑖(𝑘𝑘) − 𝑎𝑎𝑖𝑖(𝑞𝑞)      (5) 
 
Theorem 2: Assume that the family (4) is given, where 𝑛𝑛 is 
even, 𝑎𝑎𝑖𝑖(𝑞𝑞):𝑄𝑄 → ℝ  (𝑖𝑖 = 1,2, … ,𝑛𝑛 + 1) are multilinear 
functions, 𝑄𝑄 ⊂ ℝ𝑙𝑙 is a box and 𝑎𝑎𝑛𝑛+1(𝑞𝑞) > 0 for all 𝑞𝑞 ∈ 𝑄𝑄. 
Assume also that this family has a stable member 𝑝𝑝(𝑧𝑧, 𝑞𝑞∗). 
Then (4) is robust stable if and only if the following 
conditions a), b), c) are satisfied simultaneously.  

a) The system 
 
𝐹𝐹𝑖𝑖(𝑞𝑞1,𝑞𝑞2, … , 𝑞𝑞𝑙𝑙 ,−1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) = 0   (6) 
 
has no solution on the box 𝑄𝑄 × [−1,1]𝑛𝑛−1 (𝑖𝑖 = 1,2, … ,𝑛𝑛). 

 
b) The system 

 
𝐹𝐹𝑖𝑖(𝑞𝑞1,𝑞𝑞2, … , 𝑞𝑞𝑙𝑙 , 1, 𝑘𝑘2, … , 𝑘𝑘𝑛𝑛) = 0   (7) 
 
has no solution on the box 𝑄𝑄 × [−1,1]𝑛𝑛−1 (𝑖𝑖 = 1,2, … ,𝑛𝑛). 

c) The system 
 
𝐹𝐹𝑖𝑖(𝑞𝑞1,𝑞𝑞2, … , 𝑞𝑞𝑙𝑙 , 𝑘𝑘1, 1, 𝑘𝑘3, … , 𝑘𝑘𝑛𝑛) = 0   (8) 
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has no solution on the box 𝑄𝑄 × [−1,1]𝑛𝑛−1 (𝑖𝑖 = 1,2, … ,𝑛𝑛). 
Proof. Assume that the family (4) is robust stable. From 

the condition 𝑎𝑎𝑛𝑛+1(𝑞𝑞) > 0 it follows that the family 
 

𝒫𝒫� = �
𝑎𝑎1(𝑞𝑞)
𝑎𝑎𝑛𝑛+1(𝑞𝑞) +

𝑎𝑎2(𝑞𝑞)
𝑎𝑎𝑛𝑛+1(𝑞𝑞) 𝑧𝑧 + ⋯+

𝑎𝑎𝑛𝑛(𝑞𝑞)
𝑎𝑎𝑛𝑛+1(𝑞𝑞) 𝑧𝑧

𝑛𝑛−1 + 𝑧𝑧𝑛𝑛: 𝑞𝑞

∈ 𝑄𝑄� 

 
is robust stable as well. Consequently for all 𝑞𝑞 ∈ 𝑄𝑄 the 

vector 𝑣𝑣(𝑞𝑞) = � 𝑎𝑎1(𝑞𝑞)
𝑎𝑎𝑛𝑛+1(𝑞𝑞)

, . . . , 𝑎𝑎𝑛𝑛(𝑞𝑞)
𝑎𝑎𝑛𝑛+1(𝑞𝑞)

� is not contained in the 

boundary 𝜕𝜕𝒟𝒟𝑛𝑛 = 𝐵𝐵1 ∪ 𝐵𝐵−1 ∪ 𝐵𝐵𝑐𝑐 of the open set 𝒟𝒟𝑛𝑛. By 
Proposition 1 and 4 

𝑣𝑣(𝑞𝑞) ∉ 𝐵𝐵1 ⇒ The system (6) has no solution on 𝑄𝑄 ×
[−1,1]𝑛𝑛−1, 

𝑣𝑣(𝑞𝑞) ∉ 𝐵𝐵−1 ⇒ The system (7) has no solution on 𝑄𝑄 ×
[−1,1]𝑛𝑛−1, 

𝑣𝑣(𝑞𝑞) ∉ 𝐵𝐵𝑐𝑐 ⇒ The system (8) has no solution on 𝑄𝑄 ×
[−1,1]𝑛𝑛−1. 

Conversely, if the systems (6), (7) and (8) have no 
solutions then 𝑃𝑃� ⊂ 𝒟𝒟𝑛𝑛 or 𝑃𝑃� ⊂ 𝒟𝒟𝑛𝑛

𝑐𝑐 , where 𝒟𝒟𝑛𝑛
𝑐𝑐  is the 

complementary of 𝒟𝒟𝑛𝑛. Since the family 𝒫𝒫 and 
consequently the family 𝑃𝑃� has a stable member then 𝑃𝑃� ⊂
𝒟𝒟𝑛𝑛, from this it follows that the family (4) is robust stable.  

The systems (6), (7), (8) can be investigated by using 
The Mapping Theorem (Theorem 1) and splitting 
evaluation algorithm (see [5]). Divide the box 𝑄𝑄 ×
[−1,1]𝑛𝑛−1 into small subboxes and if the convex hull of 
the images of vertices does not include the zero then 
eliminate this small subbox.  

Example 1: Consider robust stability problem for the 
following multilinear family 
𝑝𝑝(𝑧𝑧, 𝑞𝑞) = (7 − 𝑞𝑞1𝑞𝑞2 − 2𝑞𝑞1)𝑧𝑧6 + (2 + 𝑞𝑞1 + 0.5𝑞𝑞2)𝑧𝑧5

+ (2.5 + 𝑞𝑞1 + 0.1𝑞𝑞2 − 𝑞𝑞1𝑞𝑞2)𝑧𝑧4
+ (1.5 + 𝑞𝑞1𝑞𝑞2)𝑧𝑧3
+ (0.5 + 𝑞𝑞1 − 𝑞𝑞1𝑞𝑞2)𝑧𝑧2
+ (−0.7 + 𝑞𝑞1 + 0.5𝑞𝑞2)𝑧𝑧 + 0.4 − 𝑞𝑞1
+ 𝑞𝑞2 − 0.5𝑞𝑞1𝑞𝑞2, 

𝑞𝑞1 ∈ [6,10], 𝑞𝑞2 ∈ [3,5]. For 𝑞𝑞1 = 6, 𝑞𝑞2 = 3 the 
polynomial is stable. Using the equations of the boundary 
𝜕𝜕𝒟𝒟𝑛𝑛 in the parametric forms ((6), (7), (8)) write three 
multilinear systems of equations 
𝐹𝐹𝑖𝑖(𝑞𝑞, 𝑘𝑘) = 𝑎𝑎𝑛𝑛+1(𝑞𝑞)𝑓𝑓𝑖𝑖(𝑘𝑘) − 𝑎𝑎𝑖𝑖(𝑞𝑞) 
 
𝑎𝑎7(𝑞𝑞1,𝑞𝑞2)𝑓𝑓𝑖𝑖(1, 𝑘𝑘2,𝑘𝑘3, … , 𝑘𝑘6) − 𝑎𝑎𝑖𝑖(𝑞𝑞1,𝑞𝑞2) = 0   (9) 
(i = 1, … ,6) 
 
𝑎𝑎7(𝑞𝑞1,𝑞𝑞2)𝑓𝑓𝑖𝑖(−1,𝑘𝑘2,𝑘𝑘3, … , 𝑘𝑘6) − 𝑎𝑎𝑖𝑖(𝑞𝑞1,𝑞𝑞2) = 0 (10) 
(i = 1, … ,6) 

 
𝑎𝑎7(𝑞𝑞1,𝑞𝑞2)𝑓𝑓𝑖𝑖(𝑘𝑘1, 1, 𝑘𝑘3, … , 𝑘𝑘6) − 𝑎𝑎𝑖𝑖(𝑞𝑞1,𝑞𝑞2) = 0 (11) 
(i = 1, … ,6) 

 
where 𝑎𝑎𝑖𝑖(𝑞𝑞1,𝑞𝑞2) are the coefficients of 𝑝𝑝(𝑧𝑧, 𝑞𝑞) and  
(𝑞𝑞1,𝑞𝑞2,𝑘𝑘1, … , 𝑘𝑘6) ∈ 𝐵𝐵

= [6,10] × [3,5] × [−1,1] × ⋯
× [−1,1]. 

We have to show that all three systems (9)-(11) have 
no solutions. Here we use splitting-elimination algorithm 
(see [5]) with the use of The Mapping Theorem (divide the 
box 𝐵𝐵 into small subboxes, if for a subbox the zero is not 
contained in the convex hull of the images of vertices, 
then eliminate this subbox). 

For the systems (9), (10) and (11) all subboxes are 
eliminated after 2, 2 and 418 steps totally 16 sec, 
respectively. Therefore the given family does not intersect 
the boundary of 𝒟𝒟𝑛𝑛 and has a stable member. 
Consequently the family is robust stable. 

Example 2: Consider the given multilinear family  
𝑝𝑝(𝑧𝑧, 𝑞𝑞) = (1 − 𝑞𝑞1 + 3𝑞𝑞2 + 3𝑞𝑞1𝑞𝑞2)𝑧𝑧7 + (𝑞𝑞1𝑞𝑞2 + 𝑞𝑞1 − 𝑞𝑞2

− 6)𝑧𝑧6
+ (−5𝑞𝑞1𝑞𝑞2 − 6𝑞𝑞1 + 5𝑞𝑞2 + 12)𝑧𝑧5
+ (8𝑞𝑞1𝑞𝑞2 + 13𝑞𝑞1 − 7𝑞𝑞2 − 8)𝑧𝑧4
+ (−4𝑞𝑞1𝑞𝑞2 − 11𝑞𝑞1 − 𝑞𝑞2)𝑧𝑧3
+ (𝑞𝑞1𝑞𝑞2 + 8𝑞𝑞2 − 1)𝑧𝑧2
+ (4𝑞𝑞1 − 4𝑞𝑞2 + 4)𝑧𝑧 − 4 + 𝑞𝑞1 − 𝑞𝑞2, 

𝑞𝑞1 ∈ [−1, 4], 𝑞𝑞2 ∈ [−2, 5]. Using the equations of the 
boundary ∂𝒟𝒟n we obtain three multilinear systems of 
equations that correspond to the multilinear family.  

For the equation systems, all subboxes are eliminated 
after 78, 122 and 256 steps totally 63 sec, respectively. 
There are no solutions. Therefore the given family does 
not intersect the boundary of 𝒟𝒟𝑛𝑛. For 𝑞𝑞1 = 0,  𝑞𝑞2 = 0 the 
polynomial is not stable. As a result the family has no 
stable member. 

 
Existence of a Stable Member 

 
Consider the family (4), we are interested in the 

existence of 𝑞𝑞∗ ∈ 𝑄𝑄 such that 𝑝𝑝(𝑧𝑧, 𝑞𝑞∗) becomes Schur 
stable. This problems of such types are important in the 
control theory ([11]). 

Theorem 3: There exists a stable member in 𝒫𝒫 if and 
only if the following multilinear system 
𝐹𝐹𝑖𝑖(𝑞𝑞1, … , 𝑞𝑞𝑙𝑙 ,𝑘𝑘1, … , 𝑘𝑘𝑛𝑛) = 𝑎𝑎𝑛𝑛+1(𝑞𝑞)𝑓𝑓𝑖𝑖(𝑘𝑘) − 𝑎𝑎𝑖𝑖(𝑞𝑞) = 0  (12) 

(𝑖𝑖 = 1,2, … ,𝑛𝑛)  
 
has a solution in 𝑄𝑄 × (−1,1)𝑛𝑛.  

Proof. There exists a stable member in 𝒫𝒫 if and only if 
there exists a stable member in 𝒫𝒫� . By Proposition 1 for a 
given 𝑞𝑞∗ ∈ 𝑄𝑄 the polynomial 𝑝𝑝� (𝑧𝑧, 𝑞𝑞∗) ∈ 𝒫𝒫�  is stable if and 
only if there exists 𝑘𝑘∗ ∈ (−1,1)𝑛𝑛 such that  
𝑎𝑎𝑖𝑖(𝑞𝑞∗)
𝑎𝑎𝑛𝑛+1(𝑞𝑞∗)

= 𝑓𝑓𝑖𝑖(𝑘𝑘∗)           (𝑖𝑖 = 1,2, … ,𝑛𝑛) 

By the definition of 𝐹𝐹𝑖𝑖 this means that the system (12) 
has solution (𝑞𝑞∗,𝑘𝑘∗) ∈ 𝑄𝑄 × (−1,1)𝑛𝑛. System (12) is a 
multilinear system defined on a box. Its solution can be 
searched by splitting-elimination algorithm: 

Divide 𝑄𝑄 × (−1,1)𝑛𝑛 into small subboxes and for a 
small subbox the convex hull of vertices does not include 
the zero then the eliminate this subbox by the Mapping 
Theorem. By this way we eliminate a great number of 
subboxes. If a remaining subbox has small volume then 
check its center for stability, i.e. if (𝑞𝑞𝑐𝑐 ,𝑘𝑘𝑐𝑐) is a center then 
check the polynomial 𝑝𝑝(𝑧𝑧, 𝑞𝑞𝑐𝑐) for stability. 

Example 3: Consider the given multilinear family  
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𝑝𝑝(𝑧𝑧, 𝑞𝑞) = (𝑞𝑞1 − 0.2𝑞𝑞2 + 3.6)𝑧𝑧5 + (𝑞𝑞1 + 0.3𝑞𝑞2 + 1.1)𝑧𝑧4
+ (0.5𝑞𝑞1𝑞𝑞2 − 1.5𝑞𝑞1 + 𝑞𝑞2 − 3)𝑧𝑧3
+ (𝑞𝑞1𝑞𝑞2 − 3𝑞𝑞1 + 1.25𝑞𝑞2 − 3.75)𝑧𝑧2
+ (𝑞𝑞2 − 𝑞𝑞1 − 5)𝑧𝑧 + 𝑞𝑞1 + 𝑞𝑞2 − 1, 

𝑞𝑞1 ∈ [−4,−1], 𝑞𝑞2 ∈ [2, 5]. The splitting-elimination 
algorithm gives 388 remaining subboxes of  

𝐵𝐵 = [−1,1]5 × [−4,−1] × [2,5]. 
When the centers of the remaining 388 subboxes are 

examined, for the center 𝑞𝑞1𝑐𝑐 = −17
8

, 𝑞𝑞2𝑐𝑐 =  25
8

 of the box 
[0.5, 1] × [−0.5,0] × [−1,−0.5] × [0,1] × [0,1]

× �−
5
2

,−
7
4
� ×  �

11
4

,
7
2
� 

the polynomial is stable. 
 

Stable Member for the Cases 𝒏𝒏 − 𝒍𝒍 = 𝟐𝟐 and 𝒏𝒏 −
𝒍𝒍 = 𝟑𝟑 

 
As pointed out in [5] stabilization problem for unstable 

plant can be reduced to the following: 
Let 𝐴𝐴 be 𝑛𝑛 × 𝑙𝑙 matrix with full rank, 𝑈𝑈0 ∈ ℝ𝑛𝑛, 𝑐𝑐 =

(𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝑙𝑙)𝑇𝑇 and 𝑘𝑘 = (𝑘𝑘1,𝑘𝑘2, … , 𝑘𝑘𝑛𝑛)𝑇𝑇. Is there exists 
(𝑐𝑐, 𝑘𝑘) ∈ ℝ𝑙𝑙 × ℝ𝑛𝑛 such that  

 
𝐴𝐴𝐴𝐴 + 𝑈𝑈0 = 𝑓𝑓(𝑘𝑘)      (13) 

 
where 𝑓𝑓:ℝ𝑛𝑛 → ℝ𝑛𝑛 is defined in Introduction and 𝑙𝑙 < 𝑛𝑛? 
By solving the first 𝑙𝑙 equations in (13) with respect to 
𝑐𝑐1, 𝑐𝑐2, … 𝑐𝑐𝑙𝑙 and inserting into the lost 𝑛𝑛 − 𝑙𝑙 equations the 
obtained 𝑐𝑐1 = 𝑏𝑏1(𝑘𝑘), … , 𝑐𝑐𝑙𝑙 = 𝑏𝑏𝑙𝑙(𝑘𝑘) a multilinear system 
consisting of (𝑛𝑛 − 𝑙𝑙) equations 
 
𝑔𝑔1(𝑘𝑘1,𝑘𝑘2,…,𝑘𝑘𝑛𝑛)=0

⋮
𝑔𝑔𝑛𝑛−𝑙𝑙(𝑘𝑘1,𝑘𝑘2,…,𝑘𝑘𝑛𝑛)=0

    (14) 

 
is obtained. Consequently there exists a stabilizing vector 
𝑐𝑐 if and only if the system (14) has a solution in [−1,1]𝑛𝑛. 
Here we consider the cases 𝑛𝑛 − 𝑙𝑙 = 2 and 𝑛𝑛 − 𝑙𝑙 = 3. 
In this case, it is possible to display rough image of 
(−1,1)𝑛𝑛 under map 𝑔𝑔. 

From the equation (14) it follows that there exists a 
stabilizing vector if and only if the zero is contained in the 
image  
𝑔𝑔((−1,1)𝑛𝑛) = {𝑔𝑔(𝑘𝑘): 𝑘𝑘 ∈ (−1,1)𝑛𝑛} 

where 𝑔𝑔 = (𝑔𝑔1, … ,𝑔𝑔𝑛𝑛−1)𝑇𝑇. Gridding and displaying 
this image for the cases 𝑛𝑛 − 𝑙𝑙 = 2 and 𝑛𝑛 − 𝑙𝑙 = 3 may give 
positive results.  

The following procedure can be suggested. 
 By gridding, display the “rough” image 𝑔𝑔((−1,1)𝑛𝑛). 

This “rough” image gives a hint of the existence (or 
nonexistence) of a solution of (14). 

 Choose sufficient small 𝜀𝜀 > 0. Consider for a point 
𝑔𝑔(𝑘𝑘∗) for which the distance between 𝑔𝑔(𝑘𝑘∗) and the 
origin is less than ε. 

 Calculate 𝑐𝑐∗ = 𝑏𝑏(𝑘𝑘∗) and check 𝑐𝑐∗ for a stabilizing 
parameter. 

Example 4: Let the family (2) be as 
𝑝𝑝(𝑧𝑧, 𝑐𝑐) = 𝑧𝑧5 + (𝑐𝑐3 − 0.4)𝑧𝑧4 + (𝑐𝑐2 − 0.1𝑐𝑐3 − 1.19)𝑧𝑧3

+ (𝑐𝑐1 − 0.1𝑐𝑐2 − 0.06𝑐𝑐3 + 0.876)𝑧𝑧2
+ (−0.1𝑐𝑐1 − 0.06𝑐𝑐2)𝑧𝑧 − 0.06𝑐𝑐1. 

Here 

𝐴𝐴 =

⎣
⎢
⎢
⎢
⎡
−0.06 0 0
−0.1 −0.06 0

1 −0.1 −0.06
0 1 −0.1
0 0 1 ⎦

⎥
⎥
⎥
⎤
, 𝑈𝑈0 =

⎣
⎢
⎢
⎢
⎡

0
0

0.876
−1.19
−0.4 ⎦

⎥
⎥
⎥
⎤
. 

Therefore 𝑛𝑛 = 5, 𝑙𝑙 = 3,𝑛𝑛 − 𝑙𝑙 = 2. After 
corresponding calculations we conclude that 
𝑔𝑔1(𝑘𝑘1, … , 𝑘𝑘5) has 27 terms whereas 𝑔𝑔2(𝑘𝑘1, … , 𝑘𝑘5) has 22 
terms. 

 

 

Figure 1. The “rough” images of g([-1,1]^5 ). 

 
Gridding the cube [−1,1]5 with step size ℎ = 0.25 and 

displaying the image 𝑔𝑔([−1,1]5) gives the Fig. 1.  
For 𝜀𝜀 = 0.5, 𝑘𝑘∗ is calculated as  
𝑘𝑘∗ = (−0.75,−0.5, 0.75,−0.25, 0.5)𝑇𝑇 which gives 
stabilizing vector 𝑐𝑐∗ = (−1.041, 1.215, 0.877)𝑇𝑇. 

 
Example 5: Consider the following “famous” example 

from [9,10]; 
𝑝𝑝(𝑧𝑧, 𝑐𝑐) = 𝑝𝑝0(𝑧𝑧) + 𝑐𝑐1𝑝𝑝1(𝑧𝑧) + 𝑐𝑐2𝑝𝑝2(𝑧𝑧), 

where 𝑝𝑝0(𝑧𝑧) = 𝑧𝑧5 − 0.1𝑧𝑧4 − 1.9825𝑧𝑧3 +
0.1772𝑧𝑧2 + 0.8211𝑧𝑧, 𝑝𝑝1(𝑧𝑧) = 𝑧𝑧2 − 0.5𝑧𝑧 + 0.8, 𝑝𝑝2(𝑧𝑧) =
𝑧𝑧3 − 0.5𝑧𝑧2 + 0.8𝑧𝑧. 

Here 

𝐴𝐴 =

⎣
⎢
⎢
⎢
⎡

0.8 0
−0.5 0.8

1 −0.5
0 1
0 0 ⎦

⎥
⎥
⎥
⎤
, 𝑈𝑈0 =

⎣
⎢
⎢
⎢
⎡

0
0.8211
0.1772
−1.9825
−0.1 ⎦

⎥
⎥
⎥
⎤
 

and 
𝑔𝑔1(𝑘𝑘1, 𝑘𝑘2,𝑘𝑘3,𝑘𝑘4, 𝑘𝑘5)

= 0.625(𝑘𝑘1𝑘𝑘2𝑘𝑘4𝑘𝑘5 + 𝑘𝑘2𝑘𝑘3𝑘𝑘4𝑘𝑘5
− 𝑘𝑘1𝑘𝑘4𝑘𝑘5 − 𝑘𝑘2𝑘𝑘3𝑘𝑘5 − 𝑘𝑘2𝑘𝑘4)
+ 0.859375𝑘𝑘2𝑘𝑘4𝑘𝑘5 − 𝑘𝑘1𝑘𝑘2𝑘𝑘3𝑘𝑘4𝑘𝑘5
+ 𝑘𝑘1𝑘𝑘2𝑘𝑘3𝑘𝑘5 + 𝑘𝑘1𝑘𝑘3𝑘𝑘4𝑘𝑘5 + 𝑘𝑘1𝑘𝑘2𝑘𝑘4
− 𝑘𝑘1𝑘𝑘3𝑘𝑘5 + 𝑘𝑘2𝑘𝑘3𝑘𝑘4 − 𝑘𝑘1𝑘𝑘4 − 𝑘𝑘2𝑘𝑘3
+ 𝑘𝑘2𝑘𝑘5 + 𝑘𝑘4𝑘𝑘5 + 0.6903875, 
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𝑔𝑔2(𝑘𝑘1,𝑘𝑘2, 𝑘𝑘3,𝑘𝑘4,𝑘𝑘5)
= 1.25(−𝑘𝑘1𝑘𝑘2𝑘𝑘4𝑘𝑘5 − 𝑘𝑘2𝑘𝑘3𝑘𝑘4𝑘𝑘5
+ 𝑘𝑘1𝑘𝑘4𝑘𝑘5 + 𝑘𝑘2𝑘𝑘3𝑘𝑘5 + 𝑘𝑘2𝑘𝑘4)
− 𝑘𝑘1𝑘𝑘2𝑘𝑘3𝑘𝑘4 + 0.78125𝑘𝑘2𝑘𝑘4𝑘𝑘5
− 3.008875 + 𝑘𝑘1𝑘𝑘2𝑘𝑘3 − 𝑘𝑘1𝑘𝑘2𝑘𝑘5
+ 𝑘𝑘1𝑘𝑘3𝑘𝑘4 − 𝑘𝑘3𝑘𝑘4𝑘𝑘5 − 𝑘𝑘1𝑘𝑘3 + 𝑘𝑘1𝑘𝑘5
+ 𝑘𝑘3𝑘𝑘5 + 𝑘𝑘2 + 𝑘𝑘4 

𝑔𝑔3(𝑘𝑘1, 𝑘𝑘2,𝑘𝑘3,𝑘𝑘4, 𝑘𝑘5)
= −0.1 − 𝑘𝑘1𝑘𝑘2 − 𝑘𝑘3𝑘𝑘4 + 𝑘𝑘1 + 𝑘𝑘3
− 𝑘𝑘5. 

Gridding [−1,1]5 with step size ℎ = 0.03 and 
displaying the image 𝑔𝑔([−1,1]5) gives the Fig. 2.  

 

 

Figure 2. The “rough” images of g([-1,1]5 ). 

 
For 𝜀𝜀 = 0.1, 𝑘𝑘∗ is calculated as 𝑘𝑘∗ =

(−0.99,−0.96,0.99,−0.96,−0.03)𝑇𝑇 and the 
corresponding 𝑐𝑐∗ = (−0.03456,0.104025)𝑇𝑇 is stabilizing 
vector. 

 
Conclusion 

 
In this study, determining the robust stability of 

families of nonmonic multilinear polynomials and 
searching for stable member in these families are 
discussed. Reflection (box) coefficients have been used to 
analyze these problems. The set of 𝑛𝑛-th order Schur stable 
polynomials can be characterized by the reflection 
coefficients. For these problems, the results are given by 
using the reflection coefficients and the multilinear 
functions' extreme point property. Hence a multilinear 
equations system is obtained. Solution of this system of 
equations can be investigated with the division-
elimination algorithm. One of the hard problems in linear 
control theory is considered by visualizing for the cases 
𝑛𝑛 − 𝑙𝑙 = 2 and 𝑛𝑛 − 𝑙𝑙 = 3. A number of examples are given 
to illustrate the results. 
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Introduction 

Definition 1.1. A function ℜ: 𝐼𝐼 ⊆ ℝ → ℝ is said to be 
convex if the inequality  

 
ℜ(𝑡𝑡𝑡𝑡 + (1 − 𝑡𝑡)𝕟𝕟) ≤ 𝑡𝑡ℜ(𝕞𝕞) + (1 − 𝑡𝑡)ℜ(𝕟𝕟) 

 
valid for all 𝕞𝕞,𝕟𝕟 ∈ 𝐼𝐼 and 𝑡𝑡 ∈ [0,1]. If this inequality 
reverses, then ℜ is said to be concave on interval 𝐼𝐼 ≠ ⌀. 
 
Theorem 1.2. (Hermite-Hadamard integral inequality) Let 
ℜ: 𝐼𝐼 ⊆ ℝ → ℝ be a convex function defined on 𝐼𝐼 of real 
numbers and 𝕞𝕞,𝕟𝕟 ∈ 𝐼𝐼 with 𝕞𝕞 < 𝕟𝕟. The following 
inequality 
 
ℜ�𝕞𝕞+𝕟𝕟

2
� ≤ 1

𝕟𝕟−𝕞𝕞∫
𝕟𝕟
𝕞𝕞ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑 ≤ ℜ(𝕞𝕞)+ℜ(𝕟𝕟)

2
.    (1) 

 
holds.  

Some of inequalities for means can be derived from 
(1) for appropriate choices of  ℜ. See [1-4], for the results 
of the generalization and improvement of (1). 
 
Theorem 1.3. (Bullen’s inequality) Suppose that 
ℜ: [𝕞𝕞,𝕟𝕟] → ℝ is a convex function on [𝕞𝕞,𝕟𝕟]. Then we 
get: 
 

ℜ�
𝕞𝕞 + 𝕟𝕟

2
� ≤

1
2
�ℜ �

3𝕞𝕞 + 𝕟𝕟
4

� + ℜ�
𝕞𝕞 + 3𝕟𝕟

4
��    

≤
1

𝕟𝕟 −𝕞𝕞
�
𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑        

         

≤
1
2
�ℜ �

𝕞𝕞 + 𝕟𝕟
2

� +
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
�   

≤
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
.                         (2) 

 
Definition 1.4. [5, 6] A function ℜ: 𝐼𝐼 ⊂ ℝ → (0,∞) is 
said to be AH convex function if for all 𝕞𝕞,𝕟𝕟 ∈ 𝐼𝐼 and 𝑡𝑡 ∈
[0,1] the equality  
 

ℜ(𝑡𝑡𝑡𝑡 + (1 − 𝑡𝑡)𝕟𝕟) ≤
ℜ(𝕞𝕞)ℜ(𝕟𝕟)

𝑡𝑡ℜ(𝕟𝕟) + (1 − 𝑡𝑡)ℜ(𝕞𝕞)            (3) 

 
holds.  

For further details and proofs on both AH convex 
functions and other kinds of convexity, we refer the 
reader to [7-21] and references there in. 
To derive main results for AH convex functions, we need 
the following Lemma 1.5. 
Lemma 1.5.  Let ℜ: 𝐼𝐼∘ ⊂ ℝ → ℝ be a differentiable 
function on 𝐼𝐼∘ where 𝕞𝕞,𝕟𝕟 ∈ 𝐼𝐼∘ with 𝕞𝕞 < 𝕟𝕟. If ℜ′ ∈
𝐿𝐿[𝑎𝑎, 𝑏𝑏], then the following identity holds: 
 
𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)

= �
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝑚𝑚
2𝑛𝑛2

 ��
1

0
(1 − 2𝑡𝑡)ℜ′ �𝑡𝑡

(𝑛𝑛 − 𝑖𝑖)𝕞𝕞 + 𝑖𝑖𝑖𝑖
𝑛𝑛

+ (1 − 𝑡𝑡)
(𝑛𝑛 − 𝑖𝑖 − 1)𝕞𝕞 + (𝑖𝑖 + 1)𝕟𝕟

𝑛𝑛
�𝑑𝑑𝑑𝑑�                     (4) 

 
where 
 

𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟) = �
𝑛𝑛−1

𝑖𝑖=0

1
2𝑛𝑛

�𝑓𝑓 �
(𝑛𝑛 − 𝑖𝑖)𝕞𝕞 + 𝑖𝑖𝑖𝑖

𝑛𝑛
�

+ 𝑓𝑓 �
(𝑛𝑛 − 𝑖𝑖 − 1)𝕞𝕞 + (𝑖𝑖 + 1)𝕟𝕟

𝑛𝑛
��

−
1

𝕟𝕟 −𝕞𝕞
�
𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑. 
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In this study, we use Hölder integral inequality and (4) in order to provide inequality for functions whose first 

derivatives in absolute value at certain power are AH-convex. 
Throughout this paper, the following notations will be used for nonnegative numbers 𝕞𝕞,𝕟𝕟  (𝕟𝕟 > 𝕞𝕞): 

1. 𝐴𝐴: = 𝐴𝐴(𝕞𝕞,𝕟𝕟) = 𝕞𝕞+𝕟𝕟
2

,     𝕞𝕞,𝕟𝕟 > 0, (arithmetic mean)    
2. 𝐺𝐺: = 𝐺𝐺(𝕞𝕞,𝕟𝕟) = √𝕞𝕞𝕞𝕞,    𝕞𝕞,𝕟𝕟 ≥ 0, (geometric mean)   
3. 𝐻𝐻: = 𝐻𝐻(𝕞𝕞,𝕟𝕟) = 2𝕞𝕞𝕞𝕞

𝕞𝕞+𝕟𝕟
,     𝕞𝕞,𝕟𝕟 > 0, (harmonic mean)    

 

4. 𝐿𝐿: = 𝐿𝐿(𝕞𝕞,𝕟𝕟) = �
𝕟𝕟−𝕞𝕞

𝑙𝑙𝑙𝑙𝑙𝑙−𝑙𝑙𝑙𝑙𝑙𝑙
, 𝕞𝕞 ≠ 𝕟𝕟

𝕞𝕞, 𝕞𝕞 = 𝕟𝕟
;  𝕞𝕞,𝕟𝕟 > 0, (logarithmic mean)   

5. 𝐿𝐿𝑝𝑝: = 𝐿𝐿𝑝𝑝(𝕞𝕞,𝕟𝕟) = ��
𝕟𝕟𝑝𝑝+1−𝕞𝕞𝑝𝑝+1

(𝑝𝑝+1)(𝕟𝕟−𝕞𝕞)
�

1
𝑝𝑝

, 𝕞𝕞 ≠ 𝕟𝕟, 𝑝𝑝 ∈ ℝ\{−1,0}
𝑎𝑎, 𝕞𝕞 = 𝕟𝕟

;𝕞𝕞,𝕟𝕟 > 0  (𝑝𝑝 − logarithmic mean).   

 𝐿𝐿𝑝𝑝 is monotonically increasing over 𝑝𝑝 ∈ ℝ, denoting 𝐿𝐿0 = 𝐼𝐼 and 𝐿𝐿−1 = 𝐿𝐿. In addition,  

𝐴𝐴𝑛𝑛,𝑖𝑖 = 𝐴𝐴𝑛𝑛,𝑖𝑖(𝕞𝕞,𝕟𝕟) =
(𝑛𝑛 − 𝑖𝑖)𝕞𝕞 + 𝑖𝑖𝑖𝑖

𝑛𝑛
. 

 
Main results 
 
Theorem 2.1.  Let ℜ: 𝐼𝐼 ⊂ (0,∞) → (0,∞) be a differentiable mapping on 𝐼𝐼∘, and 𝕞𝕞,𝕟𝕟 ∈ 𝐼𝐼∘ with 𝕞𝕞 < 𝕟𝕟. If |ℜ′| is an 
AH convex function on [𝕞𝕞,𝕟𝕟], then the following inequalities hold: 
 
i) If �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� ≠ 0, then 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

�
𝕟𝕟 −𝕞𝕞

2𝑛𝑛2
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���
2 𝑙𝑙𝑙𝑙

𝐴𝐴��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��, �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���
𝐻𝐻��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��, �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���

�             (5) 

 
ii) If �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� = 0, then 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
4𝑛𝑛2

�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��.                                                                  (6) 

 
Proof. i) Let �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� ≠ 0. From the properties of modulus  and the Lemma 1.5, we write 
 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| = ��
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

��
1

0
(1 − 2𝑡𝑡)ℜ′�𝑡𝑡𝐴𝐴𝑛𝑛,𝑖𝑖 + (1 − 𝑡𝑡)𝐴𝐴𝑛𝑛,𝑖𝑖+1�𝑑𝑑𝑑𝑑��                                               (7) 

     ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

���
1

0
(1 − 2𝑡𝑡)ℜ′�𝑡𝑡𝐴𝐴𝑛𝑛,𝑖𝑖 + (1 − 𝑡𝑡)𝐴𝐴𝑛𝑛,𝑖𝑖+1�𝑑𝑑𝑑𝑑�� 

     ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

��
1

0
|1 − 2𝑡𝑡|�ℜ′�𝑡𝑡𝐴𝐴𝑛𝑛,𝑖𝑖 + (1 − 𝑡𝑡)𝐴𝐴𝑛𝑛,𝑖𝑖+1��� 𝑑𝑑𝑑𝑑. 

 
Since |ℜ′| is an AH convex function on [𝕞𝕞,𝕟𝕟], then we have 
 

�ℜ′�𝑡𝑡𝐴𝐴𝑛𝑛,𝑖𝑖 + (1 − 𝑡𝑡)𝐴𝐴𝑛𝑛,𝑖𝑖+1�� ≤
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
 

 
If we use the inequality in (7), we obtain  
 
|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| 
 

≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

�
1

0
|1 − 2𝑡𝑡|

�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��
𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑑𝑑𝑑𝑑 

= �
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1���
1

0

|1 − 2𝑡𝑡|
𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑑𝑑𝑑𝑑 
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= �
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2 �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ℜ

′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� ��
1
2

0

1 − 2𝑡𝑡
𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑑𝑑𝑑𝑑+�
1

1
2

2𝑡𝑡 − 1
𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑑𝑑𝑑𝑑� . (8) 

 
By changing variable as 𝑢𝑢 = 𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� in the  last two integrals, it is easily seen that 
 

�
1
2

0

1 − 2𝑡𝑡
𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑑𝑑𝑑𝑑 =
1

��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���
2 ��ℜ

′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� 

+��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ln
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

2�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
�          (9) 

�
1

1
2

2𝑡𝑡 − 1
𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑑𝑑𝑑𝑑 =
1

��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���
2 

× ���ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���𝑙𝑙𝑙𝑙
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� + �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

2�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��
−��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖����.         (10) 

 
By substituting the equalities (9) and (10) in (8), we have 
 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

�
𝕟𝕟 −𝕞𝕞

2𝑛𝑛2
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���
2 𝑙𝑙𝑙𝑙

𝐴𝐴��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��, �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���
𝐻𝐻��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��, �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���

�, 

 
which is the desired result. 
 
ii) Let �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� = 0. Then, substituting �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� = �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� in the inequality (8), we obtain  

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
4𝑛𝑛2

�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��. 

 
Remark 2.2. Using the arithmetic harmonically convexity of the function |ℜ′| in the Theorem 2.1, we get  
 
i) If �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� ≠ 0, then 
 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

[(𝑛𝑛 − 𝑖𝑖 − 1)|ℜ′(𝕞𝕞)| + (𝑖𝑖 + 1)|ℜ′(𝕟𝕟)|][(𝑛𝑛 − 𝑖𝑖)|ℜ′(𝕟𝕟)| + 𝑖𝑖|ℜ′(𝕞𝕞)|]
(|ℜ′(𝕟𝕟)| + |ℜ′(𝕞𝕞)|)2  

× 𝑙𝑙𝑙𝑙
[(2𝑛𝑛 − 2𝑖𝑖 − 1)|ℜ′(𝕟𝕟)| + (2𝑖𝑖 + 1)|ℜ′(𝕞𝕞)|]2

4[(𝑛𝑛 − 𝑖𝑖)|ℜ′(𝕟𝕟)| + 𝑖𝑖|ℜ′(𝕞𝕞)|][(𝑛𝑛 − 𝑖𝑖 − 1)|ℜ′(𝕟𝕟)| + (𝑖𝑖 + 1)|ℜ′(𝕞𝕞)|], 

 
 ii) If �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� = 0, then 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2n

|ℜ′(𝕞𝕞)||ℜ′(𝕟𝕟)|
(𝑛𝑛 − 𝑖𝑖 − 1)|ℜ′(𝕟𝕟)| + (𝑖𝑖 + 1)|ℜ′(𝕞𝕞)|. 

 
Corollary 2.3. By choosing n = 1 in Remark 2.2, we obtain the following inequalities: 

 
i) If |ℜ′(𝕞𝕞)| − |ℜ′(𝕟𝕟)| ≠ 0, then 
 

�
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
−

1
𝕟𝕟 −𝕞𝕞

�
𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑� ≤

𝕟𝕟 −𝕞𝕞
2

|ℜ′(𝕞𝕞)||ℜ′(𝕟𝕟)|
(|ℜ′(𝕞𝕞)| + |ℜ′(𝕟𝕟)|)2 ln

[|ℜ′(𝕞𝕞)| + |ℜ′(𝕟𝕟)|]2

4|ℜ′(𝕞𝕞)||ℜ′(𝕟𝕟)|  

                                                                   =
𝕟𝕟 −𝕞𝕞

8
𝐻𝐻(|ℜ′(𝕞𝕞)|, |ℜ′(𝕟𝕟)|)
𝐴𝐴(|ℜ′(𝕞𝕞)|, |ℜ′(𝕟𝕟)|) ln

𝐴𝐴(|ℜ′(𝕞𝕞)|, |ℜ′(𝕟𝕟)|)
𝐻𝐻(|ℜ′(𝕞𝕞)|, |ℜ′(𝕟𝕟)|), 

              ii) If |ℜ′(𝕞𝕞)| − |ℜ′(𝕟𝕟)| = 0, then  

�
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
−

1
𝕟𝕟 −𝕞𝕞

�
𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑� ≤

𝕟𝕟 −𝕞𝕞
4 �|ℜ′(𝕟𝕟)|�. 

 
Corollary 2.4. By choosing n = 2 in Remark 2.2, we get the following Bullen type inequalities: 
 
              i) If �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖�� ≠ 0 for all 𝑖𝑖 = 0,1, then  
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�
1
2
�
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
+ ℜ�

𝕞𝕞 + 𝕟𝕟
2

�� −
1

𝕟𝕟 −𝕞𝕞
�

𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑� ≤

𝕟𝕟 −𝕞𝕞
8

�ℜ′(𝕞𝕞)�𝐻𝐻��ℜ′(𝕞𝕞)�, �ℜ′(𝕟𝕟)��

��ℜ′ �𝕞𝕞 + 𝕟𝕟
2 �� − �ℜ′(𝕞𝕞)��

2  

× 𝑙𝑙𝑙𝑙
𝐴𝐴[𝐻𝐻(|ℜ′(𝕞𝕞)|, |ℜ′(𝕟𝕟)|), |ℜ′(𝕞𝕞)|]

𝐻𝐻 ��ℜ′ �𝕞𝕞+ 𝕟𝕟
2 �� , |ℜ′(𝕞𝕞)|�

+
𝕟𝕟 −𝕞𝕞

8
|ℜ′(𝕟𝕟)|𝐻𝐻(|ℜ′(𝕞𝕞)|, |ℜ′(𝕟𝕟)|)

�|ℜ′(𝕟𝕟)| − �ℜ′ �𝕞𝕞+ 𝕟𝕟
2 ���

2 𝑙𝑙𝑙𝑙
𝐴𝐴[𝐻𝐻(|ℜ′(𝕞𝕞)|, |ℜ′(𝕟𝕟)|), |ℜ′(𝕟𝕟)|]

𝐻𝐻 ��ℜ′ �𝕞𝕞+ 𝕟𝕟
2 �� , |ℜ′(𝕟𝕟)|�

 

 
              ii) If �𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖+1�� − �𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖�� = 0 for all 𝑖𝑖 = 0,1, then  
 

�
1
2
�
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
+ ℜ�

𝕞𝕞 + 𝕟𝕟
2

�� −
1

𝕟𝕟 −𝕞𝕞
�

𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑� ≤

𝕟𝕟 −𝕞𝕞
8

𝐴𝐴�𝐻𝐻��ℜ′(𝕞𝕞)�, �ℜ′(𝕟𝕟)��, �ℜ′(𝕞𝕞)��. 

 
Theorem 2.5.  Let ℜ: 𝐼𝐼 ⊂ (0,∞) → (0,∞) be a differentiable mapping on 𝐼𝐼∘, and 𝕞𝕞,𝕟𝕟 ∈ 𝐼𝐼∘ with 𝕞𝕞 < 𝕟𝕟. If |ℜ′|𝑞𝑞 is an 
AH convex function on [𝕞𝕞,𝕟𝕟] for some fixed 𝑞𝑞 > 1, then the following inequalities hold: 
 
              i) If �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞 − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞 ≠ 0, then 

 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝑏𝑏 − 𝑎𝑎
2𝑛𝑛2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝 �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝐿𝐿
1
𝑞𝑞��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑞𝑞, �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��
𝑞𝑞�

,                                         (11) 

 
             ii) If �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞 − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞 = 0, then 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��.                                                       (12) 

where 1
𝑝𝑝

+ 1
𝑞𝑞

= 1.  
 
Proof. i) Let �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞 − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞 ≠ 0. From the properties of modulus  and the Lemma 1.5, we write  

 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

��
1

0
|1 − 2𝑡𝑡|�ℜ′�𝑡𝑡𝐴𝐴𝑛𝑛,𝑖𝑖 + (1 − 𝑡𝑡)𝐴𝐴𝑛𝑛,𝑖𝑖+1��� 𝑑𝑑𝑑𝑑.                                       (13) 

 
Since |ℜ′|𝑞𝑞 is an AH convex function on [𝕞𝕞,𝕟𝕟], the following inequality  
 

�ℜ′�𝑡𝑡𝐴𝐴𝑛𝑛,𝑖𝑖 + (1 − 𝑡𝑡)𝐴𝐴𝑛𝑛,𝑖𝑖+1��
𝑞𝑞 ≤

�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞

𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��
𝑞𝑞 + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑞𝑞                            (14) 

 
holds. If we use the inequality in (13) and consider the Hölder integral inequality, we get  
 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

��
1

0
|1 − 2𝑡𝑡|𝑝𝑝𝑑𝑑𝑑𝑑�

1
𝑝𝑝
��

1

0
�𝑓𝑓′�𝑡𝑡𝐴𝐴𝑛𝑛,𝑖𝑖 + (1 − 𝑡𝑡)𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞𝑑𝑑𝑑𝑑�

1
𝑞𝑞
 

≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝
��

1

0

�𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞
�𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞

𝑡𝑡 �𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��
𝑞𝑞

+ (1− 𝑡𝑡) �𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞 𝑑𝑑𝑑𝑑�

1
𝑞𝑞

              (15) 

= �
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝 �𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖���𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝐿𝐿
1
𝑞𝑞��𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑞𝑞 , �𝑓𝑓′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��
𝑞𝑞�

,                                                  (16) 

 
where 
 

�
1

0
|1 − 2𝑡𝑡|𝑝𝑝𝑑𝑑𝑑𝑑 =

1
𝑝𝑝 + 1

 

�
1

0

1
𝑡𝑡�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞 + (1 − 𝑡𝑡)�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞 𝑑𝑑𝑑𝑑 = 𝐿𝐿−1��ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��

𝑞𝑞 , �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��
𝑞𝑞�. 
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ii) Let �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞 − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞 = 0. Then, substituting �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞 = �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞
 in the inequality (15), we have  

 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��. 

 
Remark 2.6.  By using the arithmetic harmonically convexity of the function |ℜ′|𝑞𝑞 in (16), we get the following for 
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

𝑞𝑞 − �ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖��
𝑞𝑞 ≠ 0,  

 

|𝐼𝐼𝑛𝑛(ℜ,𝕞𝕞,𝕟𝕟)| ≤�
𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝
�ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖���ℜ′�𝐴𝐴𝑛𝑛,𝑖𝑖+1��

⎝

⎛𝑛𝑛

𝑙𝑙𝑙𝑙[(𝑛𝑛 − 𝑖𝑖)|ℜ′(𝕟𝕟)|𝑞𝑞 + 𝑖𝑖|ℜ′(𝕞𝕞)|𝑞𝑞]
−𝑙𝑙𝑙𝑙[(𝑛𝑛 − 𝑖𝑖 − 1)|ℜ′(𝕞𝕞)|𝑞𝑞 + (𝑖𝑖 + 1)|ℜ′(𝕟𝕟)|𝑞𝑞]

|ℜ′(𝕟𝕟)|𝑞𝑞 − |ℜ′(𝕞𝕞)|𝑞𝑞
⎠

⎞

1
𝑞𝑞

. 

 
Corollary 2.7. By choosing n = 1 in Remark 2.6, we obtain the following inequalities 
 
i) If |ℜ′(𝕞𝕞)|𝑞𝑞 − |ℜ′(𝕟𝕟)|𝑞𝑞 ≠ 0, then  

�
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
−

1
𝕟𝕟 −𝕞𝕞

�
𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑� ≤

𝕟𝕟 −𝕞𝕞
2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝 𝐺𝐺2(|ℜ′(𝕞𝕞)|, |ℜ′(𝕟𝕟)|)

𝐿𝐿
1
𝑞𝑞(|ℜ′(𝕞𝕞)|𝑞𝑞 , |ℜ′(𝕟𝕟)|𝑞𝑞)

. 

 
ii) If |ℜ′(𝕞𝕞)|𝑞𝑞 − |ℜ′(𝕟𝕟)|𝑞𝑞 = 0, then 

�
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
−

1
𝕟𝕟 −𝕞𝕞

�
𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑� ≤

𝕟𝕟 −𝕞𝕞
2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝

|ℜ′(𝕟𝕟)|. 

 
Corollary 2.8. By choosing n = 2 in Remark 2.6, we obtain the following Bullen type inequalities: 
 
            i) If �ℜ′�𝐴𝐴2,𝑖𝑖+1��

𝑞𝑞 − �ℜ′�𝐴𝐴2,𝑖𝑖��
𝑞𝑞 ≠ 0 for all 𝑖𝑖 = 0,1, then  

 

�
1
2
�
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
+ ℜ�

𝕞𝕞 + 𝕟𝕟
2

�� −
1

𝕟𝕟 −𝕞𝕞
�

𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑� 

≤
𝕟𝕟 −𝕞𝕞

8
�

1
𝑝𝑝 + 1

�
1
𝑝𝑝
�
𝐺𝐺2 �|ℜ′(𝕞𝕞)|, �ℜ′ �𝕞𝕞+ 𝕟𝕟

2 ���

𝐿𝐿
1
𝑞𝑞 ��ℜ′ �𝕞𝕞+ 𝕟𝕟

2 ��
𝑞𝑞

, |ℜ′(𝕞𝕞)|𝑞𝑞�
+
𝐺𝐺2 ��ℜ′ �𝕞𝕞+ 𝕟𝕟

2 �� , |ℜ′(𝕞𝕞)|�

𝐿𝐿
1
𝑞𝑞 ��ℜ′ �𝕞𝕞+ 𝕟𝕟

2 ��
𝑞𝑞

, |ℜ′(𝕟𝕟)|𝑞𝑞�
�, 

  
          ii) If �𝑓𝑓′�𝐴𝐴2,𝑖𝑖+1��

𝑞𝑞 − �𝑓𝑓′�𝐴𝐴2,𝑖𝑖��
𝑞𝑞 = 0 for all 𝑖𝑖 = 0,1, then  

 

�
1
2
�
ℜ(𝕞𝕞) + ℜ(𝕟𝕟)

2
+ ℜ�

𝕞𝕞 + 𝕟𝕟
2

�� −
1

𝕟𝕟 −𝕞𝕞
�

𝕟𝕟

𝕞𝕞
ℜ(𝑥𝑥)𝑑𝑑𝑑𝑑� ≤

𝕟𝕟 −𝕞𝕞
4

�
1

𝑝𝑝 + 1
�

1
𝑝𝑝
𝐴𝐴 ��ℜ′ �

𝕞𝕞 + 𝕟𝕟
2

�� , |ℜ′(𝕟𝕟)|�. 

 
Applications for special means 
 
ℜ(𝑥𝑥) = 𝑥𝑥𝑝𝑝, 𝑥𝑥 > 0 is an AH convex function for 𝑝𝑝 ∈ (−1,0) [5]. Using this function we have the following 
propositions: 
 
Proposition 3.1.  Let 0 < 𝑎𝑎 < 𝑏𝑏 and 𝑝𝑝 ∈ (−1,0). Then we get:  
 

1
𝑝𝑝 + 1

��
𝑛𝑛−1

𝑖𝑖=0

1
𝑛𝑛
𝐴𝐴 ��𝐴𝐴𝑛𝑛,𝑖𝑖�

𝑝𝑝+1, �𝐴𝐴𝑛𝑛,𝑖𝑖+1�
𝑝𝑝+1� − 𝐿𝐿𝑝𝑝+1

𝑝𝑝+1(𝕞𝕞,𝕟𝕟)� ≤ �
𝑛𝑛−1

𝑖𝑖=0

�
𝕟𝕟 −𝕞𝕞

2𝑛𝑛2
�𝐴𝐴𝑛𝑛,𝑖𝑖�

𝑝𝑝
�𝐴𝐴𝑛𝑛,𝑖𝑖+1�

𝑝𝑝

��𝐴𝐴𝑛𝑛,𝑖𝑖+1�
𝑝𝑝 − �𝐴𝐴𝑛𝑛,𝑖𝑖�

𝑝𝑝�
2 𝑙𝑙𝑙𝑙

𝐴𝐴��𝐴𝐴𝑛𝑛,𝑖𝑖+1�
𝑝𝑝, �𝐴𝐴𝑛𝑛,𝑖𝑖�

𝑝𝑝
�

𝐻𝐻��𝐴𝐴𝑛𝑛,𝑖𝑖+1�
𝑝𝑝, �𝐴𝐴𝑛𝑛,𝑖𝑖�

𝑝𝑝�
�. 

 

Proof. For 𝑝𝑝 ∈ (−1,0), the function 𝑓𝑓(𝑥𝑥) = 𝑥𝑥𝑝𝑝+1

𝑝𝑝+1
, 𝑥𝑥 > 0 is AH convex. Therefore, the assertion follows from (5) in 

Theorem 2.1, for ℜ: (0,∞) → ℝ, ℜ(𝑥𝑥) = 𝑥𝑥𝑝𝑝+1

𝑝𝑝+1
.  

 
Corollary 3.2. If we take n = 1 in Proposition 3.1, we get: 
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�𝐴𝐴 ��𝐴𝐴1,0�
𝑝𝑝+1, �𝐴𝐴1,1�

𝑝𝑝+1� − 𝐿𝐿𝑝𝑝+1
𝑝𝑝+1(𝕞𝕞,𝕟𝕟)� ≤

𝕟𝕟 −𝕞𝕞
2

�𝐴𝐴1,0�
𝑝𝑝�𝐴𝐴1,1�

𝑝𝑝

��𝐴𝐴1,1�
𝑝𝑝 − �𝐴𝐴1,0�

𝑝𝑝�
2 ln

𝐴𝐴��𝐴𝐴1,1�
𝑝𝑝, �𝐴𝐴1,0�

𝑝𝑝�

𝐻𝐻��𝐴𝐴1,1�
𝑝𝑝, �𝐴𝐴1,0�

𝑝𝑝�
, 

 
that is, 
 

1
𝑝𝑝 + 1

�𝐴𝐴(𝑎𝑎𝑝𝑝+1,𝑏𝑏𝑝𝑝+1) − 𝐿𝐿𝑝𝑝+1
𝑝𝑝+1(𝕞𝕞,𝕟𝕟)� ≤

𝕟𝕟 −𝕞𝕞
2

𝕞𝕞𝑝𝑝𝕟𝕟𝑝𝑝

[𝕞𝕞𝑝𝑝 − 𝕟𝕟𝑝𝑝]2 ln
𝐴𝐴(𝕞𝕞𝑝𝑝,𝕟𝕟𝑝𝑝)
𝐻𝐻(𝕞𝕞𝑝𝑝,𝕟𝕟𝑝𝑝). 

 
 

Proposition 3.3.  Let 𝕞𝕞,𝕟𝕟 ∈ (0,∞) with 𝕞𝕞 < 𝕟𝕟, 𝑞𝑞 > 1 and 𝑚𝑚 ∈ (−1,0). Then, we have:  
 

𝑞𝑞
𝑞𝑞 + 𝑚𝑚

��
𝑛𝑛−1

𝑖𝑖=0

1
𝑛𝑛
𝐴𝐴 ��𝐴𝐴𝑛𝑛,𝑖𝑖�

𝑞𝑞
𝑚𝑚+𝑞𝑞 , �𝐴𝐴𝑛𝑛,𝑖𝑖+1�

𝑞𝑞
𝑚𝑚+𝑞𝑞� − 𝐿𝐿𝑚𝑚

𝑞𝑞+1

𝑚𝑚
𝑞𝑞+1(𝕞𝕞,𝕟𝕟)� ≤ �

𝑛𝑛−1

𝑖𝑖=0

𝕟𝕟 −𝕞𝕞
2𝑛𝑛2

�
1

𝑝𝑝 + 1
�
1
𝑝𝑝 �𝐴𝐴𝑛𝑛,𝑖𝑖�

𝑚𝑚
𝑞𝑞 �𝐴𝐴𝑛𝑛,𝑖𝑖+1�

𝑚𝑚
𝑞𝑞

𝐿𝐿
1
𝑞𝑞��𝐴𝐴𝑛𝑛,𝑖𝑖�

𝑚𝑚, �𝐴𝐴𝑛𝑛,𝑖𝑖+1�
𝑚𝑚�

. 

 

Proof. The assertion follows from (11) in Theorem 2.5. Let ℜ(𝑥𝑥) = 𝑞𝑞
𝑚𝑚+𝑞𝑞

𝑥𝑥
𝑚𝑚
𝑞𝑞+1, 𝑥𝑥 ∈ (0,∞). Then |ℜ′(𝑥𝑥)|𝑞𝑞 = 𝑥𝑥𝑚𝑚 is AH 

convex on (0,∞) and the result follows from Theorem 2.5.  
 
Corollary 3.4. Taking n = 1 in Proposition 3.3, we get: 
 

𝑞𝑞
𝑞𝑞 + 𝑚𝑚

�𝐴𝐴 �𝑎𝑎
𝑞𝑞

𝑚𝑚+𝑞𝑞 ,𝑏𝑏
𝑞𝑞

𝑚𝑚+𝑞𝑞� − 𝐿𝐿𝑚𝑚
𝑞𝑞+1

𝑚𝑚
𝑞𝑞+1(𝕞𝕞,𝕟𝕟)� ≤

𝕟𝕟 −𝕞𝕞
2 �

1
𝑝𝑝 + 1

�
1
𝑝𝑝 𝕞𝕞

𝑚𝑚
𝑞𝑞𝕟𝕟

𝑚𝑚
𝑞𝑞

𝐿𝐿
1
𝑞𝑞(𝕞𝕞𝑚𝑚,𝕟𝕟𝑚𝑚)

. 

 
 
Conclusion 
 
In this paper, by using the definition of arithmetically-
harmonically functions and some simple mathematical 
inequalities, we obtained some new inequalities related 
to Hermite-Hadamard and Bullen type.  
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Introduction 

Thermoluminescence dosimeters (TLDs) are one of the 
most effective materials used to measure the absorbed dose 
in many fields such as medicine and industry. TLD-100 (LiF: 
MgTi) chip dosimeters are preferred because of their near 
tissue equivalence effective number, wide linear response 
range, and low signal fading [1,2]. Also, they have a very small 
size for point dose measurements. Moreover, TLD-100 can 
even be used for in vivo measurement of dose in proton or 
intraoperative electron radiation therapy [3,4]. TLD-100 
detectors are constructed of a different material than the 
medium. This creates a cavity where the TLDs are used to 
measure a dose. The general cavity theory is used the 
relationship between the absorbed dose and the dose in the 
medium (Dmed) and the average absorbed dose in the cavity 
(Dcav) [5].  

Monte Carlo (MC) simulations report dose-to-medium. 
MC simulations give more realistic results, an important 
reason why MC is suggested to be the gold standard. 
Especially, in or near heterogeneities, it has been used to get 
an accurate estimation of absorbed dose [6–8]. In the 
literature, the general cavity theory was examined using MC 
for LiF, Li2B4O7, CaSO4, CaF2, and dosimeters inside perspex, 
water, aluminum, copper, and lead after 60Co gamma rays 
and megavoltage photon beams exposures [9,10]. In these 
studies, it has been shown that the mass collision stopping-
power ratio and the mass energy-absorption coefficient ratio 
of the water to the phantom material change more rapidly 
with energy in materials with high atomic numbers. The 
electron spectrum effect was examined on LiF for 60Co 

gamma-rays in the same media that is presented in this 
paper using electronic equilibrium spectra and its maximum 
energy [10]. However, in these studies, it was not specified 
how the TLD-100 dose-response was affected by the electron 
spectrum obtained from a 6 MV photon beam, which is 
frequently used in clinics. 

In clinical applications, the TLD-100 dosimeter is 
commonly irradiated with the 6 MV photon beam. 
Therefore, evaluating the effect of the electron spectrum on 
the TLD-100 dosimeter response is necessary for the 6 MV 
photon beam. The main aim of the following study is to 
observe the electron spectrum effect on the TLD-100 
response to media considered using effective mass 
attenuation coefficient and mass collision stopping power 
from electron spectrum and maximum energy of the 6 MV 
photon beam. In summary, the effect of electron spectrum 
on TLD-100 response was investigated in different densities 
by using MC simulation and Burlin cavity theory. 
 
Materials and Methods 

 
Monte Carlo 
The Monte Carlo EGSnrc package was used for all 

simulations. EGSnrc/Beamnrc was used to generate phase 
space data, which are on the surface of slabs. The spectral 
distribution simulation tool in the BeamDp from phase space 
data was used to calculate spectrum weighted mass stopping 
power ratios. The phantom set-ups were created using 
BEAMnrc, having TLD-100 inserted into the six different 

http://xxx.cumhuriyet.edu.tr/
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materials as shown in Fig.1. The TLD-100 chip was simulated in 
different depths as shown in Table 1. The placements of the TLD-
100 chip were calculated using water equivalent depths and 
ensured that the depths were beyond the maximum depth dose 
(dmax). 

 

 

Figure 1. The phantom set-up with TLD-100 chip dosimeter. A 
refers to the depth of the TLD-100 chip, which was 
embedded in the aforementioned materials. B refers 
beyond the depth of the TLD-100 chip dosimeter. A and B 
were changed according to Table 1 

 
The field size was 10x10 cm2 and the source-axis 

distance (SAD) was set to 100 cm. The phantom material 
was chosen 30 cm cube of material. H2O700ICRU, 
AL700ICRU, POLYSTY700ICRU, CU700ICRU, FE700ICRU, 
and PB700ICRU were assigned to water, aluminum, 
polystyrene, copper, iron, and lead. The density of TLD-
100 is 2.64 gcm-3. It consists of Li (26.70%), F (73.28%), 
with Mg (0.001%) and Ti (0.025%) dopant [11]. Pegs4, 
which is used to create material in the EGSnrc package, 
was also used to construct TLD-100. 

Table 1: Material depth where the TLD-100 chip was 
placed for considered media. 

Phantom 
Materials 

Density 
(g/cm3) 

Depth 
(cm) 

Beyond the depth of 
TLD-100 chip (cm) 

Water 1.00 10 5 
Polystyrene 1.06 9.43 4.72 
Aluminum 2.7 3.71 1.85 
Iron 7.87 1.27 0.64 
Copper 8.96 1.12 0.56 
Lead 11.35 0.88 0.44 

 
For the particles’ transport model, AE, AP, ECUT, and 

PCUT were characterized. AP and AE are the threshold 
energy for the production of photons and secondary 
electrons, respectively. ECUT and PCUT are used as cut-off 
energies for electron and photon transport, respectively. 
The parameters ECUT and AE were terminated at 0.7 MeV. 
The parameter AP and PCUT were set to 0.01 MeV. The 
parameter ESTEPE, which is fractional energy loss per 
electron step, was 2.5%. The parameters ESAVE is electron 
range rejection technique was set to 2 MeV and the 
parameter SBS, which is selective bremsstrahlung 

splitting, were Nmin=10, Nmax=100. SBS and ESAVE 
parameters were chosen for increasing simulation speed. 
A total 107 histories were simulated and statistical 
uncertainty was less than 1%.  

 
Cavity Theory 
Tmax-based calculation 
Detectors (cavity) are used to measure dose in a 

medium. Generally, detector and medium have different 
atomic numbers and densities. The relationship between 
the Dmed and the Dcav is given by Burlin’s general cavity 
theory as follows:[12] 

𝑓𝑓 = 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐
𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚

= 𝑑𝑑 𝑠𝑠/𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐 + (1 − 𝑑𝑑) �µ𝑒𝑒𝑒𝑒
𝜌𝜌
�
𝑚𝑚𝑚𝑚𝑚𝑚

𝑐𝑐𝑐𝑐𝑐𝑐
   (1)  

where 𝑓𝑓 is known as the dose to the cavity to dose to the 
medium conversion factor. The parameter f varies with 
energy and radiation type. And also it varies with the size 

and composition of the cavity in the medium. �µ𝑒𝑒𝑒𝑒
𝜌𝜌
�
𝑚𝑚𝑚𝑚𝑚𝑚

𝑐𝑐𝑐𝑐𝑐𝑐
 is 

the ratio of average mass-energy absorption coefficients 
of the cavity to the medium and 𝑠𝑠/𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐  is the ratio of the 
mean mass collisional stopping power of the cavity to that 
of the medium. The parameter d is the weighting factor. It 
is related to cavity size and it is given by; 

𝑑𝑑 ≡ 𝜙𝜙𝑚𝑚
𝜙𝜙𝑚𝑚𝑒𝑒

= ∫ 𝜙𝜙𝑚𝑚𝑒𝑒
𝑔𝑔
0 𝑒𝑒−𝛽𝛽𝛽𝛽𝑑𝑑𝑑𝑑

∫ 𝜙𝜙𝑚𝑚𝑒𝑒
𝑔𝑔
0 𝑑𝑑𝑑𝑑

= 1−𝑒𝑒−𝛽𝛽𝛽𝛽

𝛽𝛽𝛽𝛽
    (2)  

1 − 𝑑𝑑 ≡ 𝜙𝜙𝑐𝑐
𝜙𝜙𝑐𝑐𝑒𝑒

= ∫ 𝜙𝜙𝑐𝑐𝑒𝑒
𝑔𝑔
0 �1−𝑒𝑒−𝛽𝛽𝛽𝛽�𝑑𝑑𝑑𝑑

∫ 𝜙𝜙𝑐𝑐𝑒𝑒
𝑔𝑔
0 𝑑𝑑𝑑𝑑

= 𝛽𝛽𝛽𝛽+𝑒𝑒−𝛽𝛽𝛽𝛽−1
𝛽𝛽𝛽𝛽

   (3)  

where, 𝛷𝛷𝑚𝑚𝑒𝑒  and 𝛷𝛷𝑚𝑚 represent the electron fluence in 
medium with and without CPE (charged particle 
equilibrium), respectively. 1-d is defined as the dose 
component resulting from photon interactions in the 
cavity. It is the ratio of the electron fluence created by the 
photons in the cavity to that created under electronic 
equilibrium [10]. l represents the distance between a 
point in the cavity and the wall. The mean cord length, in 
other words, the average path length of electrons across 
the cavity is given by g; often determined as; 

 
𝑔𝑔 = 4𝑉𝑉

𝑆𝑆
      (4) 

 
V represents the cavity volume. The surface area of the 
cavity is given by S. Different sizes of TLD-100 dosimeters 
are used in clinical applications. The size of 
0.32×0.32×0.09 cm3 is frequently used in clinics. When the 
g parameter is calculated for these dimensions according 
to Eqn.4, the result is approximately 0.3[13]. In literature, 
the g parameter has been calculated for different TLD chip 
sizes using different equations [9,14]. This value ranges 
from 0.1 to 1 for the TLD-100 chip. To compare the results 
with the literature, the g value was chosen as 0.1, 0.3, 0.5, 
and 1. 
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β represents the effective mass attenuation coefficient 
of the electrons. The electrons here are those that 
penetrate the cavity material originating from the wall. In 
the literature, different calculations have been made for β 
There are many formulas proposed for calculating the 
value of β (see Table 2) from the maximum energy (Tmax) 
of the electron spectrum from a head-on Compton 
collision of a photon with energy ℎ𝜈𝜈 or the extrapolated 
range (R) of Tmax [15]. 

 

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 2(ℎ𝜈𝜈)2

2ℎ𝜈𝜈+0.511 𝑀𝑀𝑀𝑀𝑀𝑀
    (5) 

 
Eqn. 5 is for monochromatic energy photon beams. For a 6 
MV photon beam, the mean energy of the photons (hʋmean) 
is approximately 1/3 of the kinetic energy of the incoming 
electrons [16]. In this study, hʋmean is chosen as 2 MeV. 
From Eqn. 5, Tmax is 1.77 MeV. 

Table 2: Equations for calculating β. The subscript 
number refers author of the study. 

Author Formula 

Evans[17] 𝛽𝛽1 =
17

(𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚)1.14 

Loevinger[18] 𝛽𝛽2 =
18 ∙ 6

(𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 − 0.036)1.37 

Burlin[12]  𝛽𝛽3 =
16

(𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 − 0 ∙ 036)1.4 

Chan and Burlin[19] 𝑒𝑒(−𝛽𝛽4𝑅𝑅) = 0.01 
Janssens[20] 𝑒𝑒(−𝛽𝛽5𝑅𝑅) = 0.04 

Paliwal and Almond[21]  𝛽𝛽6 =
14

(𝑇𝑇𝑚𝑚𝑎𝑎𝑎𝑎)1.09 

 

f factor (Eqn.1) was calculated using the  �µ𝑒𝑒𝑒𝑒
𝜌𝜌
�
𝑚𝑚𝑚𝑚𝑚𝑚

𝑐𝑐𝑐𝑐𝑐𝑐
, the 

 𝑠𝑠/𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐  , and the parameter d. The parameter d is 

obtained from β and g (Eqn.2). R and �µ𝑒𝑒𝑒𝑒
𝜌𝜌
�
𝑚𝑚𝑚𝑚𝑚𝑚

𝑐𝑐𝑐𝑐𝑐𝑐
 are 

calculated from the hʋmean value [22]  using NIST (National 
Institute of Standards and Technology) [23,24]. 𝑠𝑠/𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐   is 
calculated from average equilibrium-spectrum electron 
energies (𝑇𝑇av

2
) [25]. The parameter 𝑇𝑇av is given by: 

 
𝑇𝑇𝑎𝑎𝑎𝑎

ℎʋ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
= 𝜎𝜎𝑡𝑡𝑡𝑡

𝑒𝑒

𝜎𝜎𝑒𝑒
       (6) 

 
where 𝜎𝜎𝑡𝑡𝑡𝑡𝑒𝑒  represents the energy transfer cross-section 

for Compton interaction. 𝜎𝜎𝑒𝑒 is the Klein-Nishina cross-
section per electron [26]. To obtain 𝜎𝜎𝑡𝑡𝑟𝑟𝑒𝑒  and 𝜎𝜎𝑒𝑒, the 
literature was used [15]. In this part, the calculated f 
factors were named as 𝑓𝑓β1, 𝑓𝑓β2, 𝑓𝑓β3, 𝑓𝑓β4, 𝑓𝑓β5, 𝑓𝑓β6 for 
Evans[17], Loevinger [18], Burlin [12], Chan and Burlin 
[19], Janssens [20] and Paliwal and Almond [21] 
equations, respectively. 

 
Spectrum weighted calculation 
Generally, the parameter β is assumed that the same 

for medium and cavity since it is the maximum energy of 
the spectrum which determines the β value. It is supposed 
that the electron spectra have the same maximum photon 

energy in the medium and cavity [10]. However, the 
medium and the cavity have different materials. And the 
electron spectra are not identical. Therefore, Silva [10] 
suggests the following equations:  

 
𝑓𝑓 = 𝑑𝑑(𝑠𝑠

𝜌𝜌
)𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑑𝑑′(𝜇𝜇𝑒𝑒𝑒𝑒/𝜌𝜌)𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐    (7) 

 
 𝑑𝑑′ = 1−𝑒𝑒−𝛽𝛽𝑎𝑎𝑎𝑎𝑔𝑔

𝛽𝛽𝑎𝑎𝑎𝑎𝑔𝑔
     (8) 

 
𝑑𝑑" = 1 − 1−𝑒𝑒𝛽𝛽’𝑎𝑎𝑎𝑎g

𝛽𝛽’𝑎𝑎𝑎𝑎g
     (9) 

 
βav and β՛av represent the averaged values of the electron 
mass attenuation coefficients for the medium and cavity, 
respectively. The electron spectra were analyzed to 
calculate 𝑠𝑠/𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐 ,  βav and β՛av. The β values for each 
energy were obtained from Janssens [20] equation. The β 
and 𝑠𝑠/𝜌𝜌 were multiplied by the spectrum value 
corresponding to each energy to obtain the average 
effective mass attenuation coefficient and average mass 
collision stopping power, respectively. From full-
spectrum, 0.04 MeV - Tmax ((from eqn.5) = ~1.77 MeV) 
energy range was chosen to calculate these parameters. 
(𝜇𝜇𝑒𝑒𝑒𝑒/𝜌𝜌)𝑚𝑚𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐  was calculated from hʋmean. The value of 
𝑓𝑓𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 was calculated using Eqn. 7, 8, and 9. 
 
Results and Discussion 
 

In this study, to observe the electron spectrum effect 
on TLD-100 response in water, polystyrene, aluminium, 
iron, copper, and lead, the effective mass attenuation 
coefficient and mass collision stopping power were 
calculated using two different methods. Firstly, these 
parameters were calculated using the electron spectrum 
of the 6 MV photon beam in the aforementioned media.  
The electron spectra were obtained using BEAMnrc MC 
simulation with 0.1 % statistical error. Fig. 2 shows the 
electron energy versus spectrum from 0.01 to 6 MeV.  
 

 

Figure 2. Planar electron spectral distribution of 6 MV photon 
beam in aluminum, copper, lead, iron, polystyrene, and 
water. 
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In the second method, the effective mass attenuation coefficient and mass collision stopping power were calculated 
from NIST [24] table using Tmax ((from eqn.5) = ~1.77 MeV) value. The electron ranges and mass collision stopping power 
have a 1 % relative error.  

Table 3 presents the 𝑠𝑠/𝜌𝜌 obtained using spectrum weighted and NIST. It also presents mass energy-absorption 
coefficients. 
 
Table 3: The(𝜇𝜇𝑒𝑒𝑒𝑒/𝜌𝜌)𝑚𝑚𝑚𝑚𝑚𝑚

𝑐𝑐𝑐𝑐𝑐𝑐  and 𝑠𝑠/𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚
𝑐𝑐𝑐𝑐𝑐𝑐  for TLD-100 chip dosimeter in the media studied, considering both the spectrum 

weighted and NIST 
 
 
 
 
 
 
 
 
 

 
 
As seen in Table 3, the difference between the 𝑠𝑠/𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇𝑇𝑇𝑇𝑇−100 from NIST and spectrum weighted approximation was no 

more than 0.3% for all media. The values of β were calculated using Table 1 and the results are shown in Table 4. 
 
Table 4: Calculated β values, using Table 1, for the media considered. 

 
As seen in Table 4, the β values varied among themselves in the same material. While the β1-3 and β6 values did not 
change with material density except lead, β4 and β5 changed. βav and β’av were calculated using the spectrum of 6 MV 
photon beam. Table 5 displays βav and β’av values using spectrum weighted approximation for the TLD-100 chip which 
was in the considered media. 
 
Table 5: The βav and β’av values were obtained using spectrum weighted approximation for the TLD-100 chip which 

was in the considered media. 
 
 
 
 
 
 
 
 
 

 
As seen in Table 5, while the value of βav, was more than β’av, in water and polystyrene, it was the opposite for 

aluminum, iron, copper, and lead, and the maximum difference between the two parameters was seen in lead.  
d and 1-d were calculated using Table 4 and Eqn.2-3 to obtain fβ1, fβ2, fβ3, fβ4, fβ5, fβ6. d’ and d” were calculated 

using Table 5 and Eqn.8-9 for fJanssens. Table 6 shows the d and 1-d values are considered media for g values from 0.1 to 
1 gcm-2. 

 
 
 
 
 
 

Medium (𝒔𝒔/𝝆𝝆)𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑻𝑻𝑻𝑻𝑻𝑻−𝟏𝟏𝟏𝟏𝟏𝟏 
 

(from spectrum) 

(𝒔𝒔/𝝆𝝆)𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑻𝑻𝑻𝑻𝑻𝑻−𝟏𝟏𝟏𝟏𝟏𝟏 
 

(NIST) 

(𝝁𝝁𝒆𝒆𝒆𝒆/𝝆𝝆)𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑻𝑻𝑻𝑻𝑻𝑻−𝟏𝟏𝟏𝟏𝟏𝟏 
 

(NIST) 
Water 0.808±1% 0.807 0.833 
Polystyrene 0.827±1% 0.828 0.861 
Aluminum 1.028±1% 1.029 0.959 
Iron 1.156±1% 1.154 0.988 
Copper 1.195±1% 1.196 1.006 
Lead 1.548±1% 1.552 0.921 

β (cm2g-1) TLD-100 Water Aluminum Iron Copper Lead Polystyrene 

Β1 8.867 8.867 8.867 8.867 8.867 9.397 8.867 
Β2 8.750 8.750 8.750 8.750 8.750 9.397 8.750 
Β3 7.404 7.404 7.404 7.404 7.404 7.964 7.404 
Β4 4.345 5.418 4.304 3.903 3.775 3.361 5.233 
Β5 3.037 3.787 3.008 2.728 2.638 2.350 3.658 
Β6 7.513 7.513 7.513 7.513 7.513 7.943 7.513 

Medium βav and β’av (cm 2g-1) β’av (cm 2g-1) 

Water 16.819 13.612 
Polystyrene 16.554 13.314 
Aluminum 13.607 14.488 
Iron 12.771 15.494 
Copper 12.569 15.519 
Lead 10.369 16.557 
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Table 6: d and 1-d for different g (0.1, 0.3, 0.5, 1 g/cm-2) values using Eqns. 2-3 in considered media. 
 
 
 
 
 
 
 
 
 
 

Table 7 shows the d՛ and d՛՛ for different g (0.1, 0.3, 0.5, 1 g/cm-2) values using Eqn. 8-9 in media considered 

Table 7: d՛ and d՛՛ for different g (0.1, 0.3, 0.5, 1 g/cm-2) values using Eqns. 8-9 in considered media. 
 
 
 
 
 
 
 
 
 
 

As seen in Table 6 and 7, the d and d՛ decreases while the 1-d and d՛՛ increases as the cavity gets larger. Values in 
both tables are also affected by the density of the media. The parameters have maximum values in lead.  

Fig. 3 shows that the f values for the TLD-100 chip in considered media as a function of g.  

 

Figure 3. f values for TLD-100 chip dosimeter in a) water, b) polystyrene, c) aluminium, d) iron, e) copper, f) lead, as 
a function of g. Black square, hollow triangle, diamond, star, circle, cross, and plus for fjanssens, fβ1, fβ2, fβ3, fβ4, fβ5, fβ6 
respectively. 

 

 g(g/cm-2) 

Medium 0.1 0.3 0.5 1.0 
 d 1-d d 1-d d 1-d d 1-d 
Water 0.83 0.17 0.60 0.40 0.45 0.55 0.26 0.74 
Polystyrene 0.84 0.16 0.61 0.39 0.46 0.54 0.27 0.73 
Aluminum 0.86 0.14 0.66 0.34 0.52 0.48 0.32 0.68 
Iron 0.88 0.13 0.68 0.32 0.55 0.45 0.34 0.66 
Copper 0.88 0.12 0.69 0.31 0.56 0.44 0.35 0.65 
Lead 0.90 0.10 0.74 0.26 0.62 0.38 0.42 0.58 

 g(g/cm-2) 

Medium 0.1 0.3 0.5 1.0 
 d՛ d՛՛ d՛ d՛՛ d՛ d՛՛ d՛ d՛՛ 
Water 0.49 0.45 0.20 0.76 0.12 0.85 0.06 0.93 
Polystyrene 0.49 0.45 0.20 0.75 0.12 0.85 0.06 0.93 
Aluminum 0.55 0.47 0.24 0.77 0.15 0.86 0.07 0.93 
Iron 0.57 0.49 0.26 0.79 0.16 0.87 0.08 0.94 
Copper 0.57 0.49 0.26 0.79 0.16 0.87 0.08 0.94 
Lead 0.62 0.51 0.31 0.80 0.19 0.88 0.10 0.94 
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The estimated relative errors in this study are 𝜇𝜇𝑒𝑒𝑒𝑒/𝜌𝜌 
(2%), 𝑠𝑠/𝜌𝜌 (1%), and R (1%) [24]. This relative error is less 
than 3% in the calculated f values. As seen in Fig. 3, when 
the density of the medium increased, the f values 
increased. The f values were affected by the density of the 
medium. The f values were very close to each other in the 
same media except lead despite the β values being very 
different from each other. The standard deviation 
between f values was less than 2.5% except lead for 
different g (0.1, 0.3, 0.5 and 1 g/cm-2) values. It was 5.6%, 
9%, 9%, 6.2% for 0.1, 0.3, 0.5 and 1 g/cm-2, respectively. In 
the literature, the difference between f values for 60Co 
gamma-rays is not more than 5% in lead. 

 
Conclusion 

In this study, the Burlin General Cavity Theory was 
applied to obtain the response of the TLD-100 chip to 6 
MV in different media using two different methods. Tmax-
based calculations and the electron spectrum weighted 
were used to calculate the response of the TLD-100 chip. 
At 6 MV, the maximum difference between the f values 
obtained using the two methods was about 10 % for lead, 
while it was less than 2.5 % for other media. The results 
indicated that the differences between f factors 
calculated using these two methods were insignificant 
except for lead. When the energy was increased from 60Co 
to 6 MV photon beam, the difference between f values 
calculated from the two methods increased for lead 
material. It was shown that the f values increased as the 
density of the medium increased. 
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way to longer time in the computation with bigger data.  
Spin operators up to spin-4 have been published in previous studies. In this work, explicit symbolic expressions 
of x, y and z components of rotation operators for spin-4 were worked out via exponential operator for each 
element of related spin operator matrices and simple linear curve fitting process. The procedures gave out exact 
expressions of each element of the rotation operators. It can be predicted that quantum rotation operators for 
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Introduction 

Quantum computing combines computer science with 
quantum mechanics and it is a fast-growing research 
field[1-5]. Feynman [6,7] pointed out that only the 
computers working with quantum mechanical principles 
can simulate a quantum mechanical system, or one needs 
a quantum computer utilizing quantum mechanical 
processes can succeed such sophisticated and time-
consuming works. One system of such computers utilizes 
spins and hence spin rotation operators, also known as 
completely quantum mechanical rotation operators and 
have no classical counterpart.   

Spin rotation operators are one of the processes in 
quantum mechanical applications like pulsed magnetic 
resonance spectroscopy. In the literature only rotation 
operators of spin-1/2 system R ̂_x (θ),R ̂_y (θ),R ̂_z (θ) can 
be found related with quantum information theory. 
Wigner[8] introduced expressions of rotation matrices or 
Wigner–d matrices for orbital angular momenta on the 
standard Euler angles basis. Real rotation operators for 
total angular momenta of spin-1/2, 1, 3/2 and 2 were 
generated from Wigner–d formula in some quantum 
mechanics textbooks[9-12] and in some published papers 
[13-19]. A recently published paper on rotation operators 
by Curtright et al. [20] and Curtright and Van Kortryk[21] 
give rotation operator expressions in polynomial form for 
all spins in Cartesian components. In order to find out the 
rotation operators in a matrix form one has to sum up the 

polynomial terms given, which includes powers of related 
angular momentum operators. 

Pulsed nuclear magnetic resonance (pulsed-NMR), 
pulsed electron paramagnetic resonance (pulsed-EPR) 
and pulsed electron nuclear double resonance (pulsed-
ENDOR) spectroscopies, however, utilize rotation 
operators in rotating coordinate system or laboratory 
coordinate system where the spins are polarized along a 
definite orientation by an external magnetic field. The 
direction of the external magnetic field is defined as z–axis 
and a series of magnetic pulses are applied consequently 
along laboratory x and/or y axes to rotate the polarized 
spins around related axes. Spin-based quantum-
computation systems, where pulsed magnetic resonances 
are leading techniques which utilize pulse sequences, use 
the rotation operators intensively in the rotating 
coordinate system[22-28].  

Electron spin has attracted renewed interest towards 
the development of various new devices that depend on 
combined logic, storage and sensor applications. Another 
important application of these spin-based devices is in the 
computation depending on the quantum logic. Spin-based 
quantum computation  depending on electronic solid-
state devices are shifting gradually toward the prospective 
information technology [28]. 

In this work, explicit rotation operator expressions of 
spin-4 are constructed from exponential operators given 
in Eqn. (1) for x, y and z components of angular momenta 

http://xxx.cumhuriyet.edu.tr/
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for a series of angles θ between interval θ_1 and θ_N with 
certain steps, e.g between 0 and 360o with 10o steps, and 
fitting the obtained values to suitable functions by linear 
curve fitting procedure. 

 
Obtaining Rotation Processors 
 

Matrix representations of rotation operators and their 
effect on quantum states are essential part of the 
quantum mechanics of microscopic systems [3-8]  and 
these matrices, in turn, can be widely used in a variety of 
applications. In order to be able to perform processes with 
exponential rotation operators given in Eqn. (1), it is 
necessary to form this operator for processing as linear 
operator, in other words, this operator should be 
linearized by making series expansions given as 

 
𝑅𝑅�𝛼𝛼 = exp�𝑖𝑖𝜃𝜃𝑝𝑝𝐽𝐽𝛼𝛼� ,      𝛼𝛼 = 𝑥𝑥,𝑦𝑦, 𝑧𝑧   (1) 

 
which is derived from time dependent Schrödinger 

equation −𝑖𝑖ℏ 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= ℋ�𝜓𝜓 for a rotating magnetic field pulse 
B1, where ℋ� = 𝑔𝑔𝑔𝑔𝐵𝐵1𝐽𝐽𝛼𝛼 is pulse Hamiltonian applied to a 
spin system polarized by an external magnetic field along 
laboratory x or y axis and 𝐽𝐽𝛼𝛼  (𝛼𝛼 = 𝑥𝑥,𝑦𝑦, 𝑧𝑧) are Pauli spin 
matrices representing electron spin S or nuclear spin I, 
coupled S and I systems. The constants g and 𝛽𝛽 are Landé-
g factor and Bohr magneton respectively. Here 𝜃𝜃𝑝𝑝 is the 
angle of rotation and 𝑡𝑡𝑝𝑝 is rotating pulse duration. Thus 
𝜃𝜃𝑝𝑝 can be written as 𝜃𝜃𝑝𝑝 = 𝑔𝑔𝑔𝑔𝐵𝐵1𝑡𝑡𝑝𝑝/ℏ = 𝜔𝜔𝑝𝑝𝑡𝑡𝑝𝑝. 

Eqn. (1) can be rewritten by definition 
 

Rα = exp�iθpĴα� = cos�θp Ĵα� + 𝑖𝑖 sin�θp Ĵα� ,   α = x, y, z    (2) 
 
Where 
 

cos�𝜃𝜃𝑝𝑝𝐽𝐽𝛼𝛼� = 𝕀𝕀 − 1
2!
𝜃𝜃𝑝𝑝2𝐽𝐽𝛼𝛼2 + 1

4!
𝜃𝜃𝑝𝑝4𝐽𝐽𝛼𝛼4 −

1
6!
𝜃𝜃𝑝𝑝6𝐽𝐽𝛼𝛼6 + ⋯ =

∑ 1
(2𝑛𝑛)!

𝜃𝜃𝑝𝑝2𝑛𝑛∞
𝑛𝑛=0 𝐽𝐽𝛼𝛼2𝑛𝑛     (3) 

 

sin�𝜃𝜃𝑝𝑝𝐽𝐽𝛼𝛼� =
1
1!

 𝜃𝜃𝑝𝑝1 𝐽𝐽𝛼𝛼1 −
1
3!
𝜃𝜃𝑝𝑝3𝐽𝐽𝛼𝛼3 +

1
5!
𝜃𝜃𝑝𝑝5𝐽𝐽𝛼𝛼5 − ⋯

= �
1

(2𝑛𝑛 + 1)!
𝜃𝜃𝑝𝑝2𝑛𝑛+1

∞

𝑛𝑛=0

𝐽𝐽𝛼𝛼2𝑛𝑛+1 

 
As the spin value increases evaluation of power series 

given in Eqn. (3) requires intensive calculation due to the 
powers of spin operator matrices. Pauli matrices for spin-
1/2 and corresponding explicit rotation operators are 
borrowed from textbooks [11-13] and are given in Eqn. 
(4). 

 

𝐼𝐼𝑥𝑥 = 1
2
�0 1
1 0�,  𝐼𝐼𝑦𝑦 = 𝑖𝑖

2
�0 −1
1 0 �,  𝐼𝐼𝑧𝑧 = 1

2
�1 0
0 −1� 

 
      (4) 
 

𝑅𝑅�𝑥𝑥(𝜃𝜃) = � 𝑐𝑐 𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖 𝑐𝑐 �,𝑅𝑅

�𝑦𝑦(𝜃𝜃) = � 𝑐𝑐 𝑠𝑠
−𝑠𝑠 𝑐𝑐�,𝑅𝑅

�𝑧𝑧(𝜃𝜃) = �𝑧𝑧 0
0 𝑧𝑧∗� 

where c, s and z are defined as 𝑐𝑐 = cos(𝜃𝜃/2), 𝑠𝑠 =
sin(𝜃𝜃/2), 𝑧𝑧 = 𝑐𝑐 + 𝑖𝑖𝑖𝑖. The rotation operators for spin-1/2 
systems are rather easy because the elements of the 
powers of Pauli spin matrices are either zero or unity 
multiplied by a coefficient. 

One of the way of obtaining explicit expressions of the 
rotation operators for the spins greater than 1/2 can be 
done two-step numerical calculation. In the first step the 
sine and cosine series given in Eqn. (3) are summed up 
numerically to highest possible precision for each element 
of a spin matrix for certain angles between e.g. 0o and 
360o with definite intervals like 10o. Variations of real and 
imaginary elements of rotation matrices are numerical 
values obtained after sums obtained for each angle. In the 
second step, variations of each element of the rotation 
matrices as functions of rotation angles are fitted to a 
linear function. The exact fitting function 𝑟𝑟𝑖𝑖𝑗𝑗(𝜃𝜃), found 
after some trials, are determined and given in Eqn. (5), 
 
𝑟𝑟𝑖𝑖𝑖𝑖(𝜃𝜃) = ∑ 𝜉𝜉𝑝𝑝

(𝑖𝑖𝑖𝑖)cos𝐾𝐾−𝑝𝑝 �𝜃𝜃
2
� sin𝑝𝑝−1 �𝜃𝜃

2
�𝐾𝐾

𝑝𝑝=1    (5) 
 
where  𝐾𝐾 = 2(𝐽𝐽 + 1);     𝑖𝑖, 𝑗𝑗 = 1, 2, 3⋯𝐾𝐾, 𝜃𝜃 is 

rotation angle around x, y or z axis and 𝐽𝐽 is the value of 
spin (nuclear, electronic or coupled spins) and K is the 
number of terms of fitting function and 𝜉𝜉𝑝𝑝 is the 
coefficient of p’th term of linear fitting function which is 
determined by linear curve fitting process. The accuracies 
of all fitting processes were controlled by the value r 
which is known as goodness of fitting, and visually on 
simultaneous plots of original and fitted curves. The 
operators corresponding to spins smaller than 4 were 
published previously [29-30].  All rotation operator 
matrices obtained were tested by comparing to 
corresponding operators obtained from Wigner–d 
formula [8,19] and operators in polynomial equations 
given by Curtright et al. [20] and Curtright and Van Kortryk 
[21]. 

 
Results and Discussion 

 
Rotation operator elements corresponding to spin-4 

operators are calculated using Eqns. (3) and (5), as 
discusses in the text above. The compact fit function given 
in Eqn. (5) can be expanded as given below, 
 
𝑟𝑟𝑖𝑖𝑖𝑖 = 𝜉𝜉0𝑐𝑐8 + 𝜉𝜉1𝑐𝑐7𝑠𝑠1 + 𝜉𝜉2𝑐𝑐6𝑠𝑠2 + 𝜉𝜉3𝑐𝑐5𝑠𝑠3 + 𝜉𝜉4𝑐𝑐4𝑠𝑠4

 
  

+𝜉𝜉5𝑐𝑐3𝑠𝑠5 + 𝜉𝜉6𝑐𝑐2𝑠𝑠6 + 𝜉𝜉7𝑐𝑐1𝑠𝑠7 + 𝜉𝜉8𝑠𝑠8
      (6) 

 
Angular variation of rotation operator element 𝑟𝑟26 of 

operator matrix 𝑅𝑅𝑥𝑥(𝜃𝜃) and as an example, is given in 
Figure 1a. Angular variation of rotation operator element 
𝑟𝑟46 of operator matrix 𝑅𝑅𝑦𝑦(𝜃𝜃), as an example, is given in 
Figure 1b.  

 
 
 
 
 



Kocakoç, Tapramaz / Cumhuriyet Sci. J., 43(3) (2022) 510-514 

512 

   

Figure 1. a) The variation of the element r26 of the rotation operator Rx(θ) for spin-4 with rotation angle. b) The 
variation of the element r46 of the rotation operator Ry(θ) for spin-4 with rotation angle.   

The variation and graph of these elements according 
to the angle are given in Figure 1 a and b. As can be seen 
in Figure 1, the agreement was found to be perfect in the 
operations performed with the least squares method. 
Figure 1 shows the solid line fit function in a and b. 

 
𝑟𝑟26 = √175 𝑐𝑐4𝑠𝑠4 − √63 𝑐𝑐2𝑠𝑠6   (7) 

where other coefficients are zero. All nonzero 
elements of rotation operator matrices 
𝑅𝑅𝑥𝑥(𝜃𝜃),  𝑅𝑅𝑦𝑦(𝜃𝜃) and 𝑅𝑅𝑧𝑧(𝜃𝜃) were calculated similarly. 
Calculations were performed with the precision of 
 𝜀𝜀 = 10−9 and elements of rotation operators were given 
in Eqn. (8) and Table1.  

 

𝑅𝑅𝑥𝑥 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑟𝑟11 𝑖𝑖𝑖𝑖12 𝑟𝑟13
𝑖𝑖𝑖𝑖12 𝑟𝑟22 𝑖𝑖𝑖𝑖23
𝑟𝑟13 𝑖𝑖𝑖𝑖23 𝑟𝑟33

𝑖𝑖𝑖𝑖14 𝑟𝑟15 𝑖𝑖𝑖𝑖16
𝑟𝑟24 𝑖𝑖𝑖𝑖25 𝑟𝑟26
𝑖𝑖𝑟𝑟34 𝑟𝑟35 𝑖𝑖𝑟𝑟36

𝑟𝑟17 𝑖𝑖𝑖𝑖18 𝑟𝑟19
𝑖𝑖𝑖𝑖27 𝑟𝑟28 𝑖𝑖𝑖𝑖18
𝑟𝑟37 𝑖𝑖𝑖𝑖27 𝑟𝑟17

𝑖𝑖𝑟𝑟14 𝑟𝑟24 𝑖𝑖𝑖𝑖34
𝑟𝑟15 𝑖𝑖𝑖𝑖25 𝑟𝑟35
𝑖𝑖𝑟𝑟16 𝑟𝑟26 𝑖𝑖𝑖𝑖36

𝑟𝑟44 𝑖𝑖𝑖𝑖45 𝑟𝑟46
𝑖𝑖𝑖𝑖45 𝑟𝑟55 𝑖𝑖𝑟𝑟45
𝑟𝑟46 𝑖𝑖𝑖𝑖45 𝑟𝑟44

𝑖𝑖𝑖𝑖36 𝑟𝑟26 𝑖𝑖𝑖𝑖16
𝑟𝑟35 𝑖𝑖𝑖𝑖25 𝑟𝑟15
𝑖𝑖𝑖𝑖34 𝑟𝑟24 𝑖𝑖𝑖𝑖14

𝑖𝑖
𝑟𝑟17 𝑖𝑖𝑟𝑟27 𝑟𝑟37
𝑟𝑟18 𝑟𝑟28 𝑖𝑖𝑖𝑖27
𝑟𝑟19 𝑖𝑖𝑖𝑖18 𝑟𝑟17

𝑖𝑖𝑖𝑖36 𝑟𝑟35 𝑖𝑖𝑖𝑖34
𝑟𝑟26 𝑖𝑖𝑖𝑖25 𝑟𝑟24
𝑖𝑖𝑟𝑟16 𝑟𝑟15 𝑖𝑖𝑖𝑖14

𝑟𝑟33 𝑖𝑖𝑖𝑖23 𝑟𝑟13
𝑖𝑖𝑖𝑖23 𝑟𝑟22 𝑖𝑖𝑖𝑖12
𝑟𝑟13 𝑖𝑖𝑟𝑟12 𝑟𝑟11⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 

𝑅𝑅𝑦𝑦 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑟𝑟11 𝑟𝑟12 −𝑟𝑟13

−𝑟𝑟12 𝑟𝑟22 𝑟𝑟23
−𝑟𝑟13 −𝑟𝑟23 𝑟𝑟33

−𝑟𝑟14 𝑟𝑟15 𝑟𝑟16
−𝑟𝑟24 −𝑟𝑟25 𝑟𝑟26
𝑟𝑟34 −𝑟𝑟35 𝑟𝑟36

−𝑟𝑟17 −𝑟𝑟18 𝑟𝑟19
𝑟𝑟27 −𝑟𝑟28 −𝑟𝑟18
𝑟𝑟37 𝑟𝑟27 −𝑟𝑟17

𝑟𝑟14 −𝑟𝑟24 −𝑟𝑟34
𝑟𝑟15 𝑟𝑟25 −𝑟𝑟35

−𝑟𝑟16 𝑟𝑟26 −𝑟𝑟36

𝑟𝑟44 𝑟𝑟45 −𝑟𝑟46
−𝑟𝑟45 𝑟𝑟55 𝑟𝑟45
−𝑟𝑟46 −𝑟𝑟45 𝑟𝑟44

𝑟𝑟36 𝑟𝑟26 𝑟𝑟16
−𝑟𝑟35 −𝑟𝑟25 𝑟𝑟15
𝑟𝑟34 −𝑟𝑟24 −𝑟𝑟14

−𝑟𝑟17 −𝑟𝑟27 𝑟𝑟37
𝑟𝑟18 −𝑟𝑟28 −𝑟𝑟27
𝑟𝑟19 𝑟𝑟18 −𝑟𝑟17

−𝑟𝑟36 −𝑟𝑟35 −𝑟𝑟34
𝑟𝑟26 𝑟𝑟25 −𝑟𝑟24

−𝑟𝑟16 𝑟𝑟15 𝑟𝑟14

𝑟𝑟33 𝑟𝑟23 −𝑟𝑟13
−𝑟𝑟23 𝑟𝑟22 𝑟𝑟12
−𝑟𝑟13 −𝑟𝑟12 𝑟𝑟11⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 

𝑅𝑅𝑧𝑧 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑧𝑧11 0 0 0 0 0 0 0 0
0 𝑧𝑧22 0 0 0 0 0 0 0
0 0 𝑧𝑧33 0 0 0 0 0 0
0 0 0 𝑧𝑧44 0 0 0 0 0
0 0 0 0 𝑧𝑧55 0 0 0 0
0 0 0 0 0 𝑧𝑧44∗ 0 0 0
0 0 0 0 0 0 𝑧𝑧33∗ 0 0
0 0 0 0 0 0 0 𝑧𝑧22∗ 0
0 0 0 0 0 0 0 0 𝑧𝑧11∗⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
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Table 1. Elements of rotation operators for spin 4 
  

𝑟𝑟11 = 𝑐𝑐8 𝑟𝑟28 = 𝑠𝑠8 − √49𝑐𝑐2𝑠𝑠6 

𝑟𝑟12 = √7𝑐𝑐7  𝑟𝑟33=𝑐𝑐8 − √144𝑐𝑐6𝑠𝑠2 

𝑟𝑟13 = −√28 𝑐𝑐6𝑠𝑠2 𝑟𝑟34 = √18𝑐𝑐7𝑠𝑠 − √450𝑐𝑐5𝑠𝑠3 + √200𝑐𝑐3𝑠𝑠5 

𝑟𝑟14 = −√56𝑐𝑐5𝑠𝑠3 𝑟𝑟35 = √640𝑐𝑐4𝑠𝑠4 − √90(𝑐𝑐6𝑠𝑠2 + 𝑐𝑐2𝑠𝑠6) 

𝑟𝑟15 = √70𝑐𝑐4𝑠𝑠4 𝑟𝑟36 = √200𝑐𝑐5𝑠𝑠3 + √450𝑐𝑐3𝑠𝑠5 − √18𝑐𝑐𝑠𝑠7 

𝑟𝑟16 = √56𝑐𝑐3𝑠𝑠5 𝑟𝑟37 = √225𝑐𝑐4𝑠𝑠4 − √144𝑐𝑐2𝑠𝑠6 + 𝑠𝑠8 

 𝑟𝑟17 = −√28𝑐𝑐2𝑠𝑠6 𝑟𝑟44 = 𝑐𝑐8 − √225𝑐𝑐6𝑠𝑠2 + √900𝑐𝑐4𝑠𝑠4 − √100𝑐𝑐2𝑠𝑠6 

𝑟𝑟18 = −√7𝑐𝑐𝑠𝑠7 𝑟𝑟45 = √20(𝑐𝑐7𝑠𝑠 + 𝑐𝑐𝑠𝑠7) + √720(𝑐𝑐3𝑠𝑠5 − 𝑐𝑐5𝑠𝑠3) 

𝑟𝑟19 = 𝑠𝑠8 𝑟𝑟46 = 𝑠𝑠8 − √100𝑐𝑐6𝑠𝑠2 + √900𝑐𝑐4𝑠𝑠4 − √225𝑐𝑐2𝑠𝑠6 

𝑟𝑟22 = 𝑐𝑐8 − √49𝑐𝑐6𝑠𝑠2 𝑟𝑟55 = 𝑐𝑐8 − √256(𝑐𝑐6𝑠𝑠2 + 𝑐𝑐2𝑠𝑠6) + 𝑠𝑠8 

𝑟𝑟23 = √14𝑐𝑐7𝑠𝑠 − √126𝑐𝑐5𝑠𝑠3 

𝑧𝑧11 = 𝑐𝑐8 − 28(𝑐𝑐6𝑠𝑠2 + 𝑐𝑐2𝑠𝑠6) + 70𝑐𝑐4𝑠𝑠4 + 𝑠𝑠8
+ 8𝑖𝑖(𝑐𝑐7𝑠𝑠 − 𝑐𝑐𝑠𝑠7)
+ 56𝑖𝑖(𝑐𝑐3𝑠𝑠5 − 𝑐𝑐5𝑠𝑠3) 

𝑟𝑟24 = √175𝑐𝑐4𝑠𝑠4 − √63𝑐𝑐6𝑠𝑠2 
𝑧𝑧22 = 𝑐𝑐8 + 14(𝑐𝑐2𝑠𝑠6 − 𝑐𝑐6𝑠𝑠2) − 𝑠𝑠8 + 6𝑖𝑖(𝑐𝑐7𝑠𝑠 + 𝑐𝑐𝑠𝑠7)

− 14𝑖𝑖(𝑐𝑐5𝑠𝑠3 + 𝑐𝑐3𝑠𝑠5) 

𝑟𝑟25 = √140(𝑐𝑐3𝑠𝑠5 − 𝑐𝑐5𝑠𝑠3) 
𝑧𝑧33 = 𝑐𝑐8 − 4(𝑐𝑐6𝑠𝑠2 + 𝑐𝑐2𝑠𝑠6) − 10𝑐𝑐4𝑠𝑠4 + 𝑠𝑠8

+ 4𝑖𝑖(𝑐𝑐7𝑠𝑠 + 𝑐𝑐5𝑠𝑠3 − 𝑐𝑐3𝑠𝑠5 − 𝑐𝑐𝑠𝑠7) 

𝑟𝑟26 = √175𝑐𝑐4𝑠𝑠4 − √63𝑐𝑐2𝑠𝑠6 
𝑧𝑧44 = 𝑐𝑐8 + 2(𝑐𝑐6𝑠𝑠2 − 𝑐𝑐2𝑠𝑠6) − 𝑠𝑠8 + 2𝑖𝑖(𝑐𝑐7𝑠𝑠 + 𝑐𝑐𝑠𝑠7)

+ 6𝑖𝑖(𝑐𝑐5𝑠𝑠3 + 𝑐𝑐3𝑠𝑠5) 
𝑟𝑟27 = √126𝑐𝑐3𝑠𝑠5 − √14𝑐𝑐𝑠𝑠7 𝑧𝑧55 = 1 

Conclusions 
 

Spin-based quantum computing uses qubit systems 
(spin-1/2, single electron or proton), qutrit systems (spin-
1, electron pair or nuclei), and qudit systems (spin>1). 
Present studies on spin-based quantum computation 
system concentrate mainly on qubit system, but higher 
spin system also seem to be promising. Besides the nuclei 
with higher spins, carbon nanotubes or fullerenes may 
contain two, three or more unpaired electrons therefore, 
it seems necessary to establish the theoretical 
foundations of large spin systems. Since EPR spectroscopy 
can work in different spin systems, it is evident that 
quantum mechanical spin operators, some basic quantum 
gates corresponding quantum rotation operators will 
encourage investigation for spin systems greater than 
spin-1/2. 

Quantum mechanical rotation operators RX(θ), RY(θ) 
and RZ(θ) corresponding to spin-4 were formed by series 
expansion of exponential operator and variations 
generated for each element of rotation operator were 
fitted by least squares procedure to linear functions of 
sines and cosines. The operators RX(θ) and RZ(θ) in matrix 
forms are symmetric, and RY(θ) is antisymmetric. The 
rotation operators found can be used to determine the 
rotations of the corresponding spins or dipoles around 
three Cartesian coordinates. It is expected that it can form 
a basis for its implementation for spin-4 or equivalent 
magnetic dipole systems. 
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Introduction 

Some insulators and semiconductors emit light when 
they are stimulated by heat after absorbing radiation dose 
from some radiation source such as beta source. This special 
emitting light is called as thermoluminescence (TL). The 
energy of the emitted TL light is different from the absorbed 
energy due to radiative transition between localized and 
delocalized band in the structure. In the TL process, an 
insulator absorbs radiation energy then electron-hole pairs 
are generated in conduction and valance band. The charge 
carriers (electrons and holes) are trapped by electron and 
hole traps (also known as localized energy levels) found in 
forbidden bandgap. The traps are metastable states in the 
forbidden bandgap. These are defects such as vacancy, 
dislocations and impurity atoms. Without applying thermal 
energy, the charge carries stay in the traps. When enough 
thermal energy is given to the solid, these charge carriers 
release from traps and moves into the delocalized bands 
(conduction and valance band). Finally they recombine 
radiatively with their opposite charges in the recombination 
center and thermoluminescence light emits. In the TL 
studies, the variation of TL light intensity as a function of 
temperature is obtained to know informations about 
structure of the material.  The graph given in figure1 is called 
as TL glow curve. And also, in dosimetric studies, the 
absorbed radiation dose is calculated by calculating area 
under the TL glow curve. 

 In the Figure1, each peak generally represents a trap. The 
TL glow curve has four peaks in the Figure1. Each trap is 
evicted completely at specific peak temperature. 

A trap found in the sample is characterized by kinetic 
parameters such as activation energy (Ea), frequency factor 
(s), kinetic order (b) and carrier concentration (no). Activation 
energy, also known as trap depth, is the required energy to 
release carriers in the trap. Kinetic order gives the relation 

between the rate of retraping and recombination. Frequency 
factor is the number of attempt of carrier to escape from the 
trap. The carrier concentration gives the number of trapped 
carrier and peak integral generally gives it. Trap depth or 
activation energy (Ea) is required energy, expressed in 
electronvolt, to release charge carrier (electron or hole) from 
trap to conduction or valance band of a crystal. These traps 
are metastable state or level within the forbidden bandgap. 
 

 

Figure 1. An example of TL glow curve [1] 

 
The metastable state can be electon trap near to the 

conduction band or hole trap near to the valance band, or a 
luminescence center (recombination center) near to the 
middle of bandgap [2-5]. The trap depth for electron trap is 
measured from the trap to the bottom of conduction band 
and for the hole trap from trap to top of the valance band. 

http://xxx.cumhuriyet.edu.tr/
https://orcid.org/0000-0002-0333-1740
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In the dosimetric studies, reusability (also known as 
reproducibilty) effect plays important role. At every usage 
of radiation dosimeter, different TL glow curve may be 
obtained and this is undesired result. For a good 
dosimeter, same TL glow curve is desired at the end of 
each reading. 

In this study, it is investigated that how the dosimetric 
trap depths of the traps found in the four natural calcite 
minerals are affected by reusable of them as a dosimeter. 
 
Samples and Methods 

 
Four different natural calcite minerals were used in 

this work. They are tagged as sample1, sample2, sample3 

and sample4. The TL glow curves of the four samples were 
obtained after irradiation sample by a beta source and 
read out by a TLD reader. All examples were irradiated 
about 36 Gy at room temperature with a point beta source 
(90Sr-90Y) which delivers 0.040 Gy/s. Its activity is about 
3.7 GBq (100 mCi). Glow curve measurements were made 
using a Harshaw TLD System 3500 Manual TLD Reader at 
1 oC/s heating rate experiment. The irradiator and the TLD 
Reader were shown in Figure 2. The kinetic parameters of 
the traps found in the samples were obtained by a 
computerised glow curve deconvulation (CGCD) method 
developed by Afouxenidis et al [6] 
 
 

 
 

 

Figure 2. (a) Irradiator and (b) TLD Reader 

When the glow curve has overlapping peaks it is suitable 
to use Computer Glow Curve Deconvolution Method  
program, which become popular way to study the 
trapping parameters parameters such as trap depth (Ea), 
frequency factor (s), and kinetic order (b) from 
thermoluminescence glow curves in recent years [7]. In 
this method, the TL intensity-Temperature data is 
imported to the program and several satellite peaks are 
simulated by entering kinetic parameters. Due to the 
suitable simulated satellite peaks, a simulated TL glow 
curve is created. The main aim in the program that 
superimpose experimental TL glow curve and simulated 
TL glow curve on each other. Then this simulated curve is 
fitted to experimental curve. 
 
Results and Discussion 

In the results part the fitted glow curves of the four 
samples and their variation of trap depth as a function of 
reusability were given. 

 
Calcite sample1 
In the Figure 3 (a) the fitted TL glow curve of one of the 

repeat experiment for the sample1 is given. The TL glow 
curve is fitted with six satellite peaks which locate at 
different temperatures. The Figure of merite (FOM) for 
this cycle of measurement was found 0.947%.  The 
variation of the activation energies of two main satellite 
peaks located at ~140 oC and at ~320 oC are given in the 
Figure 3(b). The activation energy of the peak at ~140 oC 
does not affected by the repeat of experiment and found 
0.6 eV but there is a change for the activation energy of 
the peak at ~320 oC. Its value fluctuates from 1.8 eV to 2. 
1eV. Besides these, the FOM values for the fitted TL glow 
curves of each cycle is given Table 1.  The standard 
deviation for the peak at ~140 oC and at ~320 oC are 
1.57% and 7.07%, respectively. 
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Figure 3. For the sample1: (a) The fitted TL glow curve of one of the cycle of measurement, (b) variation of 
activation energy of two main peaks. 

 
Table 1. The values of Figure of merit (FOM) for the six cycle of measurements 

 Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5 Cycle 6 
FOM (%) 1.29 1.06 1.2 1.01 1.26 1.05 

Calcite sample2 
The fitted TL glow curve and their five satellite peaks for the second calcite sample are shown in Figure 4 (a). The 

reusability of this sample is investigated via three trap depths located at ~90 oC, ~140 oC and ~245 oC shown in Figure 
4(b). It is seen that the peak at ~90 oC is more stable than others at ~140 oC and ~245 oC. The standard deviation for 
the peak at ~90 oC, ~140 oC and ~245 oC are 5%, 6.2%, and 5.2%, respectively. For the second calcite sample, the FOM 
values for the fitted TL glow curves of each cycle is given Table 2 
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Figure 4. For the sample2: (a) The fitted TL glow curve of one of the cycle of measurement, (b) variation of 
activation energy of three main peaks. 

Table 2. The values of Figure of merit (FOM) for the six cycle of measurements 
 Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5 Cycle 6 
FOM (%) 1.74 2.23 2.38 2.2 1.35 1.55 

 
Calcite sample3 

The TL glow curve of the third calcite sample is fitted by six satellite peaks shown in Figure 5(a). The FOM values of the 
each cycle is given in the Table 3.  The variation of the traph depths of three main peaks at ~115 oC, ~245 oC and ~290 
oC as a function of repeat of experiment is drawn in Figure 5(b). The stabilities of the peak at ~115 oC and ~245 oC are 
better than the peak at ~290 oC. The standard deviation for the peak at ~115 oC, ~245 oC and ~290 oC are 0%, 3.8%, 
and 12.5%, respectively. 
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Figure 5. For the sample3: (a) The fitted TL glow curve of one of the cycle of measurement, (b) variation of 
activation energy of three main peaks. 

Table 3. The values of Figure of merit (FOM) for the six cycle of measurements 
 Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5 Cycle 6 
FOM (%) 3.03 2.91 2.89 2.74 2.49 2.32 

 
Calcite sample4 
For the last calcite sample, the fitted TL glow curve of one of the cycles is obtained by using five satellite peaks shown 

in Figure 6(a). In the Table 4, all FOM values for each cycle of the fourth calcite sample are tabulated. Like other samples, 
the stabilities of the traph depths of three main traps located at ~115 oC, ~225 oC and ~340 oC are investigated in Figure 
6(b). It is seen that the trap depth of the trap at ~115 oC is more stable than of the traps at ~225 oC and ~340 oC. The 
standard deviation for the peak at ~115 oC, ~225 oC and ~340 oC are 0.6%, 12.7%, and 6.3%, respectively. 
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Figure 6. For the sample4: (a) The fitted TL glow curve of one of the cycle of measurement, (b) variation of 
activation energy of three main peaks. 

Table 4. The values of Figure of merit (FOM) for the six cycle of measurements 
 Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5 Cycle 6 
FOM (%) 1.23 1.86 1.31 1.63 1.74 1.24 

 
Conclusion 

Trap depth (activation energy) is one of the kinetic 
parameters of a trap. It is the required stimulation energy 
to evict all trapped charge carriers from the trap. The kinetic 
parameters are found by several methods.  Computer glow 

curve deconvulation (CGCD) or computerised curve 
deconvolution (CCD) is a analysis program to get kinetic 
parameters of traps. The computerised curve 
deconvolution (CCD) analysis of thermoluminescence (TL) 
glow curves and optically stimulated luminescence (OSL) 
decay curves into their individual glow peaks and 
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components respectively have been recognised over the 
last 30 years to be of major importance[6, 8-12]. The main 
aim in the program that superimpose experimental TL glow 
curve and simulated TL glow curve on each other. Then this 
simulated curve is fitted to experimental curve. The 
goodness of fit is tested by using the figure of merit (FOM) 
[13,14]. Generally, in the cases of experimental TL glow-
curves the fit is acceptable for FOM% values less than 2%.  

The FOM is a very convenient expression to take as 
ameasure of goodness of fit: 

 
where Ji= first channel in the region of interest, Jf=  last 

channel in the region of interest, yj = information content j, 
y(xj) = value of the fitting function in channel j, A= integral 
of the fitted glow curve in the region of interest. It can be 
said that if the values of the FOM are between 0.0% and 
2.5% the fit is good, 2.5 % and 3.5% the fit is fair, and > 3.5% 
it is bad fit [1,3]. In this study, the effects of repeat of 
experiment on the trap depth of the main traps found in 
four different natural calcite (CaCO3) samples were 
investigated. For the four samples, a simulated TL glow 
curve with several satellite peaks is fitted to the 
experimental TL glow curve. Their FOM values are given in 
table 1, 2, 3 and 4. The FOM values of all cycles (repeat) for 
the sample1 and 4 are in the range of acceptable value (< 
2%). Although some of cycles for the sample2 and all of the 
cycles for the sample3 have bigger FOM values but they are 
very close to 2%.   Generally, the trap depth of the trap 
found at ~100oC is not affected by the cycle of 
measurement (repeat of experiment) for all samples. Its 
value is about 0.6eV with very small standard deviation. 
However, the trap depths of the traps found at higher 
temperature region between 200oC  and ~350oC fluctuate 
between 1.4eV and 2.1eV.  It means repeat of experiment 
with higher temperature changes the  structure of the 
traps. In the other words, there is a trap conversion 
between too close traps with repeat of experiment due to 
the higher temperature [2,15]. The stabilizing the trap 
structure can be achieved by annealing preparation. In 
order to prepare a thermoluminescent material for use, it 
is needed to perform a thermal treatment, usually called 
annealing, carriedout in oven or/and furnace, which 
consists of heating up the TL samples to a predetermined 
temperature, keeping them at that temperature for a 
predetermined period of time and then cooling down the 
samples to room temperature [16,17]. 
In conclusion, the trap depths of shallow traps are almost 
unaffected by the repeat of experiment but the reusage of the 
sample changes the traph depths of deeper traps.  
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The purpose of this research is to observe and understand the processes by which gamma rays are attenuated 
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(0.463 cm-1).  The obtained results have been compared to the other absorbers. As a result of that, linear 
attenuation coefficient and the mass attenuation coefficient are higher for stainless steel and better radiation 
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increasing. 
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Introduction 

There are two main types of ionizing radiation. First, 
the directly ionizing radiations such as the alpha particle, 
beta particles and many other charged particles ionize 
atoms of their target material due to columbic 
interactions with the electrons of the material, and the 
amount of kinetic energies of these particles determines 
the amount of this columbic force [1-5]. Second, indirectly 
ionizing radiations are neutral particles such as high 
energy photons and neutrons which do not directly ionize 
atoms but undergo interactions to eject an energetic 
electron called the secondary electron. Despite the fact 
that a large number of possible interaction mechanisms of 
gamma rays with matter are known, three processes are 
most important in the attenuation of gamma rays by 
matter [6-9]. These processes of interaction are 
photoelectric effect, Compton scattering and pair 
production. In each of these processes an ionizing particle, 
usually an electron, is produced which can subsequently 
be detected. Photoelectric interactions are dominate at 
low energies (up to several hundred keV) and pair 
production at high energies (more than 5 MeV) with 
Compton scattering being most important in the mid- 
energy range [10-12]. Compton scattering refers to an 
inelastic scatter between a photon and a particle (usually 
electron). When an incident photon of relative high 
energy comes to interact with an atom, the bound 
between electron and nuclei is weak, indicating that we 
can regard the electron as nearly free and use the 
Compton scattering model [13-15]. 

Nowadays, there are a large number of experimental, 
theoretical and simulation studies have been applied on 
the absorbed dose and radiation shielding parameters in 
different ways [16-24]. Therefore, the linear attenuation 

coefficient, the mass attenuation coefficient, Half Value 
Layer, Tenth Value Layer and Mean Free Path are a useful 
parameters that must be known to design and choose a 
shielding material. Furthermore, gamma ray buildup 
factor is a useful parameter for calculating radiation 
shielding, absorbed dose and protection, have been 
usually studied by practical measurements and theoretical 
calculation [25-28]. 

In this research, 60Co source used in this work should 
be transported in its carrying brick, always handle 
remotely and requires appropriate shielding to reduce the 
dose rate at all exposed areas to less than 2.5 mSv/hr [6]. 
The linear attenuation coefficient and gamma ray buildup 
factors were determined for three shielding absorbers. 
Then, obtained values of the parameters compared with 
the theoretical values.  

. 
Theoretical Calculation 

 
This section summarize theoretical relations which 

have been used for the determination linear attenuation 
coefficient μ , mass attenuation coefficient µ_m, half 
value layer HVL, mean free path MFP and buildup factor 
B. Basically, According to Lambert-Beer’s law, gamma rays 
are attenuated passing through an absorber [18]. 
Probability, some of the gamma rays travel through the 
thickness without interaction leading to the transmission 
of the gamma rays. The intensity of the transmitted beam 
at any thickness of the absorber can be described in the 
following equation: 

 
𝐼𝐼 =  𝐼𝐼0𝑒𝑒−µ𝑥𝑥     (1) 
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Where μ, cm-1 is the linear attenuation coefficient of 
the absorber. I0 is the initial intensity of the gamma ray, I 
is transmitted intensity of the gamma ray and x, cm is 
thickness. Rearrange of equation (1) gives the following 
equation for linear attenuation coefficient. 
 
𝜇𝜇 = 1

𝑥𝑥
𝑙𝑙𝑙𝑙 �𝐼𝐼0

𝐼𝐼
�      (2) 

 
The linear attenuation coefficient is the sum of the 

contributions to attenuation coefficient for each type of 
interaction, as [10]; 
 
𝜇𝜇 = 𝜇𝜇𝑝𝑝ℎ + 𝜇𝜇𝐶𝐶 + 𝜇𝜇𝑃𝑃    (3) 
 

Here ph, C and P denote photoelectric absorption, 
Compton scattering and pair production, respectively.  

Mass attenuation coefficient can be described as a 
ratio of the linear attenuation coefficient to unit density 
(ρ) of the absorber with unit (cm^2/g) [29]. It can be a 
useful coefficient due to only the atomic composition of 
the attenuator is taken into account and not the individual 
density of the absorber. Thus, using equation (4), mass 
attenuation coefficient from linear attenuation coefficient 
can be calculated as: 
 
µ𝑚𝑚 = (μ)

(ρ)     (4) 

 
The half value layer (HVL) with unit cm is also called 

the half value thickness. It can be defined as the thickness 
of the absorber at which the transmitted intensity is one-
half the incident intensity for the gamma ray [30, 31]. The 
HVL depends on the linear attenuation coefficient values 
and can be calculated by the following formula:  
 
𝐻𝐻𝐻𝐻𝐻𝐻 = 𝑙𝑙𝑙𝑙2

𝜇𝜇
     (5) 

The linear attenuation coefficient is inversely related 
to mean free path (MFP) which is the average distance 
between two successive collisions during gamma ray 
travels in matter [32], it can be expressed as: 
 
𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝜇𝜇
     (6) 

 
Buildup factor (B) is a useful parameter that shows the 

ratio of the total radiation quantity at a given point to the 
number un-collided photons [33]. So, this parameter 
depends on energy of the photon, linear attenuation and 
thickness of the absorber. The schematic arrangement of 
the narrow-beam geometry is shown in figure (1). It shows 
the thickness of the absorber which placed between the 
source and the detector. In this circumstance, the 
detector is able to detect only those photons that suffers 
no collision with the absorber. The narrow-beam 
geometry can be expressed in the following expression. 
 
𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔
𝐼𝐼0

= 𝑒𝑒−µ𝑥𝑥     (7) 
Figure 2 shows broad- beam geometry which 

scattered photons in the absorber are able to reach the 
detector. The broad-beam geometry can be written in the 
following expression. 

 
𝐼𝐼𝑏𝑏𝑏𝑏𝑏𝑏
𝐼𝐼0

= 𝑒𝑒−µ𝑥𝑥       (8) 

 
Hence, based on  equations 6 and 7, the buildup factor 

can be calculated in the following relation [34].  
 

𝐵𝐵 =
𝐼𝐼𝑏𝑏𝑏𝑏𝑏𝑏 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔
    (9) 

 

 

Figure 1. Attenuation of the gamma ray under conditions of narrow-beam geometry 
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Figure 2. Attenuation of the gamma ray under conditions of broad-beam geometry 

Methodology 
 
Figure 3 shows schematic picture for the electric 

system which used in this paper. The absorbers used as 
shield are iron, concrete and aluminium. Start by building 
a well shielded enclosure and inserting the 7 MBq 60Co 
source at one end. The radioactive source emits gamma 
rays with energies value 1.332 MeV. The energy spectra in 
this work obtained from NaI(TI) scintillation detector were 
analyzed by the maestro program. Place absorber 
between the source and the detector, and measure 
gamma ray attenuation versus absorber thickness. 

Buildup factor is measured by two methods. First, for 
narrow-beam geometry, the distance between the point 
source and the absorber was 14 cm and the distance 
between the detector and the point source is 47 cm. At 

the beginning, an initial measurement was recorded 
without using any absorber. Then, this step was repeated 
for different thickness of the absorber and Data 
acquisition time was chosen as 120 seconds for each 
shielding absorber. As a result of that, only those gamma 
rays are allowed to reach the detector which traverse the 
absorber without undergoing any collision.  

Second, for broad-beam geometry, the distance 
between the point source and the detector was increased 
in which scattered gamma rays in the thickness absorber 
are also able to reach the detector after collisions. So, 
using different absorber in both narrow-beam and broad-
beam geometry, we can count number of gamma rays 
passed through these absorbers for various absorber 
thickness. 

 
 

 

Figure 3. Diagram of the experimental set up 

Results and Analysis 
 
Calculation of the gamma ray attenuation coefficient 

for aluminium, iron and stainless steel are carried out 
using both narrow-beam and broad-beam geometries to 
calculate Ln(I/Io). Figures 4 obviously shows the Ln(I/Io) as  

 
 
functions of the absorber thickness for both narrow-beam 
and broad-beam geometrical arrangement using 60Co 
source 
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Figure 4. Comparison Ln (I/Io) as a function of the absorber thickness for both narrow-beam and broad-beam 
geometries using (a) aluminium (b) iron (c) stainless steel 

 
Table 1 demonstrates the experimental values of the 

gamma ray linear and mass attenuation coefficients for 
three types shielding absorber. They were obtained by 
measuring the intensities of gamma rays passed through 
the various absorbers. It is evident from this table the 
linear and mass attenuation coefficient for aluminum has 
the lowest value, and for stainless steel it is the highest. 
The highest linear and mass attenuation coefficient are 

due to its containment of high atomic number and high 
density that are more effective for gamma ray 
attenuation. On other hand, the lowest values of the 
linear and mass attenuation coefficient indicate higher 
penetration depth. The experimental µ and µm values 
were compared the theoretical µ and µm values [35, 36]. 
It is clearly demonstrate that the experimental results 
agree with the theoretical values 

 
 
Table 1. Values of the experimental and theoretical linear and mass attenuation coefficient for three types shielding 

absorber. 
Source Atomic 

number 
ρ 

(g/ cm3) 
Experimental 

 (cm-1) 
Theoretical 

 (cm-1) 
Experimental 

 (cm2/g) 
Theoretical 

 (cm2/g) 
Aluminium 13 2.74 0.1485 0.137 0.0542 0.052 

Iron 26 7.86 0.4359 0.421 0.0554 0.0535 
Stainless steel 28 7.9 0.463 0.462 0.0586 0.0585 

Another parameters measured in this work for the 
gamma ray interaction with absorbers are half value 
layers and mean free path. The experimental and 
theoretical gamma ray half value layers and mean free 
path of shielding absorbers are shown in Table 2. It is clear 
that the stainless steel has the lowest values of both half 

value layer and mean free path. While, aluminium has the 
highest value of both parameters due to it is has poor 
atomic number. It is also showed that the experimental 
results and theoretical values for both parameters are a 
good agreement. 

 
 
Table 2. Values of the experimental and thoretical half value layer and mean free path for three types 
        shielding absorber 

Source Experimental 
HVL (cm) 

Theoretical 
HVL  (cm) 

Experimental 
MFP (cm) 

Theoretical 
MFP (cm) 

Aluminium 4.668 5.059 6.734 7.299 
Iron 1.59 1.646 2.294 2.475 

Stainless steel 1.497 1.5003 2.16 2.1645 

Buildup factor is also useful parameter in designing 
any radiation shielding. Buildup factor of shielding 
absorbers are measured using narrow-beam and broad-
beam geometry and are given in Table 3. It is observed 
that as the thickness shielding absorber increases, the 
buildup factor increases. Hence, buildup factor values rely 
on the atomic number.  

 

Nevertheless, the table indicates that broad-beam 
geometry values are bigger than narrow-beam geometry 
values due to there are no scattered gamma rays for 
narrow-beam geometry. Figure 5 shows comparison 
buildup factor as a function of penetration depth. 
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Table 3. Values of broad-beam geometry and narrow-beam geometry and buildup factor for three shielding absorber 
Source Thickness (cm) Broad-beam geometry Narrow-beam geometry Buildup factor 

Aliminum 

0 292.6033 148.7733 1 
1 271.67 127.87 1.080236367 
2 218.1233 100.89 1.0992582 
3 194.675 86.34 1.146420427 
4 166.3867 73.53 1.150534958 
5 134.6722 54.226 1.262746466 

Iron 

0 351.18 195.9067 1 
1 236.7533 122.53667 1.07782805 
2 149.25 76.34 1.090640696 
3 88.31667 43.49667 1.132677283 
4 62.11333 30.5 1.136068422 
5 39.155 17.41 1.254607767 

Stainless steel 

0 323.09 189.677 1 
1 198.89 109.5433 1.06590447 
2 129.75 70.436 1.081443507 
3 75.22 39.928 1.10597912 
4 48.91 25.433 1.128992943 
5 30.65 14.96 1.202790644 

 

 

Figure 5. Buildup factor as a function of absorber thickness for aluminium, iron and stainless 
steel 

Conclusion 
 

In this paper, gamma ray attenuation parameters of 
three types shielding absorbers have been investigated 
and discussed in terms of gamma ray attenuation 
coefficient and buildup factor at 1.332 MeV energy. The 
result shows that the linear and mass attenuation 
coefficient decrease with increasing atomic number and 
density of the absorber. Thus, stainless steel appears to 
the best gamma ray absorber among the three absorbers 
under consideration due to its higher value for linear and 
mass attenuation coefficient. The results of HVL, and MFP  
were also determined for three absorbers. Clearly, 
aluminium absorber has the highest value of the above  
 
 
 
 

 
 
parameters and stainless steel absorber has the lowest 
values. The lower HVL and MFP values of any shielding 
absorber are better for shielding purposes.  

Furthermore, the data shows that broad-beam 
geometry values are always greater than narrow-beam 
geometry values. It is noticed that the buildup factor for 
aluminum has higher value due to it has a lower atomic 
number compared to other absorbers. So, it is easy for 
gamma ray to scatter and pass through this absorber.  
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This work investigates the chemical and radiological characterizations of the dust coming from Sahara in North 
Africa to Batman city in the southeastern region of Turkey on 20 May 2017. According to meteorological maps, 
the source region of the dust storm that took place in Batman was found to be Libya, which is supported by the 
NOAA HYSPLIT model’s back trajectory analysis. XRD analyses show that the common minerals of the dust 
samples are quartz, feldspars, calcite, dolomite, hematite and rutile. Chemical patterns of some major, minor 
and trace elements in dust samples are generally consistent with those of Saharan Dust composition. The heavy 
metals in the dust follow the decreasing concentration order: Mn > Zn > Cr >Ni > Cu > Pb. The enrichment factors 
(EF) of these elements show anthropogenic contamination effects with regard to Zn, Cr and S elements in dust 
samples. The corresponding values of the radionuclides, the absorbed dose rates in the air and the annual 
effective doses in the samples were also evaluated and compared to the internationally recommended values. 
The findings are supposed to be beneficial for tracking and evaluating any environmental pollution inventory in 
this area. 
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Introduction 

Dust storms are important source of dispersal of 
suspended dust. Mineral-containing dusts are the most 
common type of aerosol having a wide range of effects on 
human health [1]. The Sahara Desert (North Africa) is the 
most important source of mineral dust-containing 
aerosols in the world [2]. The Saharan Desert is a 
9.000.000 km² desert located in the north of Africa, 
separating the middle and the north of the continent 
(Figure 1). 

 

 

Figure 1. The Location of Sahara Desert. 

 
Turkey faces dust events originating from the African 

desert frequently. Every year, dust from the neighbouring 
and even far away countries comes to Turkey at certain 

periods. Especially in spring in March, April, May. On an 
annual average, 20 million tons of dust as wet or dry 
precipitate in our country either wet or dry. This red sand 
is thought to have emerged as a result of the erosion in 
the Great Sahara, Arabia, Iran and Syria around Turkey. 
The transported desert dust from different countries has 
significant effects on both human health and the 
flourishing parts of plants such as branches, leaves and 
flowers. The transport of dust aerosols from deserts (such 
as Sahara, Arabia) and semi-arid areas into and around 
Turkey is of great importance in terms of climate, land and 
marine ecosystems, and human activities and health. The 
main reason for dust transport is stated to be drought and 
desertification. 

Dust storms are generally occur in dry and arid areas. 
Dust particles transfer into the atmosphere due to vertical 
winds; and through these winds, they can be transported 
thousands of kilometers away. Most of these mineral-
containing dusts cause a great deal of damage to the 
environment and human health. On the other hand, these 
dusts cause a decrease in soil fertility and harm plants. 
These dust storms have an impact on human health 
because fine dust particles reach the airways and lungs, 
increasing the risk of chronic respiratory and lung diseases 
[3-5].  
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The effect of the Saharan dust storms on chemistry has 
been observed in the literature [6, 7-8]. In the literature, 
the dust has also been investigated for its radioactive 
content, which may effect human health [9]. However, 
Earth's radiation balance, which comes from the Saharan 
dust storms has been difficult to assess, due to limited 
observations from the surface in literature. No attempt 
about chemistry and radiological characterizations has 
been made yet to deal with dust storms in Turkey. In this 
study, the first observations were presented about the 
effect of a major dust storm having occurred on 20 May 
2017 on the chemistry and radiation balance in Batman 
city (southeastern Turkey) (Figure 2).  This study aims to 
provide information about the origins, the behaviors and 
the distributions of chemical and radiological 

characterizations in dust samples, which can be useful for 
epidemiological, geological and environmental 
management studies. In addition, soil samples from the 
same region were analyzed for comparison purposes. 

 

Materials and Methods 

The dust samples were collected from different 
locations on the roofs of the houses from the urban area 
of Batman (Figure 2). X-ray diffraction (XRD) analyses of 
three dust samples were carried out with Rigaku D/Max-
IIIC X-ray diffractometer. The Cu Kα radiation over the 
range was 10◦–70◦. 

 

 

Figure 2. a) The location of the study area in Turkey. b) Sampled Batman city. 

Five dust samples were made ready in pressed pellet 
forms for energy-dispersive x-ray fluorescence (EDXRF) 
analysis (Epsilon 5, PANalytical, Almelo, The Netherlands). 
The powder was dried at 105 ◦C for 4 hours. The dried 
pellets, which had a diameter of 40 mm and a uniform 
mass of 400 ± 2 mg, were prepared. 

The soil samples were collected from the locations 
close to where the dust samples were taken. The samples 
were powdered and dried for a full day at 110 °C so that 
the moisture they had could be removed and a uniform 
weight could be attained. Approximately 160 g of sample 
was transferred in gas-tight plastic polyethylene 
containers. Afterward, the containers were fully sealed for 
28 days to attain a secular equilibrium between 226Ra and 
222Rn with their daughter nuclei. 

The activities of 238U, 232Th, 40K and 137Cs in the samples 
were employed utilizing a coaxial germanium detector 
(HPGe) supplied by Canberra, USA. The energy resolution 
was 1.9 keV for 1332 keV gamma-ray peaks of 60Co with a 
relative efficiency of 15%. The detector was shielded in a 
10 cm lead shield to lessen the background radiation and 
was concentric with a thin layer of copper. An empty 
container was counted in the same manner and geometry 
as the samples in order to determine the background 
distribution around the detector. The background spectra 
were utilized so as to correct the net peak area of the 
gamma rays of the measured natural radionuclides [10, 

11-12]. The calibrations of the detector were described in 
detail in earlier works [13-14]. 

The activities of 238U and 232Th were determined using 

the characteristic -lines of 351.9 keV from 214Pb and 609.3 

keV from 214Bi and -lines of 583.1 keV from 208Tl and 911.1 
keV from 228Ac, respectively. The contents of 40K and 137Cs 
were estimated via its characteristic gamma-ray emission 
line at 1460.8 keV and 661.6 keV, respectively. 

The activity concentration of radionuclides in the 
sample units in Becquerel per kilograms (Bq.kq-1) were 
calculated by the Equation below; 

 
A=C/(ϵ xP x W x t)                                   (1) 
 
where A is the activity of a radionuclide, C is the net 

count of a peak at energy E, ε is the measured photo-peak 
efficiency, P is the probability of the gamma-ray line in a 
radionuclide, W is the weight of the sample in kilograms 
and t is the counting live time 

 

Results and Discussion  
 

Meteorological Conditions and Trajectory 
Analysis 

Meteorological conditions on the Mediterranean 
Basin and surrounding continents vary seasonally and 
often cause the transport of air masses through different 
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regions. The Mediterranean region is known as the region 
where cyclonic activities occur frequently all year round. 
Figure 3 presents 850 Mb geopotential height maps to 
demonstrate atmospheric circulation in the region and 
the transport of the air mass between 17-20 May 2017. 
The meteorological condition, which caused dust 
transport to Turkey, is associated with a deep low-
pressure center located between the northeast of Libya 
and the southwest of Turkey on 17 and 18 May 2017. This 

low-pressure center moved towards the interior of Turkey 
on 19 May 2017 and reached northeast of Turkey on 20 
May 2017. The high-pressure center located over Algeria 
and Libya on 19 May 2017 deepen on 20 May 2017. The 
transport of the air mass takes place from the high-
pressure center to the low-pressure center. In this case, 
the transport of the air mass containing dust was carried 
out from Libya to Turkey. 

 

 

Figure 3. Atmospheric circulation in the lower (850 hPa geopotential height) troposphere on 17-20 May 2017. 

 

To examine this movement in detail, The Hybrid 
Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) 
model of NOAA was examined. HYSPLIT model is one of 
the models that is used to determine trajectories of air 
masses. To determine the source region of air masses 
reaching to Batman province (37.55 N and 41.05 E 
coordinates), back trajectory analysis was performed with 
the HYSPLIT model. HYSPLIT model was run for 96 hours 
duration at 12 UTC on 20 May 2017 at 10 m level (Figure 
4). The red line on the map shows the source and 
trajectory of the air mass reaching Batman. It is clear that 
the source of air mass coming to Batman province is from 
the northern region of Libya. The air mass passed Syria 
and then reached the province of Batman. 

 

Mineralogical and chemical composition of the 
samples 

The whole-rock X-ray diffraction patterns (XRD) of D1, 
D5 and D9 dust samples are shown in Figure 5. In whole-
rock XRD analysis, clay 4.47 Å (2Ɵ = 19°), quartz 3.34 Å (2Ɵ 
= 26°), feldspar 3.20 Å (2Ɵ = 28°), dolomite 2.90 Å (2Ɵ = 
31°), calcite 3.03 Å (2Ɵ = 30°), hematite 3.66 Å (2Ɵ = 24°), 
rutile 3.25 Å (2Ɵ = 28°) main peaks were identified (Figure 
5 a-b-c). Results of XRD analysis revealed that almost all 
minerals observed in the samples were of feldspars, 
quartz, dolomite, calcite, hematite and rutile in dust 
samples (Figure 5). Scheuvens et al. (2013) [15], Formenti 
et al. (2011) [16], Journet et al. (2014) [17] stated that 
quartz, feldspars, calcite, dolomite, hematite and rutile 
minerals are common to all northern African dust source 
areas.   
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Figure 4. Backward trajectory analysis for Batman, 
from the NOAA HYSPLIT model for the date of 20 
May 2017. 

 
The chemical compositions of the dust samples are 

shown in Table 1. Silicon and aluminum are dominant in 
the dust samples. Average data of the desert dust from 
Sahara by Rodrigues-Navarro are included as a reference. 
The concentrations of Si, Fe, Mg, K, Ti and P, V, Mn, Zn, Cr, 
Ni, Pb are similar in the dust samples and Sahara dust 
(Table 1, Figure 6). Ca and Al have higher content in dust 
samples than Saharan dust, which shows higher calcite 
and clay contents in the investigated dust samples. Results 
of XRD analysis revealed that there were important 
amount of calcite minerals in the dust samples (Figure 5). 
Ca values are very high in dust samples. Scheuvens et al. 
(2013) [15] suggested that the (Ca+Mg)/Fe ratios are 
between 4.29 and 8.40. This ratio is between 3.25 and 
4.77, very close to this ratio in dust samples, which is 
consistent with north-eastern Africa (Egypt, Libya). 

 
 
 

 

Figure 5. XRD analysis of (a) D1 (b) D5 (c) D9 dust 
samples showing the presence of quartz   (Q), 
feldspar (F), calcite (Ca), dolomite (Dol), rutile (Rtl), 
and hematite (Hm). The general reflection of clay 
minerals (Clay) at 4.49 Å is shown. 
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Table 1. The chemical composition of the dust samples S.Dust: Sahara Dust, from Rodrigues-Navarro et al. (XRF 
determination, only * ICP determination). 

  D1 D3 D5 D7 D9 Max Min Average St Dev. S.Dust 

M
aj

o
r/

M
in

o
r 

El
e

m
e

 n
ts

 (
%

) 

Si 24.11 24 23.78 24.26 23.87 24.26 23.78 24 0.19 24.05 

Al 17.01 11.04 11.41 11.4 10.93 17.01 10.93 12.36 2.61 6.62 

Fe 3.27 3.4 4.78 3.19 3.46 4.78 3.19 3.62 0.66 3.69 

Mg 1.23 1.23 2.06 1.25 1.22 2.06 1.22 1.4 0.37 1.24 

Ca 12.18 12.22 17.04 11.77 12.66 17.04 11.77 13.17 2.18 5.72 

K 1.78 1.83 2.11 1.76 1.84 2.11 1.76 1.86 0.14 1.53 

Ti 0.60 0.61 0.58 0.6 0.64 0.64 0.58 0.61 0.02 0.45 

 (Ca+Mg)/Fe 3.35 3.36 4.77 3.25 3.47 3.25 4.77 3.46 0.63 1.74 

M
in

o
r/

Tr
ac

e
 

El
e

m
e

n
ts

 (
p

p
m

) 

P 0.06 2.29 0.06 0.1 0.07 2.29 0.06 0.52 0.99 0.04 

Ba 338 293.39 472.53 302.01 313.48 472.53 293.39 343.88 73.84 529* 

Sr 337 350.93 313.58 322.79 372.35 372.35 313.58 339.33 23.28 162 

V 136.33 167.77 128.5 130.76 140.79 167.77 128.5 140.83 15.81 103* 

Mn 556 582.98 539.36 540.65 597.13 597.13 539.36 563.22 25.84 400 

Zn 343.87 116.67 110.29 117.03 206.97 343.87 110.29 178.97 100.51 367 

Cr 165.85 167.77 158.09 154.75 184.63 184.63 154.75 166.22 11.61 78 

Ni 91.43 93.51 90.52 83.76 108.31 108.31 83.76 93.5 9.05 51 

Cu 40.38 40.31 34.54 38.38 54.48 54.48 34.54 41.618 7.57 … 

Pb 25.8 23.31 35.4 25.16 26.29 35.4 23.31 27.19 4.73 27* 

S 2915 3574 2931.73 1907.63 2759.04 3574 1907.63 2817.48 597.1 390 
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Figure 6. Element distributions relative to Sahara Dust (S.Dust) composition (data from Rodrigues Navarro) for   dust 
samples. 

Desert dust and its effects on human health have been 
studied in the recent years Dust with anthropogenic 
pollution occurs with condensation of organic and 
inorganic compounds, particle-phase reactions [18]. 
Enrichment factor functions in its assessment and heavy 
metal is also very frequent in its anthropogenic 
contribution whose value is used. In order to decide 
whether heavy metals are of natural or anthropogenic 
origin, normalized enrichment factor (EF) is commonly 
used [19]. The EF is defined by Equation (2):  

 

𝐸𝐹 =

𝐶𝑛(𝑠𝑎𝑚𝑝𝑙𝑒)

𝐶𝑟𝑒𝑓(𝑠𝑎𝑚𝑝𝑙𝑒)

𝐵𝑛(𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑)

𝐵𝑟𝑒𝑓(𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑)

                  (2) 

 
where EF is the enrichment factor, Cn (sample) is the 

element content of soil sample, Cref (sample) is the 
concentration of element in soil sample taken as 
reference, Bn (background) is the background value of the 
same element in the earth crust and Bref (background) is 
the background value of reference element for 
normalization in the earth crust.  

 
 
 

In normalization geochemical such as iron, zircon and 
titanium inactive elements are used. In this study, the 
normalization process is calculated according to Fe (Table 
2). EF values of 0.5 ≤ EF ≤ 1.5 indicate that the element is 
of lithogenic origin, whereas EF > 1.5 indicates there is an 
enrichment in the environment. EF = 1.5-3 is minor 
enrichment; EF = 3-5 is moderate enrichment; 5-10 is 
moderately severe enrichment; 10-25 is severe 
enrichment; 25-50 is very severe enrichment; and EF > 50 
is extremely severe enrichment. EF values do not suggest 
an anthropogenic effect for Cu and Mn in desert samples, 
however, Ni and Cr show minor, S shows moderate and Pb 
and Zn show highly anthropogenic effects. These results 
demonstrate that the rapid, intense dust advection during 
the incident led to a great deal of contamination of the 
environment. In fact, Schaule and Patterson (1981) [20] 
and Lyamani et al., (2005) [21], and Sholkovitz et al., 
(2009) [22] suggested an anthropogenic combustion of 
lead and Ni in Saharan soils. Garrison et al. (2014) 
[23] reported that in the African dust, great majority of 
enriched metals/metalloids could be emitted from 
biomass burning, oil combustion, mining activities and 
vehicle traffic. 

 

Table 2. The enrichment factors (EF) for heavy metals for dust samples. 
Samples Mn Ni Cu Zn Cr Pb S 

D1 0.89 1.86 1.12 7.51 2.52 7.89 4.68 
D3 0.90 1.83 1.08 2.45 2.47 6.86 5.52 
D5 0.59 1.26 0.66 1.65 1.65 7.41 3.22 
D7 0.89 1.75 1.09 2.62 2.43 7.89 3.14 
D9 0.91 2.09 1.43 4.27 2.67 7.60 4.18 
Average 0.84 1.76 1.08 3.70 2.35 7.53 4.15 
St Dev. 0.14 0.30 0.28 2.33 0.40 0.43 1.00 

Radiological Characterization of the Dust 
Samples 

The activities of 40K, 137Cs, 238U and 232Th were 
estimated to be 375, below detection limit (BDL), 72 and 
17 Bq.kg-1, respectively in the soil sample and 240, 9, 84 
and 10 Bq.kg-1 respectively in the dust sample. The 
absorbed dose rate in the air (D) depends on the activities  

 
of these radionuclides in the samples. D was computed in 
units of nano gray per hour (nGy.h-1) utilizing Equation (3) 
[24]:  

 
D= 0.462xAU + 0.621xATh + 0.0417xAK  (3) 
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where AK, ATh and AU are the activities of 40K, 232Th and 
238U (in Bq.kg-1), respectively. The calculated absorbed 
dose rates in the air were found to be 59 nGy.h-1 for soil 
sample and 55 nGy.h-1 for dust sample, respectively, 
which is lower than the world mean (60 nGy.h-1).  In order 
to assess the annual effective dose rate (AEDR); the 
conversion coefficient 0.7 sievert per gray (Sv.Gy-1) from 
the absorbed dose in the air to the effective dose and the 
outdoor occupancy factor (0.2) recommended by 
UNSCEAR was utilized [24]. Accordingly, AEDR was 
computed in units of mili sievert per year (mSv.y-1) utilizing 
Equation (4):   

 
AEDR = D x T x F    (4) 
 
where D is the computed dose rate (in nGy.h-1), T is the 

outdoor occupancy time (0.224 h365.25 d=1753.2 h.y-

1), and F is the conversion factor (0.710-6 Sv.Gy-1).  The 
computed value of the annual effective dose is 0.073 
mSv.y-1 in the soil sample and it is 0.068 mSv.y-1 in the dust 
sample. These values are compatible with the world mean 
of 0.070 mSv.y-1 [24]. 

 

Conclusions 

In this study, the dust storm occurred on 20 May 2017 
in Batman city was investigated in terms of mineralogical, 
chemical and radiological characterizations. The results 
were assessed for compliance with the international 
values. Meteorological maps showed that there was a 
high-pressure center over Algeria and Libya, but a low-
pressure center over Turkey on 20 May 2017. Therefore, 
dust transportation occurred from Libya towards Turkey. 
XRD analysis showed that quartz, feldspars, calcite, 
dolomite, hematite and rutile minerals were present in 
dust samples. Si, Fe, Mg, K, Ti and P, V, Mn, Zn, Cr, Ni, Pb 
contents are similar in the investigated samples and 
Sahara dust. The computed value of the annual effective 
dose rate is in line with the world mean content. The 
results are anticipated to contribute to the improvement 
of monitoring of the environment and estimations of 
today’s climate models related to the dust impact on 
climate.  
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Introduction 

Over the past two decades, many discrete and 
continuous statistical distributions have been introduced 
into the literature. These distributions are saved as 
members of a distribution family. Some distribution 
families in the literature can be ordered as follows: 
Azzalini [1] obtained the skew normal distribution, 
Mudholkar and Srivastava [2] described exponential 
distribution family, Marshall and Olkin [3] proposed a new 
family of continuous distribution, namely the Marshall 
and Olkin family. Eugene et al. [4] proposed another 
family of distribution titled beta-generated family. 
Recently, Mahdavi and Kundu [5] introduced a new family 
titled α−power transformation (APT) and Karakaya et. al. 
[6] obtained alpha logarithmic transformation (ALT) 
family. 

An example of a distribution family is transmuted 
families. Generally, transmuted families are reported 
based on order statistics. Transformed distributions were 
introduced by Shaw and Buckley [7,8] using a quadratic 
transformation. The order statistics of the transformed 
distributions can be sorted as [9,10]. Recently, 
Balakrishnan [11] proposed a new family of transformed 
distributions based on datasets. Tanış and Saraçoğlu [12] 
studied a special model based on the Weibull distribution 
of a family of transformed record-based distributions. 
Both in terms of distribution properties and statistical 
inference parallel to the study [11]. Tanış et al. [13], 
introduced a transmutation lower record type and 
suggested a sub-model for Fréchet distribution, moreover 
Tanış [14], suggested transmutation lower record type 

inverse Rayleigh and Tanış [15], suggested transmutation 
lower record type power function distribution. 

Let  𝑋𝑋𝐿𝐿(1)  and  𝑋𝑋𝐿𝐿(2)  be the first two lower record 
values from a population with cumulative distribution 
function (cdf)  𝐹𝐹(𝑥𝑥). 
 
𝐺𝐺(𝑥𝑥) = 𝑝𝑝𝑝𝑝�𝑋𝑋𝐿𝐿(1) ≤ 𝑥𝑥� + (1 − 𝑝𝑝)𝑃𝑃�𝑋𝑋𝐿𝐿(2) ≤ 𝑥𝑥�  

= 𝑝𝑝𝑝𝑝(𝑥𝑥) + (1 − 𝑝𝑝)�𝐹𝐹(𝑥𝑥)�1 − 𝑙𝑙𝑙𝑙𝑙𝑙�𝐹𝐹(𝑥𝑥)���  

           = 𝐹𝐹(𝑥𝑥)�1 − 𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙�𝐹𝐹(𝑥𝑥)�� (1) 

 
The distribution family with cdf in Equation (1) is called 

transmuted lower record type (TLRT) and using TLRT, the 
probability density function (pdf) of distribution is given 
by 

 
𝑔𝑔(𝑥𝑥) = 𝑓𝑓(𝑥𝑥)�1 − 𝑝𝑝�1 + 𝑙𝑙𝑙𝑙𝑙𝑙�𝐹𝐹(𝑥𝑥)���. (2)  

 
In this paper, we obtained the TLRT version of the 

exponential distribution in Section 2. In Section 3, the 
unknown parameters are estimated by estimation 
methods. A simulation study is performed in order to 
compare the performance of these estimators in terms of 
mean squared errors (MSEs), mean absolute deviations 
(ABBs) and mean relative errors estimates (MREs). Two 
applications with real data are made to show the 
applicability of introduced distribution. 
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Transmuted Lower Record Type Exponential 
Distribution 
 

Let 𝑋𝑋 be a random variable having exponential 
distribution. The cdf and pdf of 𝑋𝑋 as follows, 
𝐹𝐹(𝑥𝑥) = 1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆), (3) 

and 
𝑓𝑓(𝑥𝑥) = 𝜆𝜆 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆) (4) 

 
where  𝜆𝜆 > 0. Substituting the cdf (3) and pdf (4) into 

TLRT family the following cdf and pdf are obtained as 
 

𝐹𝐹(𝑥𝑥; 𝜆𝜆) = (1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆))(1
− 𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆))) (5) 

and 
𝑓𝑓(𝑥𝑥; 𝜆𝜆) = 𝜆𝜆 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆) (1

− 𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆)))
− 𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆) 

(6) 

 
where  𝜆𝜆 > 0,𝑝𝑝 ∈ (0,1). The distribution with cdf is 

called TLRT − Exp(𝑝𝑝, 𝜆𝜆) distribution. Figure 1 presents 
the plots of the TLRT− Exp(𝑝𝑝, 𝜆𝜆) pdf for some choices of 
parameters. From Figure 1, we observe that the 
probabilities are decreasing when x is increasing. 

 

 

 

Figure 1. The pdf of TLRT − Exp(𝑝𝑝, 𝜆𝜆) distribution for some 
choices of 𝑝𝑝 and 𝜆𝜆. 

 

The mean of the TLRT − Exp(𝑝𝑝, 𝜆𝜆) distribution is 
obtained as 

 

𝐸𝐸(𝑋𝑋) = −
6𝑝𝑝 − 6 + 𝑝𝑝𝜋𝜋2

6𝜆𝜆
 (7) 

 
The second moment of distribution cannot be 

obtained. It is a rare distribution whose variance and other 
moments cannot be obtained due to the non-finite 
integral solution.  The survival function and hazard 
function TLRT − Exp(𝑝𝑝, 𝜆𝜆)  distribution is given by 
respectively 

 
𝑆𝑆(𝑥𝑥) = 1 − 𝐹𝐹(𝑥𝑥) (8) 
           = −𝑝𝑝(−1 + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝜆𝜆𝜆𝜆) )  𝑙𝑙𝑙𝑙𝑙𝑙 (1 −
𝑒𝑒𝑒𝑒𝑒𝑒 (−𝜆𝜆𝜆𝜆) ) + 𝑒𝑒𝑒𝑒𝑒𝑒 (−𝜆𝜆𝜆𝜆) 

 

 
And 
 

                                           ℎ(𝑥𝑥) =
𝑓𝑓(𝑥𝑥)
𝑆𝑆(𝑥𝑥) 

(9) 

                                                     

=
𝜆𝜆 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆) (−1 + 𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆)) + 𝑝𝑝)

𝑝𝑝(−1 + 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆)) 𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆)) − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝜆𝜆). 
 
 
 

 

 

 

Figure 2. The hf of TLRT − Exp(𝑝𝑝, 𝜆𝜆) distribution for some 
choices of 𝑝𝑝 and 𝜆𝜆 
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Estimation 
 

In this section, estimations of TLRT− Exp parameters 
have been examined using some classical methods. 

 
Method of Maximum Likelihood 
Let 𝑥𝑥1; 𝑥𝑥2; . . . ; 𝑥𝑥𝑛𝑛 be the observations of 𝑛𝑛 

independent and identically random variable 
 𝑋𝑋1;𝑋𝑋2; … ;𝑋𝑋𝑛𝑛  from the TLRT − Exp distribution. Such 
that, the log likelihood function has the following formula: 

 
ℓ𝑛𝑛(𝑝𝑝, 𝜆𝜆) = 𝑛𝑛 𝑙𝑙𝑙𝑙𝑙𝑙(𝜆𝜆) − 𝜆𝜆∑ 𝑥𝑥𝑖𝑖𝑛𝑛

𝑖𝑖=1 + ∑ log�1 − 𝑝𝑝 log�1 −𝑛𝑛
𝑖𝑖=1

𝑒𝑒𝑒𝑒𝑒𝑒(𝜆𝜆𝑥𝑥𝑖𝑖)� − 𝑝𝑝�. (10) 

 
By differentiating Equation (9) with respect to 𝑝𝑝 and 𝜆𝜆 

respectively, and equating to zero, we have 
 
𝜕𝜕ℓ𝑛𝑛(𝑝𝑝, 𝜆𝜆)

𝜕𝜕𝜕𝜕 =
𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝑥𝑥𝑖𝑖))

(−1 + 𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝑥𝑥𝑖𝑖))) − 1 = 0 (11) 

and 
𝜕𝜕ℓ𝑛𝑛(𝑝𝑝, 𝜆𝜆)

𝜕𝜕𝜕𝜕

=
𝑛𝑛
𝜆𝜆
−�𝑥𝑥𝑖𝑖

𝑛𝑛

𝑖𝑖=1

−�
𝑝𝑝𝑥𝑥𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝑥𝑥𝑖𝑖)

�1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝑥𝑥𝑖𝑖)��1 − 𝑝𝑝 log�1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆𝑥𝑥𝑖𝑖)��

𝑛𝑛

𝑖𝑖=1
= 0               

(12) 

 
We have the maximum likelihood (ML) estimators of 

the TLRT − Exp parameters 𝑝𝑝 and 𝜆𝜆 by maximizing the 
Equations 10-11. These equations cannot be solved 
analytically for 𝑝𝑝 and 𝜆𝜆. Therefore, they can be obtained 
by numerical methods. The “optim” command in R is used 
for this purpose. 

 
Method of least square and weighted least 

square 
Let 𝑥𝑥1:𝑛𝑛; 𝑥𝑥2:𝑛𝑛; . . . ; 𝑥𝑥𝑛𝑛:𝑛𝑛 be the order statistics of a 

random sample from the TLRT − Exp distribution. 
Hence, we have the least square (LS) estimators of the 
TLRT − Exp parameters 𝑝𝑝 and 𝜆𝜆 by minimizing the 
following equation: 

 

𝑆𝑆(𝑝𝑝, 𝜆𝜆) = ��𝐹𝐹�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆� −
𝑗𝑗

𝑛𝑛 + 1
�
2𝑛𝑛

𝑗𝑗=1

 

 

 

with respect to 𝑝𝑝 and 𝜆𝜆, where F(.) is the cdf in 
Equation (5). Equivalently, they can be obtained by 
solving: 

��𝐹𝐹�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆�
𝑗𝑗

𝑛𝑛 + 1
�

𝑛𝑛

𝑗𝑗=1

𝜂𝜂1�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆� = 0, 

��𝐹𝐹�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆�
𝑗𝑗

𝑛𝑛 + 1
�

𝑛𝑛

𝑗𝑗=1

𝜂𝜂2�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆� = 0, 

where,  

𝜂𝜂1�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆�   =
𝜕𝜕𝜕𝜕(𝑥𝑥𝑗𝑗:𝑛𝑛)
𝜕𝜕𝜕𝜕

 

= (−1 + 𝑒𝑒𝑒𝑒𝑒𝑒(𝜆𝜆)) 𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆)) 
 

and  
 

          𝜂𝜂2(𝑥𝑥𝑗𝑗:𝑛𝑛|𝑝𝑝, 𝜆𝜆) =
𝜕𝜕𝜕𝜕(𝑥𝑥𝑗𝑗:𝑛𝑛)
𝜕𝜕𝜕𝜕

 

= −𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆) (−1 + 𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−𝜆𝜆)) + 𝑝𝑝) 
 

 
The weighted least square (WLS) estimators,  𝑝̂𝑝𝑊𝑊𝑊𝑊𝑊𝑊  

and  𝜆̂𝜆𝑊𝑊𝑊𝑊𝑊𝑊 , can be obtained by minimizing  
 

𝑊𝑊(𝑝𝑝, 𝜆𝜆) = �
(𝑛𝑛 + 1)2(𝑛𝑛 + 2)
𝑖𝑖(𝑛𝑛 − 𝑗𝑗 + 1) �𝐹𝐹�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆� −

𝑗𝑗
𝑛𝑛 + 1

�
2𝑛𝑛

𝑗𝑗=1

 

 
These estimators can also be obtained by solving:  
 

�
(𝑛𝑛 + 1)2(𝑛𝑛 + 2)
𝑗𝑗(𝑛𝑛 − 𝑗𝑗 + 1) 𝐹𝐹 ��𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆�

𝑗𝑗
𝑛𝑛 + 1

� 𝜂𝜂1�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆�
𝑛𝑛

𝑗𝑗=1
= 0 

And 
 

�
(𝑛𝑛 + 1)2(𝑛𝑛 + 2)
𝑗𝑗(𝑛𝑛 − 𝑗𝑗 + 1) 𝐹𝐹 ��𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆�

𝑗𝑗
𝑛𝑛 + 1

� 𝜂𝜂2�𝑥𝑥𝑗𝑗:𝑛𝑛�𝑝𝑝, 𝜆𝜆�
𝑛𝑛

𝑗𝑗=1
= 0 

 
Simulation Study 
 

To obtain information about the performance of 
estimators, we conducted an appropriate simulation 
study. The results are given in the Tables 1-6. We 
calculated the average absolute biases (ABBs), mean 
square errors (MSEs), and mean relative errors of the 
estimates (MREs) for all methods. The ABBs, MREs, and 
MSEs are calculated by 

 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝜑𝜑� =
1
𝑁𝑁
� |𝜑𝜑𝚤𝚤� − 𝜑𝜑|

𝑁𝑁

𝑖𝑖=1
 

 
 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝜑𝜑� =
1
𝑁𝑁
� (𝜑𝜑𝚤𝚤� − 𝜑𝜑)2

𝑁𝑁

𝑖𝑖=1
 

 
And 
  

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝜑𝜑� =
1
𝑁𝑁
� |𝜑𝜑𝚤𝚤� − 𝜑𝜑|

𝜑𝜑�
𝑁𝑁

𝑖𝑖=1
 , 

 
where, 𝜑𝜑 = (𝑝𝑝, 𝜆𝜆) and 𝜑𝜑� = �𝑝̂𝑝, 𝜆̂𝜆�. The “optim” BFGS 

routine in the R program were adopted to generate 5000 
trials to estimate these indices of the ML, LS and WLS 
estimates. The sample sizes are considered as n = 50, 100, 
250, 500 and two-parameter settings were considered, 
(𝑝𝑝 = 0.5, 𝜆𝜆 = 0.5), (𝑝𝑝 = 0.5, 𝜆𝜆 = 1.5), (𝑝𝑝 = 0.5, 𝜆𝜆 = 3), 
(𝑝𝑝 = 0.6, 𝜆𝜆 = 1.5), (𝑝𝑝 = 0.9, 𝜆𝜆 = 1.5). 
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Table 1. The averages of estimates, MSEs, ABBs, and MREs of the TLRT-Exp model for λ = 0.5  and  p = 0.5 

 
Table 2. The averages of estimates, MSEs, ABBs, and MREs of the TLRT-Exp model for 𝜆𝜆 = 1.5  and  𝑝𝑝 = 0.5 

 
 

  MLE estimate EKK estimate WEKK estimate 

n  𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 

50 Averages 0.5255 0.4511 0.5226 0.5355 0.5191 0.5415 

 MSEs 0.0100 0.0356 0.0099 0.0414 0.0096 0.0416 

 ABBs 0.0100 0.1887 0.0997 0.2036 0.0979 0.2041 

 MREs 0.2000 0.3774 0.1993 0.4072 0.1957 0.4081 

100 Averages 0.5144 0.4596 0.5166 0.4763 0.5166 0.4763 

 MSEs 0.0081 0.0292 0.0092 0.0400 0.0925 0.0400 

 ABBs 0.0899 0.1709 0.0961 0.2000 0.0962 0.2000 

 MREs 0.1799 0.3419 0.1922 0.3999 0.1923 0.4000 

200 Averages 0.5093 0.4761 0.5075 0.4834 0.5077 0.4832 

 MSEs 0.0052 0.0181 0.0074 0.0342 0.0075 0.0344 
 ABBs 0.0721 0.1347 0.0865 0.1852 0.0868 0.1854 

 MREs 0.1442 0.2694 0.1729 0.3703 0.1736 0.3708 

300 Averages 0.5042 0.4862 0.4999 0.4923 0.4998 0.4923 

 MSEs 0.0037 0.0130 0.0062 0.0277 0.0062 0.0278 

 ABBs 0.0611 0.1140 0.0787 0.1663 0.0788 0.1666 

 MREs 0.1221 0.2280 0.1573 0.3326 0.1575 0.3332 

500 Averages 0.5018 0.4928 0.4999 0.4977 0.5009 0.4969 

 MSEs 0.0023 0.0077 0.0052 0.0180 0.0052 0.0177 

 ABBs 0.0480 0.0879 0.0720 0.1341 0.0721 0.1330 

 MREs 0.0960 0.1758 0.1441 0.2681 0.1441 0.2660 

  MLE estimate EKK estimate WEKK estimate 

n  𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 

50 Averages 1.5455 0.4610 1.5613 0.5484 1.5699 0.5375 
 MSEs 0.0860 0.0347 0.0889 0.0419 0.0928 0.0419 
 ABBs 0.2933 0.1864 0.2982 0.2049 0.3047 0.2048 
 MREs 0.1955 0.3728 0.1988 0.4098 0.2031 0.4095 
100 Averages 1.5335 0.4733 1.5231 0.5039 1.5190 0.0402 
 MSEs 0.0680 0.0260 0.0800 0.0400 0.0810 0.0405 
 ABBs 0.2600 0.1611 0.2830 0.2002 0.2840 0.2005 
 MREs 0.1733 0.3223 0.1890 0.4004 0.1895 0.4011 
200 Averages 1.5364 0.4747 1.5155 0.4879 1.5144 0.4884 

 MSEs 0.0460 0.0165 0.0672 0.0350 0.0673 0.0351 
 ABBs 0.2145 0.1283 0.2593 0.1871 0.2595 0.1874 
 MREs 0.1430 0.2567 0.1729 0.3742 0.1729 0.3747 
300 Averages 1.5127 0.4873 1.5052 0.4880 1.5055 0.4879 
 MSEs 0.0303 0.0117 0.0581 0.0271 0.0582 0.0271 
 ABBs 0.1741 0.1083 0.2412 0.1647 0.2413 0.1647 
 MREs 0.1160 0.2165 0.1608 0.3293 0.1608 0.3294 
500 Averages 1.5168 0.4871 1.4949 0.4959 1.4950 0.4959 

 MSEs 0.0185 0.0071 0.0471 0.0175 0.0471 0.0175 
 ABBs 0.1361 0.0847 0.2171 0.1325 0.2171 0.1326 
 MREs 0.0907 0.1695 0.1448 0.2650 0.1448 0.2652 
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Table 3. The averages of estimates, MSEs, ABBs, and MREs of the TLRT-Exp model for 𝜆𝜆 = 3  and  𝑝𝑝 = 0.5 

 

Table 4. The averages of estimates, MSEs, ABBs, and MREs of the TLRT-Exp model for 𝜆𝜆 = 1.5  and  𝑝𝑝 = 0.2. 

 

 

  MLE estimate EKK estimate WEKK estimate 

n  𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 

50 Averages 3.0904 0.4595 3.0227 0.6044 3.0384 0.5910 
 MSEs 0.3136 0.0321 0.2973 0.0412 0.3022 0.0410 
 ABBs 0.5600 0.1793 0.5452 0.2030 0.5497 0.2025 
 MREs 0.1867 0.3585 0.1817 0.4059 0.1832 0.4050 
100 Averages 3.0425 0.4813 3.0036 0.5246 2.9886 0.5315 
 MSEs 0.2503 0.0256 0.2932 0.0395 0.2978 0.0397 
 ABBs 0.5003 0.1599 0.5414 0.1987 0.5457 0.1993 
 MREs 0.1668 0.3197 0.1805 0.3974 0.1819 0.3986 
200 Averages 3.0763 0.4725 3.0461 0.4772 3.0457 0.4773 

 MSEs 0.1778 0.0169 0.2580 0.0334 0.2592 0.0336 
 ABBs 0.4216 0.1301 0.5079 0.1827 0.5091 0.1834 
 MREs 0.1405 0.2602 0.1693 0.3654 0.1697 0.3667 
300 Averages 3.0289 0.4874 2.9849 0.5009 2.9848 0.5015 
 MSEs 0.1273 0.0124 0.2324 0.0280 0.2331 0.0282 
 ABBs 0.3568 0.1112 0.4821 0.1673 0.4828 0.1680 
 MREs 0.1189 0.2223 0.1607 0.3346 0.1609 0.3359 
500 Averages 3.0083 0.4930 3.0150 0.4917 3.0143 0.4917 

 MSEs 0.0794 0.0074 0.1888 0.0167 0.1892 0.0168 
 ABBs 0.2818 0.0862 0.4345 0.1294 0.4349 0.1296 
 MREs 0.0939 0.1723 0.1448 0.2588 0.1450 0.2592 

  MLE estimate EKK estimate WEKK estimate 

n  𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 

50 Averages 1.4239 0.2517 1.3787 0.2944 1.3702 0.2947 
 MSEs 0.0459 0.0142 0.0746 0.0205 0.0777 0.0206 
 ABBs 0.2143 0.1193 0.2730 0.1433 0.2787 0.1435 
 MREs 0.1429 0.5968 0.1820 0.7163 0.1858 0.7175 
100 Averages 1.4639 0.2199 1.4445 0.2415 1.4444 0.2415 
 MSEs 0.0235 0.0090 0.0387 0.0125 0.0387 0.0124 
 ABBs 0.1532 0.0949 0.1968 0.1116 0.1968 0.1116 
 MREs 0.1022 0.4748 0.1312 0.5581 0.1312 0.5581 
200 Averages 1.4953 0.2004 1.4893 0.2085 1.4893 0.2085 

 MSEs 0.0133 0.0057 0.0209 0.0079 0.0209 0.0079 
 ABBs 0.1152 0.7553 0.1449 0.0888 0.1449 0.0888 
 MREs 0.0768 0.3763 0.0966 0.4442 0.0966 0.4442 
300 Averages 1.5004 0.1968 1.4971 0.2005 1.4971 0.2005 
 MSEs 0.0092 0.0045 0.0145 0.0056 0.0145 0.0056 
 ABBs 0.0959 0.0673 0.1204 0.0747 0.1204 0.0747 
 MREs 0.0639 0.3365 0.0803 0.3737 0.0803 0.3737 
500 Averages 1.5036 0.1972 1.5025 0.1996 1.5025 0.1996 

 MSEs 0.0055 0.0027 0.0087 0.0036 0.0087 0.0036 
 ABBs 0.0740 0.0518 0.0931 0.0611 0.0931 0.0601 
 MREs 0.0494 0.2592 0.0620 0.3006 0.0620 0.3007 
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Table 5. The averages of estimates, MSEs, ABBs, and MREs of the TLRT-Exp model for 𝜆𝜆 = 1.5   and  𝑝𝑝 = 0.6 

 
Table 6. The averages of estimates, MSEs, ABBs, and MREs of the TLRT-Exp model for 𝜆𝜆 = 1.5  and  𝑝𝑝 = 0.9 

 
  

  MLE estimate EKK estimate WEKK estimate 

n  𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 

50 Averages 1.6103 0.5344 1.6363 0.6806 1.6630 0.6622 
 MSEs 0.0943 0.0274 0.0769 0.0141 0.0859 0.0140 
 ABBs 0.3072 0.1657 0.2772 0.1190 0.2932 0.1184 
 MREs 0.2048 0.2762 0.1848 0.1983 0.1954 0.1974 
100 Averages 1.5811 0.5519 1.5953 0.6567 1.5884 0.6758 
 MSEs 0.0775 0.0251 0.0635 0.0141 0.0668 0.0147 
 ABBs 0.2785 0.1585 0.2520 0.1188 0.2584 0.1211 
 MREs 0.1856 0.2642 0.1680 0.1979 0.1730 0.2019 
200 Averages 1.5618 0.5667 1.5658 0.5908 1.5527 0.6057 

 MSEs 0.6111 0.0208 0.0487 0.0129 0.0488 0.0130 
 ABBs 0.2472 0.1442 0.2208 0.1136 0.2210 0.1144 
 MREs 0.1648 0.2404 0.1472 0.1893 0.1473 0.1907 
300 Averages 1.5361 0.5754 1.5366 0.5943 1.5307 0.6105 
 MSEs 0.0468 0.0167 0.0432 0.0123 0.0453 0.0126 
 ABBs 0.2163 0.1294 0.2078 0.1109 0.2129 0.1122 
 MREs 0.1442 0.2156 0.1386 0.1849 0.1419 0.1869 
500 Averages 1.5170 0.5889 1.5135 0.5945 1.5042 0.6107 

 MSEs 0.0338 0.0116 0.0360 0.0114 0.0387 0.0117 
 ABBs 0.1838 0.1079 0.1898 0.1069 0.1968 0.1083 
 MREs 0.1226 0.1799 0.1265 0.1782 0.1312 0.1804 

  MLE estimate EKK estimate WEKK estimate 

n  𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 𝝀𝝀�  𝒑𝒑� 

50 Averages 1.9066 0.7185 2.0446 0.7123 2.0508 0.7112 
 MSEs 0.1700 0.0329 0.2968 0.0352 0.3039 0.0353 
 ABBs 0.4124 0.1815 0.5448 0.1877 0.5512 0.1880 
 MREs 0.2749 0.2017 0.3631 0.2086 0.3675 0.2089 
100 Averages 1.8762 0.7339 1.9471 0.7122 1.9535 0.7116 
 MSEs 0.1419 0.0276 0.2023 0.0353 0.2085 0.0355 
 ABBs 0.3767 0.1661 0.4498 0.1878 0.4566 0.1884 
 MREs 0.2511 0.1846 0.2998 0.2087 0.3044 0.2093 
200 Averages 1.7546 0.7840 1.9006 0.7143 1.9016 0.7141 

 MSEs 0.0724 0.0134 0.1605 0.0345 0.1613 0.0345 
 ABBs 0.2690 0.1159 0.4006 0.1857 0.4016 0.1859 
 MREs 0.1793 0.1288 0.2670 0.2063 0.2677 0.2065 
300 Averages 1.7156 0.8046 1.8707 0.7180 1.8728 0.7174 
 MSEs 0.0542 0.0094 0.1379 0.0331 0.1391 0.0333 
 ABBs 0.2329 0.0971 0.3714 0.1819 0.3730 0.1826 
 MREs 0.1553 0.1079 0.2476 0.2022 0.2487 0.2028 
500 Averages 1.6551 0.8313 1.7963 0.7566 1.8031 0.7497 

 MSEs 0.0380 0.0067 0.0897 0.0206 0.0940 0.0226 
 ABBs 0.1951 0.0816 0.2995 0.1434 0.3066 0.1503 
 MREs 0.1300 0.0907 0.1997 0.1593 0.2044 0.1670 
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From Tables 1-6, it was concluded that the averages 

estimates, ABBs, MREs and MSEs of all estimates decrease 
when 𝒏𝒏 increases as expected.  The ML, LS and WLS 
estimates are almost identical in terms of ABBs, MSEs, and 
MREs criteria. 
 
Real Data Applications  
 

In this section, the TLRT− Exp distribution is applied 
to the two real data sets. For the comparison issue, we 
consider transmuted lower record type Fréchet (TLRT-F), 
Exponential (Exp), Fréchet (Fr), transmuted log-logistic 
(TLL), transmuted Weibull (TW) and transmuted 
exponential (TE) distributions. The pdfs of these 
distributions are given in the ML estimates, log-likelihood 

value, Akaike's information criteria (AIC), corrected Akaike 
information criterion (AICc), Kolmogorov-Smirnov test 
statistic (KS), p-values based on the statistic for all 
distributions given in Table 7-8. Different discrimination 
criterion methods based on log-likelihood function 
evaluated at the ML estimates were also considered. The 
discrimination criterion methods are respectively: 𝐴𝐴𝐴𝐴𝐴𝐴 =
−2𝑙𝑙�𝛳𝛳,�  𝑥𝑥� + 2𝑘𝑘, 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐴𝐴𝐴𝐴𝐴𝐴 + (2𝑘𝑘(𝑘𝑘 + 1))/((𝑛𝑛 − 𝑘𝑘 −
1)) and 𝐵𝐵𝐵𝐵𝐵𝐵 = −2𝑙𝑙(𝛳𝛳, 𝑥𝑥) + 𝑘𝑘 log(𝑛𝑛) where 𝑘𝑘 is the 
number of parameters to be fitted 𝛳𝛳�  and is the estimates 
of 𝛳𝛳. 

First data set: These data were reported in by 
Chouklain and Stephens [16]. The data are 𝑛𝑛 = 72 
exceedances of flood peaks (in m3/s) of the Wheaton 
River near Carcross in Yukon Territory, Canada. The 72 
exceedances, for the years 1958 to 1984, rounded to one 
decimal place. 

 
 
Table 7. MLEs and selection criteria statistics for first data set 

 

 
Figure 3. Empirical and TLRT-Exp distributions based on the 

first data set 
 
 
 
 

Second data set  
These data were reported in by Riffi et.al [17]. The data 

was collected from a group of 46 patients, per years, upon 
the recurrence of leukemia who received autologous 
marrow. The data set is listed below which is about 
leukemia free-survival times (in years) for the 46 
autologous transplant patients. 

According to the results in Table 7-8, TLRT-Exp has 
minimum KS and maximum p-value. In addition, when the 
discrimination criteria are examined, it is seen that it has 
minimum values in three criteria (AIC, AICc and BIC). 

 
 
 
 
 
 
 
 

 

 TLRT-Exp TLRT-F TLL TW TE Fr Exp 

𝛼𝛼 0.2248 0.6521 1.1609 0.9017 24.408 0.6521 12.204 

𝑝𝑝 0.0703 2.8834 16.405 25.109 -0.1345 2.8790  

𝜆𝜆  0.0016 0.5275 1.000    

−𝑙𝑙𝑛𝑛 251.23 267.02 257.64 251.50 253.36 267.02 253.66 

KS 0.0993 0.1530 0.1286 0.1052 0.1278 0.1532 0.9539 

p-value 0.4770 0.0686 0.1846 0.4035 0.3037 0.0682 0.0000 

AIC 506.46 540.04 521.28 509.00 510.72 538.04 509.32 

AICc 506.63 540.39 521.63 509.35 510.89 538.21 509.38 

BIC 506.17 539.61 520.85 508.57 510.43 537.75 509.18 
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  Table 8. MLEs and selection criteria statistics for second data set 

 
 

 
Figure 4. Empirical and TLRT-Exp distributions based on the 
second data set 

  
From Figure 3-4, it can be said that TLRT-Exp can be a 

good alternative to modeling real data.  
 
Conclusions 
 

In this study, we proposed a new model via the 
transmuted lower record type family using exponential 
distribution and examined the properties of the new 
model such as survival, cumulative distribution, hazard 
rate functions, and expected value. In the literature 
review, it can be seen that the family so far have been 
applied to the Frechet, power function and inverse 
Rayleigh distributions. Statistical inferences about the 
distribution parameters are discussed with three 
estimation methods, namely maximum likelihood, least 
squares, and weighted least squares. A detailed Monte 
Carlo simulation study is conducted to examine the 
performance of given estimation methods. In addition, 
the new model is examined in two real data sets with 
regard to discrimination criteria. It was observed that the 
obtained model is more flexible than the known 
distributions such as transmuted lower record type 
Fréchet, exponential, Fréchet, transmuted log-logistic, 
transmuted Weibull, and transmuted exponential 

distributions. Considering that the variety of data is 
increasing, the family used in this study can be applied to 
other existing and primarily newly obtained continuous 
distributions for future studies. 
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discriminant analysis. According to the discriminant analysis home possessions, information and computer 
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Introduction 

Countries continue their existence with educational 
investments. Because high qualified people ensure 
keeping up with industrial competitions, developments 
and global changes in the world. The protection of the 
interests of the countries depends on such highly-
educated citizens. In order to reveal the effectiveness of 
education, it is needed to be evaluated objectively at 
national and international level. For this reason, according 
to certain evaluations like PISA, it is necessary to 
determine educational level of country and to take 
measures to eliminate deficiencies. As an OECD member, 
Turkey regularly participates in the PISA program to assess 
the quality of education [1]. 

Mathematical literacy, science literacy, reading 
literacy, computer skills, students' motivations, opinions 
about themselves, the school environment and their 
families are collected in the PISA exam. Mathematical 
literacy focuses on measuring the capacity to use, 
formulate and interpret mathematics. While Turkey's PISA 
2015 mathematical literacy score is 420, the average score 
of OECD countries is 490. The results of Turkey's PISA 
average mathematical literacy score between 2003 and 
2015 are given in Table 1. It is seen that PISA 2015 score is 
the lowest. The basic dynamics of this decrease should be 
correctly identified, examined and prevented. For this 
purpose, we classified students’ mathematical literacy 

score with the factors that affecting success using 
Educational Data Mining (EDM) techniques and 
discriminant analysis. 
 
Table 1. PISA Turkey ranking - average score of mathematics  

Years 2003 2006 2009 2012 2015 

All Country Average 489 484 465 470 461 
OECD Average 500 494 495 494 490 
Turkey Average 423 424 445 448 420 
Number of 
Participating 
Countries 

41 57 65 65 70 

Turkey Ranking 35 43 43 44 49 
 
Overall, the EDM shows us an evaluation process with 

advantages for educational development and assessment. 
Researchers prefer EDM techniques to classical statistical 
methods due to the increase in data type and amount [2]. 
Because data mining techniques are easy to use and the 
number of methods is high according to different data 
types. Also these methods generate efficient results faster 
than classical methods. The most commonly used data 
mining methods in education are clustering, classification, 
regression and association analysis [3]. In addition, against 
to classical statistical techniques the absence of 
constraints such as normality, covariance, linearity and 
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normal distribution is also give advantage to the EDM [3]. 
However, since the methods have certain advantages over 
each other in some conditions, they should be used 
together or the comparative results should be examined 
too. In this study, taking this into account, different 
classification techniques were compared. Our research 
aims to contribute the EDM centred literature of PISA 
studies. For this purpose, mainly two research questions 
are addressed: (1) which factors have positive or negative 
impact of students mathematical success, (2) and which 
EDM method or discriminant analysis is more appropriate 
for classifying data for PISA 2015 Turkish mathematical 
dataset. 

This study differs from other studies in the literature 
on PISA in terms of the EDM methods and variables used 
[4-7]. Random Forest [4,7], Discriminant Analysis [8], 
Decision Tree [5,7,9], Logistic Regression [10], Naïve Bayes 
[11,12] studies are encountered in the literature. 
However, no article was found using these methods and 
the data set mentioned in the article. In this respect, it is 
thought that the study will contribute to the literature. 
 
Literature 

In the literature, the EDM is used in many different 
applications. Slater et al. [13] reviewed 40 research tools 
for the EDM and learning analytics (LA). Reviewers 
pointed out that it is not a suitable tool for end-to-end the 
EDM and the LA analysis. Therefore, the combination of 
the EDM tools is more useful for complex analysis. 

In a different study, Devasia, Vinushree and Hegde [14] 
conducted an experiment to predict students’ 
performance with proposed web based application. 
According to the paper Naïve Bayes technique produced 
more accurate results from the other techniques. To get 
faster and more efficient accreditation process Tastimur, 
Karakose, and Akin [15] performed an IT-based 
accreditation model for engineering education. They 
suggested 10 criterions and used Genetic Algorithm 
method to train k-Nearest Neighbor classifier. Different 
methods have been developed for classification based on 
variable and/or model selection [16]. Agaoglu [17] 
appraised, instructors’ performance with seven different 
classification methods. He used support vector machines, 
C5.0, CART, Discriminant Analysis and Artificial Neural 
Network methods to analyse 2850 course evaluation 
scores. C5.0 classifier gave the best classification result. 

Shahiri and Husain [9] reviewed literature 
systematically to find most successive students’ 
performance prediction methods from 2002 to 2015. They 
found that the most used prediction methods are Neural 
Network, Decision Tree, Support Vector Machine, k-
Nearest Neighbor and Naïve Bayes respectively. 
Osmanbegović and Suljić [12] compared data mining 
applications for student success prediction at the 
University of Tuzla. Developing learners’ creativity was the 
most important part of web based learning system.  

One of the EMD application study for higher education 
prediction in Turkey is conducted by Tekin [18]. In that 

study, it was aimed to prevent the students who 
determined to give up the school. Artificial Neural 
Networks, Support Vector Machines and Extreme 
Learning Machine methods used to predict students' 
graduation grades. Using PISA and TIMMS data Kiray, Gok 
and Bozkir [19] identified the affective variables on 
mathematics and science with decision trees and 
clustering algorithms. In their study, they found out 
reading and problem solving skills affect mathematical 
achievement and, so on science achievement is affective 
variable on mathematical achievement.  

Aksu and Güzeller [5], classified PISA 2012 
mathematical literacy scores of Turkish students with 
CHAID method. As a result of their study, it was 
determined that attitude towards the course, perception 
of self-efficacy and anxiety were important variables on 
mathematical literacy score. Dolu [20] examined science 
performance and economic, social and cultural status 
index (ESCS) relation for PISA 2015 Turkey survey with 
Hierarchical Linear Models. As a result of her study, she 
found that ESCS had a low positive effect on science 
achievement. Aksu and Keceoglu [10] compared 
prediction results of mathematical success with logistic 
regression, CHAID and REPTree methods.  

Gure et al. [21] used Multilayer Perceptron and 
Random Forest methods to estimate PISA 2015 
mathematical literacy score. As a result of the study, it was 
stated that the Random Forest algorithm produced more 
successful results. Toprak and Gelbal [8] compared 
classification performances of artificial neural networks, 
decision trees and discriminant analysis at PISA 2012 
mathematical literacy score for different sample sizes. 
They used all student data for analysis with 17 
mathematical success related variables. Koyuncu and 
Gelbal [11] tested performance of Naïve Bayes, k-Nearest 
Neighbor, Neural Network, and Logistic Regression 
methods under different sample size conditions for PISA 
2012 dataset. As it’s seen in literature, different EDM 
methods give different results [10]. In this study, analyzes 
were made with some of the algorithms that produced the 
most successful results, considering the superiority of the 
methods to classify PISA 2015 mathematical literacy 
success of the Turkish students. 
 
Materials and Methods 

 
As indicated by Romero and Ventura [3], the 

“Educational Data Mining” term was first introduced in 
2005. EDM is combination of education, statistics and 
computer sciences [3]. We can describe data mining 
models in two ways; predictive or descriptive. Predictive 
models contain Prediction, Classification, Time Series 
Analysis and Regression. Descriptive models generally 
used for summarizing the data, clustering, discovering 
Association Rules and Sequence Discovery [3,22]. The 
EDM applications are expending in traditional and 
computer-based education. These applications are helpful 
to education designer and pedagogues [23].  
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The EDM is a lodestar for educators and managers to 
obtain educational expert knowledge about learning 
systems and student behaviours. It is crucial that defining 
the problem and converting the data to a suitable form for 
curing an educational problem [23]. So, there is an 
immense opportunity to judge all pedagogical paradigms 
and educational approaches with the EDM applications 
[24]. 

On detecting factor related performance analysis, 
compared to other data analytic techniques the EDM give 
detailed and more efficient results. Furthermore, in 
human sciences these results adapt to needs better than 
other techniques. It is often stated that evaluating the 
results by using a combination of several data mining 
methods is healthier instead of using data mining 
algorithms alone [18]. Because depend on the data 
structure and data size, the EDM methods have some 
advantages [23].  

For this reason, weakness of the data mining 
techniques should be decrease with comparative studies 
to classical methods [7]. The EDM applications are not 
separated by sharp lines [25]. But in our literature, it 
seems to be a deficiency in this subject. One of the 
purposes of our paper is contributing the usage of these 
powerful methods in our literature.  

 
Research Sample 
Academic success is a complex issue because, 

academic achievement are composite of a variety of 
family-related variables, school-related variables, 
personal variables and social or environmental variables. 
Family-related variables include socioeconomic and 
sociocultural variables, parents’ education and 
occupation, parents’ support, family structure, and 
parents’ relation in school. School-related variables are 
relevant with school assessment, teacher support and 
assessment, learning opportunities, class size, and 
schools’ social and cultural support. Social variables based 
on student’ living era and schools’ social environment [7].  

Personal factors like school related variables and 
demographic variables are indicative on students’ 
academic achievement [7]. Mathematic skills are not only 
important for high school performance, but also 
determinative of undergraduate success [26]. Socio-
demographic variables, studying attitudes and previous 
achievements have positive effect on success [12]. A lot of 
studies have shown that demographic variables, past 
academic achievements, family income are effective 
variables on academic achievement [27]. Other highly 
correlated factor with student performance is 
qualification of parents [14].  

As a result, mathematical achievement is closely 
related to these internal and external factors. By 
identifying the factors that lead to mathematical 
achievement or failure, and by removing negative 
situations, the overall academic achievement will turn 
into motivation with an increasing effect. In this study, we 
selected variables from the PISA 2015 dataset given in 
Table 2. 

Table 2. Mathematical Achievement Related Factors 

# Variable 
Name Explanation of variables 

1 BSMJ Students’ Expected Occupational Status 
2 HISEI Highest Occupational Status of Parents 
3 OUTHOURS Out-of-School Study Time Per Week 
4 MMINS Mathematics Learning Time (minutes per week) 
5 TMINS Total Learning Time (minutes per week) 
6 BELONG Sense of Belonging to School 
7 ANXTEST Test Anxiety 
8 MOTIVAT Students’ Achievement Motivation 
9 CPSVALUE Value of Co-Operation 
10 EMOSUPS Parents Emotional Support 
11 CULTPOSS Cultural possessions at Home 
12 HEDRES Home Educational Resources 
13 HOMEPOS Home Possessions 
14 ICTRES Information and Computer Technology Resources 
15 WEALTH Family Wealth Possessions 
16 ESCS Index of Economic, Social and Cultural Status 
17 EDUSHORT Shortage of Educational Material 
18 STAFFSHORT Shortage of Educational Staff 
19 STUBEHA Student-related Factors Affecting School Climate 
20 TEACHBEHA Teacher-related Factors Affecting School Climate 
21 STRATIO Student Teacher Ratio 

 
The research sample is 5895 Turkish students who 

participated in the PISA 2015 Program. Indices were 
chosen instead of variables affecting the mathematical 
literacy score. Some selected variables have positive 
effect on mathematical literacy score, while some factors 
have negative effect on mathematical literacy score. The 
target variable was coded with (0= not successful,1= 
successful). On this variable 0 means under average 
mathematical literacy score and 1 means above average 
mathematical literacy score. 

 
Classification Algorithms  
In this study, we used C4.5, Logistic Regression, Naïve 

Bayes and Random Forest, which is the most widely used 
EDM methods in the literature. In addition, discriminant 
analysis was used to examine the factors affecting 
success.  

Discriminant Analysis is one of the statistical technique 
that give canonical functions for classification of cases into 
two or more mutually exclusive groups or scores about 
two or more variables. Furthermore, Discriminant 
Analysis help to detect most powerful discriminators’ 
characteristics named discriminating variables. In 
summary Discriminant Analysis find linear combination of 
group discriminators, membership prediction of new 
cases with discrimination functions, evaluating the group 
differences based on variables [28]. 

Classification with Discriminant Analysis has two main 
concepts. Firstly, to differentiate classes using canonical 
discriminant functions or discriminating variables. 
Secondly, predicting group membership of the future 
observations. For each group classification function is a 
linear combination of variables [28]. 

C4.5 is a type of classification algorithm which is a 
member of decision tree family. This algorithm is one of 
the most popular machine learning method. This method 
was developed by Quinlan [29] to overcome some 
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deficiencies of ID3 algorithm. C4.5 algorithm handles both 
continuous and discrete data. 

Relationships between dependent and independent 
variables can be investigated using Logistic Regression. 
The most important assumption in standard regression is 
that the dependent variable must be continuous. If the 
dependent variable takes the value 0 or 1, binary Logistic 
Regression should be applied to predict or classify the 
dependent variable of the observable independent 
variables [30]. 

Naïve Bayes is in the supervised learning subclass of 
machine learning. In other words, it is clear which class the 
sample data in the data set belongs to. This statistical 
method is based on calculating the conditional probability 
of the effect of each attribute on the outcome. Naïve 
Bayes has stands out as one of the most efficient and 
effective inductive learning algorithms for machine 
learning methods and data mining [2,22]. 

In the Random Forest method, many decision trees are 
created using different variations of a training data. New 
versions of the training data are obtained by randomly 
selecting a sample from the original training dataset by 
displacement. Every tree in the forest should be advanced 
to the greatest imaginable level without pruning. To 
classify a new test substance, each tree in the forest is 
allowed to make a classification decision. As a result, the 
classification decision is made for the majority among 
these situations [2]. In addition, it is a method that gives 
better results compared to its corresponding algorithms 
[5]. 

Performance Criteria 
Various criteria are used to evaluate the results in 

machine learning studies. In this study, some commonly 
used criteria were taken into account as comparison 
criteria. These classification measures were determined 
as accuracy (ACC), F-measure, Kappa and mean absolute 
error (MAE) statistics, respectively. 

ACC is determined by the ratio of all correctly classified 
samples in the model to the total number of samples. The 
ACC formula is given in equation (1). 
 

𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝑁𝑁
 (1) 

 
Here, depending on the results, it is expressed as True 

positive (TP): true positive estimate, False positive (FP): 
false positive estimate, True negative (TN): true negative 
estimate, and False negative (FN): false negative estimate 
[22]. 

The F-measure, also called the F-score, is a measure of 
a model’s accuracy on a dataset. It is used to evaluate 
binary classification systems, which classify examples into 
‘positive’ or ‘negative’. The F- measure is a way of 
combining the precision and recall of the model, and it is 
defined as the harmonic mean of the model’s precision 
and recall. A perfect model has an F- measure of 1. 
Mathematical definition of the F- measure is given in 
equation (2). 

 

𝐹𝐹 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =
2

1
precision + 1

recall 
=

2 ∗ 𝑇𝑇𝑇𝑇
2 ∗ 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹

 (2) 

 
Kappa statistics (κ) investigates the predictive 

performance of a classification model. It is a convenient 
statistic to measure the evaluation of categorical 
variables. It is also a value based on the chi-square table 
[31]. Those whose κ value is close to 1 are closer to the 
solution. 𝑃𝑃𝑜𝑜 and 𝑃𝑃𝑒𝑒 show the relationship between two 
categorical variables [32]. 
 

𝜅𝜅 =
𝑝𝑝𝑜𝑜 − 𝑝𝑝𝑒𝑒
1 − 𝑝𝑝𝑒𝑒

 (3) 

 
Mean absolute error (MAE) statistics help to reveal the 

differences between predicted and observed values of a 
model [33]. The MAE calculates the average of the 
absolute differences between the predicted and observed 
values. Here, the MAE statistic is calculated as follows to 
show the predicted and observed values of 𝑃𝑃𝑖𝑖 and 𝑂𝑂𝑖𝑖 [33]. 
 

𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑛𝑛−1�|𝑃𝑃𝑖𝑖 − 𝑂𝑂𝑖𝑖|
𝑛𝑛

𝑖𝑖=1

 (4) 

 
Accuracy and Kappa, which are used extensively in 

EDM studies, should be calculated too instead of using 
only f-measure to show effectiveness [34]. Table 5 shows 
the classification performances of algorithms based on 
the previously mentioned classification criteria (ACC, F-
Measure, κ statistic and MAE). The best algorithm was 
accepted based on the ACC criterion. Other classification 
criteria were also used to support the final result. 

 
Results 

 
Discriminant Analysis was first applied in the study. At 

the end of the analysis, the students were classified 
according to their mathematical literacy score. 
Classification rates according to discriminant analysis are 
given in Table 3.  
 

Table 3. Classification Results of Discriminant Analysis 

Category Total 
Predicted Group Membership 
Unsuccessful Successful 

Unsuccessful 3245 
(100%) 2361 (72.8%) 884 (27.2%) 

Successful 2650 
(100%) 835 (31.5%) 1815 (68.5%) 

 
According to the results given in the table, the 

accuracy of our model was found to be 70.8%. In addition, 
the weights of the factors for the separation function are 
as in Table 4. According to these weights, the most 
effective variables are understood. 
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Table 4. Standardized Canonical Discriminant Function 
Coefficients 

No Variable 
Name Score No Variable 

Name Score 

1 HOMEPOS 0.955 1 WEALTH -0.592 

2 BSMJ 0.336 2 STUBEHA -0.396 

3 ICTRES 0.335 3 ANXTEST -0.247 

4 HISEI 0.287 4 OUTHOURS -0.210 

5 MOTIVAT 0.231 5 CULTPOSS -0.172 

6 MMINS 0.169 6 HEDRES -0.172 

7 STRATIO 0.146 7 STAFFSHORT -0.172 

8 TEACHBEHA 0.126 8 ESCS -0.140 

9 TMINS 0.058 9 EDUSHORT -0.117 

10 CPSVALUE 0.041    

11 BELONG 0.040    

12 EMOSUPS 0.036    
 
As its seen in Table 4, BSMJ, HISEI, MMINS, TMINS, 

BELONG, MOTIVAT, CPSVALUE, EMOSUPS, HOMEPOS, 
ICTRES, TEACHBEHA, STRATIO have positive effect on 
mathematical literacy score. However, OUTHOURS, 
ANXTEST, CULTPOSS, HEDRES, WEALTH, ESCS, EDUSHORT, 
STAFFSHORT and STUBEHA have negative effect on 
mathematical literacy score.  

According to these results, home possessions the most 
positive effective variable on mathematical literacy score. 
Second effective variable was ICT resources at home. Also 
‘students’ expected occupational status’ and ‘highest 
occupational status of parents’ had positive effect on 
mathematical literacy score. On the other hand, ‘family 
wealth possessions’, ‘student-related factors affecting 
school climate’ and ‘test anxiety’ had negative effect on 
mathematical literacy score. 

 
Table 5. Comparison of Classification Achievements of the 

Methods 

Classifier ACC F-Measure κ statistic MAE 

Random Forest 76.57% 0.764 0.521 0.348 

C4.5 Classifier 71.23% 0.712 0.416 0.317 
Logistic 
Regression 71.09% 0.709 0.411 0.378 

Discriminant 
Analysis 70.80% 0.708 0.412 0.294 

Naïve Bayes 68.36% 0.684 0.365 0.332 

 
As it was seen, Random Forest was the best algorithm 

according to ACC (76.57%), F-Measure (0.764), κ statistic 
(0.521) and MAE (0.348). According to the results, 
Random Forest method produced more accurate scores 
than other EDM methods. 

 

 
Figure 1. ROC Curves of the Methods 

 
RF, C4.5, LR, DA, NB have compared with ROC area. As 

it seen, RF has the greatest ROC area than other methods 
(AUCRF =0.758; AUCC4.5 =0.707; AUCLR =0.704; AUCDA 
=0.705; AUCNB =0.684). As can be seen from the ROC 
curve, the difference between the methods is not very 
high. However, it is still seen that EDM methods produce 
slightly better results than Discriminant Analysis. 

 
Discussion, Conclusion and Recommendations 

 
Actual topics of EDM are prediction, clustering, outlier 

detection, relationship mining, social network analysis, 
process mining, text mining and data refinement for 
human judgement, discovery with models, knowledge 
tracing and nonnegative matrix factorization [3]. On 
detecting factor related performance analysis, compared 
to other data analytic techniques EDM techniques give 
detailed and more efficient results. So, in human sciences 
these results adapt to needs better than other techniques. 
But weakness of the data mining techniques should be 
decrease with comparative studies with classical methods 
[7]. 

In our study, Discriminant Analysis from classical 
methods and Random Forest, Decision Tree, Logistic 
Regression and Naïve Bayes algorithms from data mining 
methods were compared. The aim of this study is to 
determining the factors affecting PISA 2015 mathematical 
literacy score by using Discriminant Analysis and 
comparing the classification capabilities of this method 
with Random Forest, C4.5, Logistic Regression, and Naïve 
Bayes algorithms. As a result of the analysis, random 
forest method was found to be the most successful 
classification method in PISA 2015 Turkey data. 

When the results are examined, it is seen that the 
‘Home Possessions’ variable has a positive effect on 
mathematics achievement [6,20]. The ‘Highest 
Occupation Status of Parents’ variable also has a positive 
effect on student success. Highly educated parents' 
children are more successful than other students [6]. In 
addition, ‘Students’ Expected Occupation Status’ also has 
a positive effect on success. It can be assumed that this 
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variable also increases the motivation of the student and 
high motivation increases success [6]. ICT Resources, 
which can be used for the course, have a positive effect on 
academic success [35]. Also, mathematics learning time 
increase one of the most influential variables on 
mathematics achievement is the mathematical 
achievement [6,36]. Furthermore, ‘Student Teacher Ratio’ 
and ‘Teacher-related Factors Affecting School Climate’ 
[37] have positive effects on mathematical achievement. 

On the other hand, unlike many studies in the 
literature [20] ‘family wealth possessions’, ‘cultural 
possessions at home’, ‘home educational resources’ and 
‘Index of Economic, Social and Cultural Status’ variables 
has a negative effect on mathematical literacy score. 
Accordingly, family wealth has not a positive effect on 
success. As it is known, the negative student behaviour 
decreases the academic achievement. For this reason, the 
student-related factors affecting school climate variable is 
also one of the variables that negatively affect 
mathematical literacy score [38]. In addition, the anxiety 
has also negative effect on academic achievement [5,6]. 
‘Out-of-School study time’ is another variable that 
negatively affects academic achievement. Working hard 
outside of school has not increased mathematical literacy 
score. This may be due to the anxiety-enhancing effect 
and the fact that students get bored and lose motivation. 
Also it is known that lack of material have negative effects 
on achievement [39]. In this study, ‘Shortage of 
Educational Staff’ and ‘Shortage of Educational Material’ 
variables, similar to the literature, had a negative effect on 
mathematics achievement. It can be assumed that the 
results obtained may be due to the research sample. For 
this, work can be repeated with different countries. 

As a result, family wealthy is not an indicator of 
academic achievement. On the other hand, the education 
level of the family and the professional expectations of the 
student had positive effects on achievement. Students' 
expectations can motivate them and make it easier for 
them to achieve. ICT resources have made a positive 
contribution to achievement as a means of finding 
solutions for academic problems. In our education system, 
students can get higher scores by creating multimedia-
supported learning environments with projects such as 
the FATIH project. These projects eliminate educational 
inequality and enriching the learning environment for all 
learning types [40]. In addition, motivated students 
contribute to their mathematical literacy score with the 
study time they allocate to the mathematics lesson. In 
addition, it is expected that reducing student anxiety and 
eliminating the lack of educational materials, which are 
obstacles to success, will contribute to mathematics 
achievement. 

This research has some limitations. The results of this 
research are based only on the PISA 2015 Turkey data set 
and only mathematics achievement was used in this 
study. Another limitation is that this dataset measures 15-
year-old students' ability to use their mathematical 
knowledge and skills to cope with real-life challenges. The 

study can be repeated in comparison with the 
mathematics achievements of different countries. 
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