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Identification and validation of key genes associated with smoking-

induced lung adenocarcinoma development through bioinformatics 

analysis and predictions of small-molecule drugs 

Hamid CEYLAN 1,*    

1Atatürk University, Faculty of Science, Department of Molecular Biology and Genetics, 25240, Erzurum, TURKEY  

Abstract  

Although smoking is known to be the leading risk factor for lung cancer, it is still unclear how 

normal cells turn cancerous in cigarette smokers. This study aimed to identify key molecular 

drivers that contributed to the progression and prognosis of lung adenocarcinoma (LUAD) in 

cigarette smokers, as well as screen, correlated small molecule therapeutic drugs by 

bioinformatics analysis. Gene expression profile was obtained from the Gene Expression 

Omnibus (GEO) database. Differentially expressed genes (DEGs) between current smokers 

without cancer and never smokers were identified and were analyzed to identify gene 

ontologies, pathways, protein‑protein interaction (PPI) networks, hub genes, and prognostic 

potentials. Finally, effective small-molecule compounds were screened by the Connectivity 

Map (CMap) database. A total of nine genes were screened out as the critical among the DEGs 

from the PPI network. Overall survival analysis revealed that high mRNA expression of 
ACTR2 and ANAPC10 were significantly associated with the LUAD. Furthermore, three 

candidate small-molecule drugs for manipulating LUAD progression were predicted. 

Identification of critical genes involved in disease development and candidate drugs to combat 

it can lead us to better diagnosis and targeted therapy strategies. The results of the present 

study may provide insight into the mechanisms underlying LUAD pathogenesis development 

risk in cigarette smokers and may provide potential targets for prevention. 
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1. Introduction  

Lung cancer is the second most frequently diagnosed 
cancer type in 2020 (2.2 million new cases; 11.4%) and 

the common reason for cancer-related deaths (1.8 

million deaths; 18%) [1]. About 85% of patients were 

diagnosed with the non-small cell lung cancer 
(NSCLC) subtype. Lung adenocarcinoma (LUAD), a 

subtype of NSCLC, is responsible for about 40% of all 

lung cancer cases [2]. For this reason, determining the 
molecular drivers and mechanisms underlying cancer 

progression in LUAD is considered very important in 

terms of diagnosis and developing effective treatment 

approaches. 

Smoking is an extremely important risk factor, which 

causes approximately 80-90% of lung cancer cases 

worldwide and is the highest source of cancer-related 
deaths in humans [3]. Individuals with a history of 

smoking are tens of times more likely to develop LC 

than never smokers. Lung cancer-related genomic 

alterations have a distinct difference between smokers 

and non-smokers [4]. However, information on the 
underlying molecular mechanisms that contribute to 

lung tumor formation in smokers is still quite 

insufficient.  

Polygenic or multifactorial diseases, including cancer, 

arises as a result of complex interactions of multiple 

genes [5]. Given the complexity observed in cancer 

pathophysiology, alterations in the whole genome and 
transcriptome should be taken into account for 

effective treatment [6]. Identifying differentially 

expressed genes by analyzing DNA microarray 
datasets using bioinformatics tools is considered an 

approach that has the potential to reveal specific 

mechanisms and molecular events precisely in terms of 

disease management [7, 8]. This approach can provide 
a strong framework for understanding how a 

pathological process is regulated, as well as identifying 

http://dx.doi.org/10.17776/csj.
https://orcid.org/0000-0003-3781-4406
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biomarkers that can be used in diagnosis, and 

identifying potential therapeutic targets and tools. 

In this study, it was aimed to investigate the global 
gene expression differences in bronchial epithelial 

samples of current smokers and never smokers to 

elucidate the biological mechanisms underlying lung 
adenocarcinoma that may be caused by smoking. The 

selected microarray dataset was analyzed and the 

DEGs were identified. A PPI network was created to 
elucidate important relationships between DEGs and 

identify key genes, and also the expression and 

prognostic potential of key genes were studied. Finally, 

candidate small molecules that can be used in the 
prevention of smoking-induced LUAD development 

were predicted. 

2. Methods 

2.1. Microarray data processing and identification 

of DEGs 

The gene expression profile (GSE19027) [9] was 
downloaded from the NCBI GEO 

(http://www.ncbi.nlm.nih.gov/geo) public repository. 

In this study, to detect genes whose expression is 
altered only by smoking, datasets from never-smokers 

and datasets from patients who smoke but do not have 

cancer were selected. A total of 25 bronchial epithelial 

tissue samples (6 never smokers and 19 current 
smokers without cancer) were used for analysis. 

Identification of DEGs between smokers and non-

smokers was performed using the GEO2R web tool 
(https://www.ncbi.nlm.nih.gov/geo/geo2r/). The cut-

off criteria were set as follows |LogFC| > 1.5 and 

p<0.05. 

2.2. PPI network construction and module analysis 

STRING (Search Tool for the Retrieval of Interacting 

Genes; https://string-db.org/) database was employed 

to evaluate the interrelationships between DEGs. 
Cytoscape software was used to analyze and visualize 

the PPI network. Finally, Molecular Complex 

Detection (MCODE) plugin of Cytoscape was used to 

filter central modules in the PPI network.  

2.3. Hub gene selection and analysis  

CytoHubba plugin of Cytoscape was used to identify 
the hub genes. The Database for Annotation, 

Visualization and Integrated Discovery database 

(DAVID; https://david.ncifcrf.gov/home.jsp) 

application was used to perform GO (gene ontology) 

and Kyoto Encyclopedia of Genes and Genome 

(KEGG) pathway enrichment analysis of hub genes. 

2.4. Survival analysis and validation of hub genes 

To confirm the reliability of the hub genes, their 

expressions were validated using GEPIA (Gene 

Expression Profiling Interactive Analysis) database 
[10]. In addition, GEPIA and Kaplan-Meier [11] 

survival curves of overall survival were used to analyze 

prognostic potentials and survival differences of the 

hub genes. 

2.5. Candidate small molecule drugs prediction  

The CMAP online tool 

(https://www.broadinstitute.org/connectivity-map-
cmap) which contains whole genomic expression 

profiles for small active molecular inferences, was 

used to mine potential small molecules. Hub genes 
probesets in GSE19027 between smokers and non-

smokers samples were used as inputs to the CMap 

database. Compounds were selected as potential 
therapeutic agents for smoking-induced LUAD after 

ranking them according to their negative connectivity 

enrichment scores. 

3. Results 

3.1. Identification of DEGs 

Based on the cut-off criteria a total of 1092 DEGs were 

screened, including 313 upregulated and 779 
downregulated genes in the smoker samples compared 

to non-smoker samples. 

3.2. Network construction and screening of hub 

genes 

According to acquired information from the STRING 

database, a total of 966 nodes and 4119 edges were 

mapped in the network. A significant module 
(MCODE score >10) including 69 nodes and 364 

edges was identified in the PPI network (Figure 1). The 

top 20 genes were ranked using four calculation 
algorithms of the CytoHubba plugin including 

Maximal Clique Centrality (MCC), Maximum 

Neighborhood Component (MNC), Degree, and 

Betweenness. Finally, nine intersecting genes (ACTR2, 
ANAPC10, CXCL8, CXCR4, DAB2, GNG11, 

PTGDR2, SOCS3, and VAMP3) of the top 20 ranked 

DEGs were selected as hub genes (Table 1, Figure 2).  

 

 

 

http://www.ncbi.nlm.nih.gov/geo
https://www.ncbi.nlm.nih.gov/geo/geo2r/
https://string-db.org/
https://david.ncifcrf.gov/home.jsp
https://www.broadinstitute.org/connectivity-map-cmap
https://www.broadinstitute.org/connectivity-map-cmap
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Table 1. Top 20 genes evaluated in the PPI network. Intersecting genes are shown in bold.  

Gene MCC Gene MNC Gene Degree Gene Betweenness 

GNG11 4037681.0 GNG11 26.0 GNG11 27.0 CXCL8 1692,21 

LPAR1 3674790.0 CXCL8 19.0 CXCL8 19.0 GNG11 1153,11 

DRD4 3634320.0 COL7A1 18.0 COL7A1 18.0 TGFB1 849,85 

CXCL8 3634224.0 LPAR1 17.0 LPAR1 17.0 TGFA 757,71 

GNAI3 3633864.0 CXCR4 15.0 CXCR4 15.0 SOCS3 683,25 

GRM2 3633842.0 GRM1 14.0 GRM1 14.0 COL7A1 635,85 

HTR1D 3633840.0 DRD4 13.0 PTGDR2 13.0 ACTR2 602,41 

CXCR4 3629058.0 PTGDR2 13.0 SOCS3 13.0 CXCR4 441,50 

PTGDR2 3628814.0 SOCS3 13.0 DRD4 13.0 ANAPC10 363,00 

SOCS3 3628808.0 GNAI3 12.0 ADRBK1 12.0 COL2A1 246,51 

ANAPC10 3628802.0 GRM2 12.0 GNAI3 12.0 DAB2 212,35 

VAMP3 3628802.0 ADRBK1 12.0 GRM2 12.0 ADM 167,87 

CLTB 3628802.0 HTR1D 11.0 VAMP3 12.0 SEC24D 155,40 

CLTCL1 3628802.0 ANAPC10 11.0 HTR1D 11.0 VAMP3 131,61 

ACTR2 3628801.0 CLTB 11.0 ANAPC10 11.0 IL13 91,75 

DAB2 3628801.0 CLTCL1 11.0 CLTB 11.0 ADRBK1 71,23 

KLHL20 3628800.0 TGFA 11.0 CLTCL1 11.0 PTGDR2 66,04 

KCTD7 3628800.0 VAMP3 10.0 ACTR2 11.0 GRM1 65,33 

FBXO21 3628800.0 ACTR2 10.0 DAB2 11.0 STX17 60,76 

ARIH2 3628800.0 DAB2 10.0 TGFA 11.0 SEC22B 60,76 

 
Figure 1.  Top module from PPI network. Red nodes represent 
upregulated genes, and yellow nodes represent downregulated 
genes. 

 
Figure 2. Visualization of the hub genes using cytoHubba plugin. 
Color grade red to yellow represents MCC scores. 
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3.3. GO and KEGG pathway enrichment analysis 

GO term enrichment results revealed that DEGs are 

significantly enriched in BP (biological process) and 
CC (cellular component). As indicated in Table 2, the 

hub genes were mainly enriched in calcium-mediated 

signaling, G-protein coupled receptor signaling 
pathway, chemotaxis, chemokine-mediated signaling 

pathway, and movement of cell or subcellular 

component at BP. the hub genes were significantly 

enriched in clathrin-coated vesicle membrane, 
intracellular, and clathrin-coated vesicle at CC. In 

addition, KEGG pathway enrichment results showed 

that the hub genes were significantly enriched in two 
pathways including Chemokine signaling pathway and 

Pathways in cancer (Table 2). 

Table 2. KEGG pathway enrichment analysis of hub genes. GO; Gene Ontology, BP; biological process, CC; cellular 

component, MF; molecular function, KEGG; Kyoto Encyclopedia of Genes and Genomes. 

Category GO Term p-value 

BP calcium-mediated signaling 2,50E-04 

BP chemotaxis 1,40E-03 

BP G-protein coupled receptor signaling pathway 7,00E-03 

BP chemokine-mediated signaling pathway 3,30E-02 

BP movement of cell or subcellular component 4,00E-02 

CC clathrin-coated vesicle membrane 4,80E-03 

CC intracellular 1,70E-02 

CC clathrin-coated vesicle 2,50E-02 

KEGG Chemokine signaling pathway 1,00E-02 

KEGG Pathways in cancer 4,20E-02 

 

3.4. Validation of hub genes 

Prognostic potentials of nine hub genes were evaluated 

by survival analysis using the Kaplan-Meier plotter 

and GEPIA. The results demonstrated that among the 
hub genes only ACTR2 and ANAPC10 expression 

levels significantly associated (p<0.005) with the OS 

of patients with LUAD. Increased ACTR2 and 
ANAPC10 expression could result in a worse OS rate 

in LUAD patients (Figure 3a-b and d-e). It was also 

determined that the expressions of these hub genes 

were higher in LUAD tissues compared to normal 

tissues (Figure 3c-f). In fact, in the analysis of the 
GSE19027 dataset, it was also found that the ACTR2 

and ANAPC10 mRNA levels in smokers increased 

3.83-fold and 3.11-fold in smokers compared to non-
smokers, respectively. The results indicate that these 
genes can be effective prognostic factors for LUAD. 

 
Figure 3. Survival curves and expression boxplots of the hub genes. Overall survival analyses of ACTR2 using GEPIA (a) and Kaplan-
Meier plotter (b) database. Overall survival analyses of ANAPC10 using GEPIA (d) and Kaplan-Meier plotter (e) database. Validation of 
the expression levels (mRNA) of ACTR2 (c) and ANAPC10 (f) in LUAD samples and normal lung samples using the GEPIA platform. 



Ceylan / Cumhuriyet Sci. J., 42(4) (2021) 751-757 

 

755 
 

 

3.5. Candidate small-molecule drugs screening 

To identify candidate small-molecular drugs that could 

be used to control LUAD progression, prognosis-

related DEGs (ACTR2 and ANAPC10) were submitted 
to the CMap. The related six small molecule drugs with 

highly significant correlations (p<0.01 and higher 

negative connectivity score) are listed in Table 3. 

Among these small molecules, MS-275, domperidone, 

and clomifene showed a higher negative correlation 
with a smaller p-value. 

 

Table 3. CMap analysis results. 

Rank CMap name Mean N Enrichment p-value Specificity % non-null 

1 MS-275 -0,921 2 -0,991 0,00026 0,0617 100 

2 domperidone -0,884 2 -0,981 0,00076 0 100 

3 clomifene -0,878 2 -0,981 0,00082 0,015 100 

10 fusaric acid -0,836 2 -0,956 0,00414 0 100 

11 seneciphylline -0,865 2 -0,951 0,00531 0,0324 100 

16 pancuronium bromide -0,826 2 -0,94 0,00752 0,0216 100 

 

4. Discussion  

According to World Health Organization (WHO) 
reports, non-communicable diseases (NCDs), 

including cardiovascular diseases, stroke, cancer, and 

chronic lung disease are responsible for almost 70% of 
deaths globally [12]. However, it has been shown that 

almost half of cancer-related deaths can be prevented 

by modifying lifestyle behaviors or avoiding main risk 

factors including malnutrition, alcohol consumption, 
and tobacco use. In addition, early detection of cancer 

is a highly effective and long-term strategy in reducing 

the global cancer burden. The most common lethal 
tumor in the world, lung cancer, causes 1.6 million 

deaths each year and accounts for 19.4% of the total 

cancer-related deaths [13]. NSCLC, one of the two 
main subtypes of lung cancer, comprises 85% of all 

lung cancers. NSCLC is also classified into three 

subtypes: large cell carcinoma, squamous cell 

carcinoma, and adenocarcinoma [14]. Lung 
adenocarcinoma (LUAD) is the most common type of 

lung cancer (around 40% of all) [15]. However, 

underlying mechanisms responsible for the initiation, 
development, and metastasis of the disease are still 

poorly understood. Therefore, identifying the 

molecular drivers associated with LUAD development 
may contribute to the development of new approaches 

for early diagnosis and disease management. In this 

study, a total of 9 significantly dysregulated genes 

between current smokers without cancer and never 
smokers were identified in the GEO dataset GSE19027 

using bioinformatics analysis. Finally, nine genes were 

screened out as hub genes. Among them, it was found 
that overexpression of ACTR2 and ANAPC10 were 
significantly associated with shorter patients’ survival. 

Different types of mammalian cells, including 

fibroblasts, hematopoietic cells, and embryonic cells, 

have their directional motility, also known as cell 

migration, which plays an essential role in the 
physiologic functions [16]. However, abnormal 

cytoplasmic protrusions, such as lamellipodia, can 

mediate cancerous cells to migrate and metastasize in 
a coordinated manner in malignant cells [17]. The 

Arp2/3 (Actin-related protein 2: ACTR2 and 3: 

ACTR3) complex is responsible for lamellipodium 
formation and thus involved in the movement of many 

types of cells. Deletion and RNA-mediated 

interference (RNAi) studies on Arp2/3 complex have 

also indicated that this complex is essential for cell 
migration [18, 19]. Previous studies also demonstrated 

that the Arp2-positive cells with higher levels of 

ACTR2 were accumulated within the tumor tissue 
[20]. Anaphase-promoting complex (APC/C), 

consisting of 11–13 highly conserved subunits, marks 

target cell cycle proteins for degradation. ANAPC10, a 
subunit of the APC/C complex, displays an essential 

role in substrate recognition [21]. Recent studies, such 

as that performed by Wang et al. [22] discovered that 

ANAPC10 is overexpressed in NSCLC cell lines and 
promotes the proliferation of cells. They also showed 

that the knockdown of ANAPC10 significantly 

inhibited the migration of NSCLC cells. Taken 
together, ACTR2 and ANAPC10 may be a valuable 

clinical indicator of lung adenocarcinoma development 
and progression.  

Based on the small-molecule analysis, a set of small-

molecule that could reverse smoking-induced 

abnormal gene expression that can lead to the LUAD 
development was determined. According to CMap 

predication, it was found that the drug signatures 

significantly correlates with ACTR2 and ANAPC10 
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gene signatures. Among these, MS‐275, also known as 

entinostat is a histone deacetylase inhibitor (HDACi) 

that increases acetylated histones and leads to 
transcriptional suppression [23]. Moreover, recent 

studies also reported that MS‐275 potentiated and 

facilitated inhibitory effects of different antitumor 
suppressors in lung adenocarcinoma [24]. 

Furthermore, other noteworthy molecules and 

bioactive metabolites we found are listed in Table 3. 

In summary, this study was designed to identify critical 

genes that might be involved in the smoking-associated 

LUAD progression. In addition, a group of small 

molecules that can increase efficacy in LUAD therapy 
have been identified. However, future experimental 

investigations are needed to validate the predicted 

molecules. 
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Abstract  

In this current study, antiproliferative effect of EGFR inhibitor AG1478 was investigated in 

human breast cancer cell lines. MDA-MB-231 and MCF-7 cell lines were used respectively 

as triple negative breast cancer and Luminal A breast cancer model.  To this end cell viability, 
cell index values by xCELLigence Real‐Time Cell Analysis DP instrument and mitotic index 

analysis were used. The results of the current study showed that AG1478 had cytostatic effects 

on both of cell lines. The IC50 concentration was determined as 50 µM for MDA-MB-231 

and 20 µM for MCF-7 cell line. IC50 concentration was used for mitotic index parameter. 

IC50 concentrations decreased the mitotic index values of both of cell lines. There were 

significant differences between the control and the experimental groups (p<0.05). The results 

of the present study suggest that AG1478 may serve as a promising treatment option for breast 

cancer. 
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1. Introduction  

Breast is a bilateral organ which is diagnosed with the 

highest number of malignancies in women and has 

major changes in size, shape and function during 

adolescence, pregnancy, breastfeeding, and 
postmenopausal periods [1].  It is a heterogeneous 

disease with various risk factors and clinical features. 

Although it is generally known as female disease, it is 
reported that researches can also develop in men [2].  

Incidence rate increases with age up to 45-50 years. 

Lifetime estrogen exposure is one of the most 
important risk factors. Early menarche, late 

menopause, late and a small number of pregnancies, 

postmenopausal hormone replacement therapy, 

xenoestrogens and childlessness prolong the exposure 
to estrogen [3]. On the other hand, age, family history, 

the use of oral contraceptives, radiation exposure, 

alcohol use and benign breast disease are among the 
risk factors for breast cancer [4]. The prolonged 

exposure to estrogen and the prolongation of 

proliferation times increase the number of cells that can 

be mutated and start to proliferation of the cells that 
begin to tumour. Signals that cause differentiation of 

breast ductal cells, especially during pregnancy and 

other strong signals cause intense apoptosis of the 

alveolar and ductal cells after weaning. These cycles 

may be involved in the elimination of tumor cells and 
purification of tissue. Therefore, it is thought that many 

pregnancies at an early age can have a strong protective 

effect with long periods of breastfeeding [5, 6].  

BRCA genes encode various proteins involved in the 

DNA repair mechanism. The germline mutations in 

BRCA genes are associated with breast cancer. In the 

examined populations, mutations on the BRCA-1 and 
BRCA-2 genes caused a high increase in the risk of 

breast cancer. However, the incidence of mutations in 

the BRCA-2 gene is higher than in the BRCA-1 gene 
[7]. BRCA1 and BRCA2 have different functions. 

While the protein encoded by the BRCA 1 gene is 

involved in estrogen receptor signaling pathway, the 
BRCA2 gene is involved in terminal differentiation of 

mammary epithelial cells [8, 9]. 

Epidermal Growth Factor Receptor (EGFR), a 

transmembrane protein, binds to peptide growth 
factors of the Epidermal Growth Factor (EGF) family 

to activate [10, 11]. EGF binds to EGFR to stimulate 

cell growth, proliferation and differentiation. EGFR 
overexpression gives tumors an aggressive phenotype 

and it is common in many types of solid tumors [12]. 

EGF and EGFR are involved in many aspects of the 
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development of carcinomas [13, 14]. Studies have 

shown that overexpression of the EGF receptor plays 

an important role in pathological processes such as 
tumorigenesis and progression. Overexpression of 

EGFR is associated with poor prognosis and reduced 

survival, especially in different types of carcinomas 

[15-17]. 

In recent years, EGFR has an important role in cancer 

treatment studies. Tyrosine kinase inhibitors and 
monoclonal antibodies are molecules that target 

EGFR. It binds competitively to the ATP pocket of 

EGFR to inhibit tyrosine kinase activity. In contrast, 

antibodies competitively inhibit ligand binding to 
EGFR and thus inhibit receptor activation [18]. The 

majority of protein tyrosine kinase inhibitors disrupt 

signal transduction by binding the enzyme to the ATP 
binding pocket and are currently used in clinical trials 

[19]. AG 1478 is a specific epidermal growth factor 

receptor tyrosine kinase inhibitor used in laboratory 
studies [20]. In recent years, targeted treatment 

approaches have replaced classic methods in breast 

cancer, as in many cancers [21]. 

In this study, it was aimed to investigate the 
antiproliferative effects of the EGFR inhibitor AG1478 

on triple negative and luminal A breast cancer cell 

lines. 

2. Materials and Methods 

2.1. Cell culture  

MDA-MB-231 cells were cultured in DMEM (high 
glucose) (Sigma) containing 10% fetal bovine serum 

(Sigma), 100 μg/ml streptomycin (Ulugay), 100 IU/ml 

penicillin (Pfizer), amphotericin B (Sigma) at 37oC in 
humidified atmosphere of 5% CO2. TMCF-7 cells were 

cultured in RPMI-1640 medium containing 10% fetal 

bovine serum (Sigma), 100 μg/ml streptomycin 
(Ulugay), 100 IU/ml penicillin (Pfizer), amphotericin 

B (Sigma). 37oC in an atmosphere humidified with 5% 

CO2 for both cell types. The pH of the medium was 

adjusted to 7.2 with sodium bicarbonate. 

2.2. Seeding of cells 

In order to calculate the relative viability, seeding was 

made in 96-well plates with 30,000 cells / 200 μl 
medium per well. Sterile round coverslips were placed 

in each well of 24-well plates for the mitotic index 

parameter. Cell seeding was carried out at 150,000 
cells / 300 μl medium per well. After the cells adhered 

to the coverslips, 500 μl of medium was added to each 

well. The cells were prepared for the experiment by 

continuing the incubation in a mixture of 95% air and 

5% CO2 at 37oC for 24 hours. 

2.3. Preparation of inhibitor concentrations 

The experiments were carried out at different 

concentrations of EGRF inhibitor AG 1478 and at 
different time intervals. AG 1478 hydrochloride 

(Tocris) is stored as 10 mg powder at -20oC. AG 1478 

was dissolved with DMSO to obtain a 10mM stock 
solution and stored at + 4oC during the experiments. 

Concentrations to be applied to cells in experiments 

were obtained by diluting the stock solution with tissue 

culture medium. 

2.4. Cell viability (MTT) 

The cytotoxicity of AG 1478 on the cells as a result of 

the application of different doses was evaluated with 
the MTT test. Different concentrations of AG 1478 

were applied to the cells. At the end of the experiment 

periods, the medium from the wells was removed and 
40 μl MTT (5mg / ml) was added. After waiting for 4 

hours, 160 μl DMSO was added to the wells with MTT 

and left for 1 hour incubation in shaker. After the 
dissolution of the formed formazan crystals by this 

process, the absorbance values of the experimental 

groups were measured by spectrophotometer at 570 nm 

by taking the 690 nm wavelength as reference. 

2.5. xCELLigence real-time cell analysis (RTCA): 

cytotoxicity 

The basic principle of the xCELLigence RTCA-DP 
system is that as the amount of cells adhering to the 

surface of the gold-coated E-Plate increases, the 

resistance against current increases and as the amount 

of cells adhered to the surface decreases, its resistance 
decreases. Cell proliferation and cell death can be 

recorded continuously and in real time through the 

xCELLingence RTCA-DP system. 

 

16-well E-Plate was used to evaluate the cell index 

parameter. Later, 5,000 cells in 100 μl medium for 
MDA-MB-231 cells and 10,000 cells in 100 μl 

medium for MCF-7 cells were seeded in each well. 

After seeding process, E-Plates were incubated for 20 

minutes in a sterile working cabinet at room 
temperature and then placed in xCELLigence DP 

device and incubation continued at 37oC and 5% CO2 

ambient conditions. After cell seeding was performed 
on the E-Plates, the xCELLigence DP device was 

commanded to take measurements every 15 minutes. 

Approximately 24 hours after cell seeding, in 1/3 of the 
proliferation phase of the cells, the medium in the E-

plates was replaced with the medium containing 

inhibitors, and measurements were taken at 15 minutes 

intervals for 72 hours. Graphs of concentration and 
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time dependent cell index values were transferred to 

the computer screen. 

2.6. Mitotic index (MI)  

The preparations prepared according to the 

experimental groups were first hydrolyzed with 1 N 

HCl at room temperature for 1 minute and then with 1 
N HCl at 60oC for 10 minutes. After the hydrolysis 

process, Feulgen method was applied to the 

preparations for 1 hour. These preparations were then 
washed 3 times with the washing solution of the 

Feulgen method for 2 minutes each and air dried. After 

the preparations dried, they were stained with Giemsa 

dye for 2 minutes. Late prophase, metaphase, anaphase 
and telophase phases were counted in order to 

determine the mitosis index (MI) values of the 

preparations ready for counting. Since the early 
prophase stage is morphologically similar to the cells 

in the interphase group, it was evaluated together with 

this stage. The applied inhibitor concentration was 
evaluated as three preparations for each time and the 

MI values were determined by counting an average of 

3,000 cells from each preparation. 

2.7. Statistical evaluation 

Concentrations applied to all experimental groups and 

values of cell kinetics parameters determined 

according to time were evaluated relative to control 
groups and each other. One-way ANOVA test was 

applied to the values determined from the experimental 

groups. While the significance of the groups with 

respect to the control was evaluated with the 
DUNNETT's test, the significance of the groups with 

each other was evaluated with the t-test. Statistical 

evaluations were based on p <0.05 significance level. 

3.   Results and Discussion 

3.1. Determination of optimal concentration with 

cell viability analysis  

In order to determine the changes caused by AG 1478 

in the mitochondrial dehydrogenase enzyme activity of 

MDA-MB-231 and MCF-7 cell lines, initially 50 μM, 
100 μM, 150 μM inhibitor concentrations were used in 

the cultured cells for 24 hours. The absorbance values 

obtained from the experimental series conducted in 
parallel with the control group without inhibitor 

applied were shown in Tables 1 and 2. 

 

 

 

Table 1. Absorbance values of mitochondrial dehydrogenase 

activity of MDA-MB-231 cells treated with AG 1478 at 

concentrations of 50 μM, 100 μM ve 150 μM for 24 h 

(p<0.05). 

Experimental Groups              Absorbance Values (450-690 nm) 

Control 561,636 x 10-3 ± 0,014 SD 

50 µM 289,5 x 10-3 ± 0,011 * 

100 µM 266,15 x 10-3 ± 0,009 * 

150 µM 184,1 x 10-3 ± 0,008 * 

Table 2. Absorbance values of mitochondrial dehydrogenase 

activity of MCF-7 cells treated with AG 1478 at 
concentrations of 20 μM, 100 μM ve 150 μM for 24 h 

(p<0.05). 

Experimental Groups              Absorbance Values (450-690 nm) 

Control 561,636 x 10-3 ± 0,014 SD 

20 µM  288,166 x 10-3 ± 0,012 * 

100 µM 180 x 10-3 ± 0,008 * 

150 µM 143,166 x 10-3 ± 0,007* 

                                            

When the absorbance values are examined viability 

values were 51,8% for 50 µM; 43,63 for 100 µM and 

32,95 for 150 µM compared to control group which 
was considered as 100% for MDA-MB-231 cell. For 

MCF-7 cell line these values were 51,76% for 20 µM; 

45,42 for 100 µM and 37,94 for 150 µM (Figure 1 and 

2). 

 

Figure 1. Percent viability values of MDA-MB-231 cells 
treated with 50 µM, 100 µM, 150 µM AG 1478  for 24 h 

(p<0.05). 
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Figure 2. Percent viability values of MCF-7 cells treated 

with 50 µM, 100 µM, 150 µM AG 1478 for 24 h (p<0.05). 

According to the data obtained, it is seen that 50 μM 

AG 1478 for the MDA-MB-231 cell line and 20 μM 

AG 1478 for the MCF-7 cell line were the IC50 

concentrations that cause the death of half of the cells. 

3.2. xCELLigence Real-Time Cell Analysis 

(RTCA): cytotoxicity  

When the cell index values obtained from the real-time 

cell analysis system as a result of the application of AG 

1478 to the MDA-MB-231 cell line at concentrations 
of 50 μM, 100 μM and 150 μM to the MCF-7 cell line 

at 20 μM, 100 μM and 150 μM concentrations were 

examined, inhibitor appeared to have antiproliferative 

effects on cells. The curves of the graph of the cell 
index values, when compared with the standard curves, 

suggest that all the applied AG 1478 concentrations 

produced a cytostatic effect in both cell lines (Figure 3 

and 4).

 

Figure 3. Graph of cell index of MDA-MB-231 cells treated with AG 1478  at concentrations of 50 μM, 100 μM ve 150 μM 

(Line 1: Control, Line 2: 50 μM, Line 3: 100 μM , Line 4: 150 μM). 

 

 

Figure 4. Graph of cell index of MCF-7 cells treated with AG 1478  at concentrations of 20 μM, 100 μM ve 150 μM (Line 

1: Control, Line 2: 20 μM, Line 3: 100 μM , Line 4: 150 μM). 
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3.4. Mitotic index (MI)  

In order to determine the change in mitotic index 
values as a result of the application of AG 1478 on 

cells; inhibitor concentrations of 50 μM were applied 

to MDA-MB-231 cells and 20 μM to MCF-7 cells, 
which were cultured for 0-72 hours. The mitotic index 

values obtained as a result of the experiment conducted 

in parallel with the control group without inhibitors are 
shown in Table 3 and Table 4. As seen in Figure 5 and 

Figure 6, mitotic index values of MDA-MB-231 and 

MCF-7 cells decreased significantly depending on 

time as a result of AG 1478 application. 

Table 3. Mitotic index valuees of MDA-MB-231 cells treated 

with AG 1478 at concentrations of 50 μM for 0-72 h 

(p<0.05). 

Time (h) 
Mitotic Index (%) 

Control 50 µM 

24 6,13±0,03SD 2,6±0,02* 

48 6,6±0,04 0,93±0,01* 

72 6,7±0,03 0,34±0,01* 

 

Table 4. Mitotic index valuees of MCF-7 cells treated with AG 

1478 at concentrations of 20 μM for 0-72 h (p<0.05). 

Time (h) 
Mitotic Index (%) 

Control 50 µM 

24 4,7 ± 0,02SD 2,08 ± 0,02* 

48 5,8 ± 0,03 2,06 ±  0,01* 

72 5,4 ± 0,03 1,8 ± 0,01* 

4.   Discussion 

Developing the treatment methods of cancer, one of the 

most important diseases of our age, directing the 

treatments to specific targets in line with the purposes 
of increasing the effectiveness of the methods used and 

eliminating the side effects increases the survival 

chances of the patients. 

Triple negative breast cancer has a poor prognosis and 

an aggressive phenotype. It is insensitive to drugs that 

target hormone receptors and human epidermal growth 

factor receptor 2. Therefore, the development of an 
effective therapeutic reagent to treat triple negative 

breast cancer is required [22]. 

Bishop et al. observed that in their studies examining 
the sensitivity of cancer cells against different 

inhibitors of the EGFR family, it was observed that 

HER1 and MAPK signaling in all HER1-expressing 

cells was inhibited by AG 1478. In this study, in cell 
lines with high HER1 expression and where AG 1478 

mediates the arrest of cells in the G1 phase. It has been 

observed that at low concentrations the inhibitor 
potentially inhibits both HER1 phosphorylation and 

the MAPK pathway, whereas cell lines expressing low 

HER1 require higher inhibitor concentrations for the 

same effects [23]. 

In this study, different concentrations of AG 1478 were 

applied to triple negative and Luminal A breast cancer 
cell lines and evaluated with xCELLigence Real Time 

Cell Analysis System. As a result of the comparison of 

the obtained cell index values and the curves obtained 

from these values with the standard curves, it is 
suggested that the AG 1478 have a cell growth 

inhibitory effect for both cell lines. This situation is in 

accordance with the fact that AG 1478, mentioned in 
the above literature, mediates the pause in the G1 

phase. 

In Zhang et al.'s study on MCF-7 and MDA-MB-231 
cell lines have been shown that AG1478 was able to 

inhibit the activation of EGFR, ERK1 / 2 and AKT 

signaling pathways, and although the two cell lines 

expressed EGFR at different levels, the inhibitor had 

similar antiproliferative activity on cell lines [24]. 

Studies with AG 1478 show that this inhibitor has 

antitumor activity. In in vitro studies, the inhibitor 
showed significant antiproliferative effects on 

glioblastoma, leiomyoma, colorectal carcinoma and 

nasopharyngeal carcinoma cells [25-28]. It has also 

been shown to sensitize tumors to the cytotoxic effect 
of cisplatin and temozolomide or to the monoclonal 

antibody mAb 806, which is an anti-EGFR antibody 

[29-31].  

The use of EGFR/HER1 inhibitor AG 1478 with HER2 

inhibitor has been shown to synergistically reduce cell 

viability in breast cancer [32]. It has been shown that 
the use of tamoxifen with AG 1478 in breast cancer 

patients inactivates the EMT program that plays a role 

in the metastasis process [33]. Treatments of the EGFR 

inhibitor AG1478 in SkBr3 cells have been shown to 
abolish the cytochrome P450 1B1 (CYP1B1) 

expression [34]. 

In recent years, many studies have found that estrogen 
and estrogen receptors play critical roles on breast 

tumors. ER and / or progesterone receptors are 

expressed in approximately 70% of breast tumors [35]. 
Tsonis et al. showed that the coordinated action of ERs 

with EGFR and / or IGFR in the expression of 

bioactive ECM macromolecules that play a role in 

cancer progression is very important and powerful 

agents for endocrine therapies [36].  
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In this study; The effect of EGFR inhibitor AG 1478 

on MDA-MB-231 as a triple negative breast cancer 

model and MCF-7 cell lines used as a Luminal A breast 
cancer model was evaluated using cell kinetics 

parameters such as cell viability, cell index, and mitotic 

index. The data obtained as a result of the study show 
that there is a significant decrease in cell viability, cell 

index, mitotic index values depending on time. 

These data suggest that treatments for EGFR in breast 
cancer and other cancer types will have positive results 

in cancer treatment. The findings show that treatment 

strategies can be developed by targeting HER1 in 

HER2-negative cancer types that are difficult to treat, 
such as triple negative breast cancer. It is also thought 

to be useful in the treatment of treatment-resistant 

cancers. 
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Abstract  

The goal of this research was in-vitro callus induction and red pigment production of Alkanna 

orientalis as a medicinal herb which belongs to Boraginaceae family containing valuable 

naphthoquinone derivates. The two different explants (leaf and leaf base) were subjected to 

abiotic factors such as different nutrient media (MS, B5 and M9), light and plant growth 

regulators (IAA and IBA). High frequency reproducible, prolific and compact calli formation 

was obtained from MS and B5 media supplemented with IAA, whereas high pigmentation was 

found in leaf base explants on M9 medium. Leaf base explant and dark conditions were found 
more effective for both callus formation and pigment production. The pigmentation at IBA 

was more than IAA, and the maximum level of pigmentation was observed on M9 medium 

with a combination of 1.0 mg/l IBA under dark. The factors that may be the most influential 

in the production of callus and red color pigment from A. orientalis have been determined. A. 

orientalis may be considered to be alternative plants for the A/S (alkannin/shikonin) 

production in vitro. 
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1. Introduction  

Boraginaceae family including some important 

Alkanna, Arnebia, Echium, Lithospermum and 
Onosma genus are well known as medicinal and dye 

plants containing valuable secondary metabolites such 

as hydroxynaphthoquinone pigments (alkannin, 
shikonin) and their derivatives [1]. The genus Alkanna 

with 50 species is an important member of the family 

[2]. Turkey is also one of the most important gene 

centres for the genus represented in the flora of Turkey 
by 41 taxa belonging to 36 species with an 80% 

endemism rate [3]. Alkanna species are spread out in 

Mediterranean coast, Central, Eastern and Western 
Anatolia of Turkey the genus naturally grows in rocky, 

sandy and steppe habitats [4]. The most important 

phytochemical constituents of Alkanna taxa consist of 
isohexenylnaphthazarins, mainly alkannin, shikonin 

and other derivatives such as acetylalkannin, 

propionylalkannin, isobutylalkannin, angelylalkannin, 

β,β-Dimethylacrylalkannin, isovalerylalkannin and 

others [5-7]. The species are ethnobotonically used for 

many therapeutic and non-therapeutic purposes in 

worldwide. Their roots of the species are multipurpose 

utilizated in industries as a natural source of red 
pigments, including dye of cosmetics, food and textiles 

[8, 9]. Moreover, they are evaluated for treatment of a 

wide range of disorders such as a natural remedy to 
prevent and to treat ulcers, wounds, various 

dermatological diseases, fever, inflammation, aging 

and herpes [6, 9, 10]. The scientific literature 
demonstrated the chemo-preventive [11], 

antiproliferative [8], anticancer [12], wound healing 

[13], antimicrobial [14], antipyretic, antinociceptive 

and sedative [15] properties of Alkanna species root 

bark.  

The biotechnological approaches such as cell/tissue 

culture have been efficiently used as alternative 
renewable source for the industrially large-scale 

commercial production of these pharmaceutical 

compounds resembling those accumulated in the root 
bark of the original plants [16-19]. Many studies have 

http://dx.doi.org/10.17776/csj.933232
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https://orcid.org/0000-0003-3561-7863
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reported that the bioactive compounds obtained from 

tissue culture techniques are minimal for production 

time and the cost of labor than those obtained from 
field-grown plants [20, 21]. Callus, suspension and 

root culture among tissue culture techniques are 

efficient approach to produce fast, stable and prolific 
secondary metabolites [22]. Callus cultures were 

successfully applied to produce secondary metabolites 

for many plant species. The induction of regenerative 
and compact callus is accomplished by differential 

application of various plant growth regulators (PGRs) 

types and control of conditions in the culture medium 

[23]. Different plant tissue culture approaches such as 
different basal media, combinations and 

concentrations of PGRs, explant types, have been used 

to increase the production of A/S and its derivatives 
[24] along with genetic manipulation [25]. 

Commercial production of A/S and its derivatives were 

first produced by callus culture of Lithospermum 
erythrorhizon [26]. It is also reported that A/S and it 

derivatives might be produced using tissue culture 

techniques for different species, e.g., callus culture of 

Alkanna tinctoria [27], suspension culture of Alkanna 
orientalis [17], callus culture and suspension culture of 

Arnebia hispidissima [28], suspension culture of 

Echium italicum L. [29], root and suspension culture of 
Lithospermum canescens [30], as well as callus culture 

of Onosma bulbotrichom [18]. 

Alkanna orientalis (L.) Boiss var. orientalis is a 

perennial deciduous herb with red-pigmented roots 
[31], and grows in wild regions of Mediterranean. Up 

to date, there are limited callus differentiation and 

shoot regeneration literatures about the production of 
in vitro secondary metabolities in Alkanna species [17, 

32]. In our previous study, callus induction and 

regeneration capacity of Alkanna orientalis were 
achieved using different type and concentrations 

cytokine/auxin combination [32]. However, it is 

necessary to develop reliable and efficient methods to 

increase the frequency of induction of morphogenesis 
in calli. The present study also aimed to improve 

suitable and prolific callus culture system and red 

pigmentation in Alkanna orientalis using different 

nutrient basal media and growth regulators.  

2. Materials and Methods 

2.1. Material 

The seeds of Alkanna orientalis (L.) Boiss var. 

orientalis were collected from Yozgat Bozok 

University Campus (1339 m, 39° 46′ 45″N, 34° 47′ 
38″E) in June 2017, Yozgat province, in Turkey 

(Figure 1) dried at room temperature for 7 days and 

kept under 4 °C. 

 

 

Figure 1. Alkanna orientelis at its natural habitat in Yozgat 

province of Turkey 

2.2. Seed surface sterilization 

Seed sterilization and inoculation were performed as 

described by Yaman et al. [32]. The seeds of A. 
orientalis were thoroughly washed in a running tap 

water for 30 min. Then, the seeds were surface 

sterlizated with 20% (v/v) commercial bleach (Axion) 
containg sodium hypochlorite (0.4-0.5%) for 20 min 

and rinsed three times with de-ionized sterile water. 

Subsequently, surface sterilized seeds were kept in 

sterile distilled water for 1 h to remove the hard and 
thick shell of seeds. The thick cortex of seeds was 

gently removed using sterile scalpel. 

2.3. Germination and explant isolation 

The surface sterilized seeds were germinated and 

cultured on MS [33] medium with vitamins 

supplemented with 0.25 mg/L BAP (6-
benzylaminopurine), 0.5 mg/L Kn (kinetin), 1.0 mg/L 

IAA (indol acetic acid), 30 g/L sucrose and 6 g/l agar 

as previously described by Yaman et al. [32]. The pH 
was adjusted to 5.7-5.8 using 1 M NaOH. The plantlets 

of rosette plant growing from the germinated seeds 

were subcultured on the same medium after 15 days. 

The leaf and leaf base (the part where the leaf attaches 
to the stem) were excised from 4-week-old in vitro 

propagated seedlings. Leaf (2-3 mm width) and leaf 

base (1-2 mm length) of the species were cultured on 
MS, Gamborg B5 (B5) [34], and M9 [24] basic basal 

mediacontaining 30 g/l sucrose and 0.5, 0.1 and 2.0 

mg/l IAA alone or indol butyric acid (IBA). 

2.4. Culture conditions 

The pH of all media was adjusted to 5.7-5.8 using 1 N 

NaOH followed by the addition of   agar. The medium-

containing flasks were then autoclaved at 121°C under 
103 kPa for 20 min. Plant growth regulator (PGR)-free 

medium (MS0, B50 and M90) was used as the control. 
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All of the leaf and leaf base explants were separately 

inoculated onto these media. All cultures were 

separately incubated at 24 - 25 °C under 60% humidity. 
Each application was cultured in two different lighting 

conditions as follows: a 16/8 hrs photoperiod with 35 

μmol m2/s light intensity delivered by cool white 
fluorescent (1) and darkness (2) conditions. Callus 

induction and pigmentation from explants in each 

application were recorded after 6 week from culture 
initiation. Also, the rosette plantlets developing from 

the germinated seeds of A. orientalis cultured 

separately MS, B5 and M9 mediums supplemented 

with 0.25 mg/L BAP, 0.5 mg/L Kn, 1.0 mg/L, 30 g/L 
sucrose under light. After 30 days, the observation of 

the seedlings growing on these three nutrient media 
was taken. 

2.5. Experimental design and statistical analysis 

Experiments were conducted in a completely 

randomized design and repeated three and each 
experiment consisted of 10 explants per Petri dishes 

(90 × 90 mm). The statistical comparison was 

conducted using version IBM SPSS statistics 20. Data 

given in percentage were subjected to arcsine (_X) 
transformation before statistical analysis. Duncan’s 

multiple range tests was used to determine the 
significance at P < 0.05. 

3.   Results and Discussion 

3.1. Effects of MS basal media on compact, prolific 

callus induction and pigmentation 

The prolific callus induction and pigmentation from 

the leaf and leaf base explants of Alkanna orientalis 

were tested using different concentrations of IAA and 
and IBA on MS basal medium under light and darkness 

conditions.and all  data were given in Table 1. Callus 

regeneration was significantly affected by different 
doses of IAA/IBA and darkness and light conditions 

and explant types. There were also statistically 

significant interactions between these parameters at P 
< 0.05. 

Under darkness conditions, mean callus formation 

ratio (81.3%) was higher than the light application 
(34.6%). As the source of explant, the leaf base explant 

showed a higher callogenezis with 76.4% than the leaf 

explant (39.4%). Among auxin types, IAA was more 
effective on callus induction than IBA (42.5%), callus 

formation increased with increasing concentrations of 

IAA and IBA. Bagheri et al. [18] reported that callus 
initiation of Onosma bolbutrichum on MS media 

supplemented with increasing of IAA concentration in 

media increased and pigment production was observed 

on the entire surface of the callus tissue. In this study, 
the callus formed a brown color pigment. Leaf base 

explant exhibited 100% callus formation in all doses of 

IAA in darkness conditions and 2.0 mg/l IBA. 100 % 
callus regeneration was only achieved on the medium 

containing 2.0 mg/l IAA under light conditions. They 

also formed brownish-lack pigment, not red. 
Gharehmatrossian et al. [35] defined that callus of 

Onosma sericeum on MS media supplemented with 0.5 

mg/1 IAA and 3.0 mg/l BAP under darkness were semi 
hard and black color.  

 

 

 

Table 1. Effects of MS medium containing different doses of IAA and IBA on callus regeneration (%) of A. orientalis under 

light and darkness conditions 

PGRs 
Concentration Light Darkness 

Mean Mean (mg/l) Leaf Leaf base Leaf Leaf base 

IAA 

0 0.0b 0.0e 0.0c 0.0c 

0.5 0.0b 53.3c 87.5a 100a 60.2b  

1.0 40.0a 86.7b 93.8a 100a 80.6a 73.3 

2.0 25.0ab 100.0a 91.7a 100a 79.2a  
 Mean 21.7C 80.0B 91.0AB 100A   

IBA 

0.5 0.0b 20.0d 4.2c 70.8b 23.8b  

1.0 0.0b 0.0e 33.3b 95.8a 32.3b 42.5 

2.0 0.0b 90.0b 95.8a 100a 71.5a  
 Mean 0.0C 36.7B 44.4B 88.9A   

Mean  10.8C 58.3B 68.1B 94.4A   

Mean  34.6 81.3   

Leaf    39.4 

Leaf base   76.4 

 

The duncan comparisons of the difference between the data were showed with lower case letters in the line and upper case 

letters in the column 
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3.2. Effects of B5 basal media on compact, prolific 

callus induction and pigmentation 

The responses of the leaf and leaf base of A. orientalis 

to different doses of IAA and IBA in B5 basal medium 

under light and darkness conditions were investigated 

and the data were given in Table 2. 
As a result of the analysis, light/darkness conditions, 

explant source and auxin types showed different 

effects on callus induction. A higher rate of callus 
formation was observed in dark condition (66.0%) than 

light condition (36.8%). The leaf base explant 

produced a higher callus formation (80.8%) than the 
leaf explant (22.0%). B5 medium containing different 

concentrations of IAA produced higher mean callus 

ratio (60.1%) than B5 medium supplemented with 

various concentarations of IBA (42.7%). Leaf base 
explant exhibited 100% callus formation on BG 

medium including 0.5-1.0 mg/l of IAA and 1.0-2.0 

mg/l IBA at darkness conditions, 0.5 mg/l IAA and 2.0 

mg/l IBA under the light conditions. Leaf explant only 

gave 100% callus formation in 1.0 mg/l IAA under 
darkness conditions. The color of calli was brownish-

lack pigment. Bagherieh-Najjar and Nezamdoos [36] 

stated same findings for pigment production from 
Onosma dichroantha in B5 medium. Similarly, Zare et 

al. [29] reported that the calli in B5 medium 

supplemented with 1 mg/L IAA and 1 mg/L kinetin 

failed to produce pigments and B5 medium appeaed  to 
lack such potential which seems to be a key 

determinant factor for hydrophobic metabolites 

(naphthazarin derivatives etc.) that require a lipophilic 
adsorbent. 

Electrostatic interactions between chemical species 

vary depending on the pH of the aqueous solution. In 
the extraction experiments, the interaction between the 

analyte and the selected chemical medium should be 

high. 
 

Table 2. Effect of B5 medium containing different doses of IAA and IBA on callus regeneration (%) from leaf explant of 

A. orientalis under light/darkness conditions 

PGRs 
Concentration Light Darkness Mean Mean 

(mg/l) Leaf Leaf base Leaf Leaf base 

IAA 

0.0 0.0b 0.0d 0.0c 0.0d   

0.5 0.0b 100a 0.0c 100a 50.0 

60.1 1.0 0.0b 53.3bc 100a 100a 63.3 

2.0 26.7a 78.3b 75.0b 87.5b 66.9 

Mean 8.9C 77.2AB 58.3B 95.8A   

IBA 

0.5 0.0b 56.7bc 0c 66.7c 30.8b  
1.0 0.0b 26.7c 0c 100a 31.7b 42.7 
2.0 0.0b 100a 62.5b 100a 65.6a  

 Mean 0.0C 61.1B 20.8C 88.9A   
Mean  4.5D 69.2B 20.8C 77.4A   
Mean  36.8 66.0   
Leaf    22.0 

Leaf base    80.8 

 

The duncan comparisons of the difference between the data were showed with lower case letters in the line and upper case 

letters in the column

 

3.2. Effects of M9 basal media on compact, prolific 

callus induction and pigmentation  

The callus initiation and red pigment production from 

the leaf and leaf base of A. orientalis to different doses 

of IAA and IBA in M9 nutrient medium in light and 

darkness conditions were examined and the data were 

given in Table 3 and Table 4.
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Table 3. Effect of M9 medium containing different doses of IAA and IBA on callus regeneration (%) from leaf explant of 

A. orientalis under light/darkness conditions 

PGRs 
Concentration 

(mg/l) 

Light Darkness 

Callus rate Nigrescence 
Red pigment 

formation 
Callus rate Nigrescence 

Red pigment 

formation * 

IAA 

0.0 0.0 + 0 0.0 + 0 

0.5 0.0 + 0 0.0 + 0 

1.0 0.0 + 0 0.0 + 0 

2.0 0.0 + 0 0.0 + 0 

IBA 

0.5 0.0 + 0 0.0 + 1 

1.0 0.0 + 0 0.0 + 1 

2.0 0.0 + 0 0.0 + 1 

* 0, no red color. 1, 2, 3 and 4 denote the intensity of red color

As shown in Tables 3 and 4, virtually no callus was 

produced from both explants cultured at all dose 

concentrations of IAA and IBA in M9 medium light 
and dark conditions. Also, the leaf and leaf base 

explants cultured under light condition turned black in 

all nutrient medium. Zhang et al. [37] notified that 

white light completely blocked the biosynthesis of 

shikonin and its derivatives that produce the red 
pigment in the cells cultured in M9 medium.

 

Table 4. Effect of M9 medium containing different doses of IAA and IBA on callus regeneration (%) from leaf base explant 

of A. orientalis 

PGRs 
Concentration 

(mg/l) 

Light Darkness 

Callus rate Nigrescence 
Red pigment 

formation 
Callus rate Nigrescence 

Red pigment 

formation* 

IAA 

0.0 0.0 + 0 0.0 + 1 

0.5 0.0 + 0 0.0 + 1 

1.0 0.0 + 0 0.0 + 1 

2.0 0.0 + 0 0.0 + 1 

IBA 

0.5 0.0 + 0 0.0 + 2 

1.0 0.0 + 0 0.0 + 4 

2.0 0.0 + 0 0.0 + 3 

* 0, no red color. 1, 2, 3 and 4 denote the intensity of red color 

When the culture of both explants under dark 
conditions is examined, leaf explant formed a red 

pigment in all concentrations of IBA. But, all 

concentrations of IAA were not effective on pigment 

production from leaf explants. The leaf base explant 
generated red color pigment in all concentrations of 

IAA and IBA. Densities of color pigments were 

evaluated as 1, 2, 3 and 4 from less to more, 
respectively. While the color pigment density of leaf 

base explants in IAA growth regulator was at the level 

of 1 (Figure 2A), it was recorded that the leaf base 
explants cultured in all doses of IBA was formed the 

higher red pigment density (Table 4). The highest red 

pigment density, level 4, was determined in leaf base 

explants in 1.0 mg/l IBA under darkness conditions 
(Figure 2B). Among the various auxin types analyzed, 

many researcher indicated that IBA was more 

effective than IAA and NAA (a-naphthalene acetic 

acid) in inducing roots for Arnebia hispidissima 
containing shikonin in its root [38, 39 ]. Bagheri et al. 

[18] noted that IAA had lower callus induction than 

2,4 D, whereas it was more effective to produce 
naphthoquinone pigments from callus of Onosma 

bulbotrichom, and, as the IAA concentration 

increased, the pigmentation in the calli decreased. 
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.  

Figure 2. The red pigmentation from A. orientelis in M9 

medium A) The red color pigment (level 1) in leaf base 

explants in IAA under darkness conditions B) The red color 
formation (level 4) from leaf base explants on M9 medium 

containing 1.0 mg/l IBA under darkness conditions after 4 

weeks of culture initiation 

In generally, the rosette plantlets developing from the 

germinated seeds of A. orientalis cultured separately 
MS, B5 and M9 media supplemented with 0.25 mg/L 

BAP, 0.5 mg/L Kn, 1.0 mg/L, 30 g/L sucrose under 

light. As indicated in Figure 3. M9 medium was found 
to be more effective on red pigment production of A. 

orientalis than MS and B5 media in vitro seedlings of 

A. orientalis. Previous studies clearly demonstrated 

that M9 medium had a higher level of red pigment 
production than MS, B5 and other media, in tissue 

culture of Boraginaceae species containing 

naphthazarin compounds in their roots [17, 36, 38]. 

 

 
Figure 3. In vitro seedlings of A. orientalis in different 

nutrient media under light conditions at the end of the 30 

days of culture (A: MS, B: B5, C: M9) 

Also, Fang et al. [40] recorded that no pigmentation 

was visible in hairy roots of Lithospermum 

erythrorhizon cultured in B5 medium under light 
condition, whereas distinct red color was apparent 

upon visual inspection when hairy roots were 

transferred into M9 medium in the dark conditions.  

The current work supports the studies developed by 

Fang [40] and Fujita [24] to produce industrially large 

quantities of important naphthazarine compounds (red 

pigment). For the production of red color pigments, 
primarily the cell proliferation culture of plant cells 

should be done on B5 nutrient medium, then these 

cells should be transferred to M9 liquid medium for 
red pigment production. In contrast to B5 medium, M9 

medium lacks ammonium ions that are known to 

inhibit biosynthesis of naphthazarin and its derivatives 
[24]. Interestingly, although light signals mostly 

stimulate the biosynthesis of secondary metabolites 

[41], the red pigment production in analyzed all 

medium is completely inhibited under white light. 

In our study the pigmentation was observed on nearly 

all explants in all nutrient media tested in the first 

week, however, the pigmentation density and color 
changed according to the nutrient medium, growth 

regulator and explant types in the following days. 

Similarly, Gupta et al. [42] reported that light had a 
negative effect on shikonin production in M9 medium 

in Arnebia sp., but even in light condition, shikonin 

production increased up to the first 4 days and 

inhibited in the following days, however, continued to 

increase in dark conditions. 

Explant source is of great importance for plant 

regeneration and commercially secondary metabolite 
production of cell/organ through plant tissue culture. 

In species belonging to Boraginaceae, leaf and root 

explants are generally used to produce shikonin and its 

derivatives. The leaf base explants were higher 
regeneration capacity and pigmentation ability than 

the leaf in all tested applications. Yaman et al. [32] 

also recorded that both stem and leaf base explants 
induced high compact callus production (>86.0%) of 

Alkanna orientalis and Alkanna sieheana in all media 

under light. 

Conclusion 

In this study, the callus and red pigment production 

from leaf and leaf base A. orientalis in three basal 
nutrient media (MS, B5 and M9) supplemented with 

various concentrations of IAA or IBA under light and 

darkness conditions were examined.   MS was the 
most suitable nutrient medium for both callus growth 

and brown pigment production (non-red). B5 medium 

was better for callus growth, but not well for pigment 

production. M9 medium was also found to be the best 
nutrient medium for red pigment production, but not a 

suitable nutrient medium for callus growth. In all 

media tested, leaf base explant showed higher 
regeneration capacity and pigmentation ability than 

leaf explant. Also, the findings of this study revealed 

that IAA had a powerful effect on callus induction, 
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while IBA was more effective on pigmentation. These 

data presented here are useful for large-scale in vitro 

micropropagation of A. orientalis for in vitro 

production of its valuable phytochemical compounds. 
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Abstract  

Cholangiocarcinoma (CCA) is a highly aggressive and invasive malignancy with a poor 

diagnosis because of the resistance, relapse and limited therapy. Histone deacetylases (HDAC) 

are a class of enzyme that have important roles in epigenetic modulations. These enzymes are 

intensely studied and HDAC inhibitors are considered as potent anticancer agents in both solid 

tumors and hematological malignancies. HDAC inhibitors can affect and induce different 

mechanisms such as cell cycle arrest, differentiation, and cell death. In this study, we aim to 

investigate the cytotoxic effect of Tubastatin A, which is a selective HDAC6 inhibitor, on 

cholangiocarcinoma cell lines, TFK-1 and EGI-1, by MTT assay. Besides, it was aimed to 
examine the impact on colony formation potential of the cells. The effect of the inhibitor on 

cell cycle distribution was also examined by using flow cytometry. Tubastatin A has 

significantly decreased the colony formation and changed cell cycle progression. Taken 

together, our results suggest that Tubastatin A could be a potent inhibitor against 

cholangiocarcinoma. On the basis of these results, further mechanistic studies are required to 

elucidate the antineoplastic activity of Tubastatin A. 
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1. Introduction  

Cholangiocarcinoma is a malignancy that is 
originating from biliary duct. It stands for the 10-20% 

of all liver cancers and it is the second most seen 

hepatic malignancy [1]. The process of development of 

CCA involves various mechanisms including 
alterations in oncogenic signaling pathways, genetic 

changes, epigenetic mechanisms and chromosomal 

abnormalities. [2].  

Epigenetic modifications have crucial roles in tumor 

progression. These epigenetic changes include DNA 

methylation and histone modifications, such as 
acetylation, and regulates important events such as 

chromatin structure remodeling and regulation of gene 

expression [3]. In particular, the enzyme histone 

deacetylase (HDAC), which removes the acetyl group 
from histone proteins surrounding DNA, makes DNA 

less reachable to transcription factors. By doing so, it 

is considered as an important epigenetic regulator for 
chromatin remodeling and gene expression [4]. 

Therefore, any dysregulation in the function of 

HDACs in cancer cells can lead to suppression of 

genes involved in the regulation of important cellular 

events such as cell differentiation, angiogenesis, 
apoptosis and cell proliferation [5]. Histone 

deacetylases are highly expressed in both normal 

cholangiocytes and cholangiocarcinoma cells [6].  

There are different members of HDAC family of 

enzymes [7]. HDAC6 is a unique cytoplasmic enzyme 

that was shown to interact with and deacetylate tubulin, 

and then in turn having a regulatory role in cell 
migration [8].  The overexpression of HDAC6 has 

been identified in a variety of other cancer cell lines 

and mouse tumor models and induce oncogenic cell 
transformation [9]. HDAC6 is an isoform of HDACs 

that is considered as enhancing CCA cell growth [10].  

Selective HDAC6 inhibitors, such as ACY1215 and 
tubastatin-A, significantly inhibited CCA cell growth 

both in vitro and in vivo [11,12].  Tubastatin A is a 

selective HDAC6 inhibitor that has shown promising 

effects for cancer therapy in many studies. Tubastatin 
A reduced cell migration and colony-forming capacity 

of cells in glioblastoma cells and showed a reversing 
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https://orcid.org/0000-0003-0468-721X
https://orcid.org/0000-0002-6559-9144


 

 776 

Yenigül, Gencer Akçok / Cumhuriyet Sci. J., 42(4) (2021) 775-780 

 

effect of epithelial-to-mesenchymal transition [13]. 

Tubastatin A was investigated on CCA in the aspect of 

primary cilia formation in malignant transformation 
and CCA animal model was used to demonstrate the 

decrease in tumor growth. Different CCA cell lines 

were used to demonstrate the decrease in cell 
proliferation upon pharmacological inhibiton of 

HDAC6 with Tubastatin A [11].  

In the current study, it is aimed to investigate the 
effects of HDAC6 inhibition in cholangiocarcinoma 

cells by using a selective inhibitor, Tubastatin A. TFK-

1 and EGI-1 CCA cell lines were investigated against 

Tubastatin A for the first time for its anti-cancer 

properties. 

2. Materials and Methods 

2.1. Chemicals   

MTT (M2128-500MG) reagent and the HDAC 

inhibitor Tubastatin A (SML0044-5MG) was 

purchased from Sigma. A 5 mM stock of Tubastatin A 
solution in DMSO (dimethylsulfoxide) was prepared 

according to the recommendations of the supplier and 

the main stocks were stored at -20oC. The RPMI 1640, 
fetal bovine serum, penicillin/streptomycin, and PBS 

(Phosphate Saline Buffer) were obtained from Euro 

Clone, Biological Industries, Euro Clone, and Gibco, 

respectively. The crystal violet that was used to stain 
the colonies was purchased from Serva chemicals. 

RNAse enzyme (R5503) and the propidium iodide dye 

(P4170) were also obtained from Sigma for use in cell 

cycle analysis. 

2.2. Cell lines and maintenance 

Human CCA cell lines, TFK-1 and EGI-1, were 
obtained from German National Resource Center for 

Biological Material (DSMZ). Cells were cultured in 

RPMI medium supplemented with 10% FBS and 100 

U/mL penicillin/streptomycin and maintained at 37oC 

in 5% CO2.  

2.3. Cell proliferation  

Antiproliferative effects of Tubastatin A were 
determined by MTT cell proliferation assay on the 

indicated cell lines. This test is based on the principle 

that metabolically active cells convert the MTT ((3-
(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium 

bromide) molecule into insoluble formazan salts and 

measuring the resulting color at 570 nm [14].  Briefly, 

96-well plate were seeded with 10000 cells/well 
containing 200 µl of growth medium in the absence 

and presence of increasing concentrations of 

Tubastatin A. After 48 hours of incubation, 10 µl of 

MTT reagent was added to each well and incubated for 

extra 4 hours. The 96-well plates were centrifuged at 

1800 rpm for 10 minutes and the formed formazan 
crystals was dissolved with 100 µl of DMSO. 

Formazan intensities was read in the 

spectrophotometer at a wavelength of 570 nm by 
Varioskan™ LUX multimode microplate reader 

(Thermo Scientific™). The proliferation graphs were 

plotted and the IC50 (drug concentration that inhibits 
cell growth by 50%) concentration calculated for 

Tubastatin A. 

2.4. Colony formation assay 

Cholangiocarcinoma cell lines, TFK-1 and EGI-1, 
were seeded in triplicates into 6-well plates (2000 and 

1000 cells/well, respectively) and treated with 

Tubastatin A (10 µM and 50 µM). The cells were 
cultured in a humidified incubator at 37°C with 5% 

CO2 for 14 days. By the end of 14 days, the medium 

was removed and the colonies were fixed with 4% 
paraformaldehyde and then stained with 0.1% crystal 

violet for 30 minutes at room temperature. After the 

staining, excess dye was removed using distilled water 

to improve the visualization of the colonies. After the 
digital images of the colonies were obtained with the 

camera, colony counts were made using ImageJ 

software. 

2.5. Cell cycle analysis 

Cell cycle analyzes of TFK-1 and EGI-1 cells treated 

with Tubastatin A were performed by flow cytometry 

and 1x106 cells were incubated with the inhibitor for 
48 hours. Cells were washed with 1 ml of cold PBS 

(pH=7.4) and centrifuged. Then, 4 ml of 70% ethanol 

was added to the cells and the cells were kept in a -
20oC for at least 24 hours. Afterwards, cell pellet was 

homogenized in 5 ml of cold PBS, washed and 

centrifuged. Cell pellets were then washed with 1 ml of 
PBS/Triton X-100, followed by the addition of 100 µl 

of RNase-A and incubated at 37oC for 30 minutes.  

Finally, 100 µl of propidium iodide was added and left 

at room temperature for 10 minutes. Cell cycle analysis 
was performed by fluorescence-activated cell sorting 

(FACS). 

2.6. Statistical analysis 

The results are presented as mean ± standard deviation 

(SD). The statistical significance was detected using a 

one-way analysis of variance (ANOVA) for Dunnett's 
assay compared to the untreated controls. Statistical 

analysis was performed using GraphPad Prism 8.0.2 

program.  
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3.   Results  

3.1 Antiproliferative effect of Tubastatin A on 

TFK-1 and EGI-1 cholangiocarcinoma cells 

The cytotoxic effect of Tubastatin A was examined on 

TFK-1 (Figure 1A) and EGI-1 (Figure 1B) 
cholangiocarcinoma cells. The cells were treated with 

concentrations varying between 0.0025 - 10 µM for 

TFK-1 cells and 0.1-50 µM for EGI-1 cells for 48 

hours. Tubastatin A decreased cell viability in a time 
and concentration dependent manner when compared 

to the untreated control (P<0.001). The IC50 value for 

Tubastatin A, which is the drug concentration that 
inhibits cell growth by 50%, was calculated as 15 µM 

and 20 µM for TFK-1 and EGI-1 cells, respectively.

  

  

Figure 1. The cytotoxic effect of Tubastatin A on TFK-1 (A) and EGI-1 (B) cells with increasing concentrations for 48 

hours. The standard deviation was done on the number of replicates, which is 3 wells per treatment and the experiment was 

done three times (n=3). (**= P ≤ 0.01,  ****= P ≤ 0.0001) 

3.2 The effect of Tubastatin A on the clonogenicity 

of cholangiocarcinoma cells 

Clonogenic potential of TFK-1 and EGI-1 

cholangiocarcinoma cells has been evaluated for 14 

days after using two different Tubastatin A 

concentrations. Tubastatin A treatment caused a 

decrease in the number of colonies when compared to 

untreated or DMSO treated control cells (Figure 2). 

 

 
 

Figure 2. The impact of Tubastatin A on the clonogenicity of cholangiocarcinoma cells. (A) Representative images of 

clonogenic assays in TFK-1 (upper panel) and EGI-1 (lower panel) cells with different concentrations of Tubastatin A 

(TubA). (B) The effect of the different treatments on the clonogenic effect on TFK-1 and EGI-1 cells. (*= P ≤ 0.05, **= P 

≤ 0.01) 
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3.3 The impact of Tubastatin A on cell cycle 

distribution 

TFK-1 and EGI-1 cells were treated with 10 µM and 
50 µM Tubastatin A in complete medium for 48 hours 

and cell cycle progression was analyzed by 

fluorescence-activated cell sorting (FACS) analysis 

(Figure 3). For EGI-1 cells, Tubastatin A treatment 
demonstrated cell cycle arrest in G2/M phase and the 

cell population in G0/G1 phase was also decreased by 

9 % and 12 % in 10 µM and 50 µM Tubastatin A 
treatment, respectively. In TFK-1 cells, Tubastatin A 

did not show a significant effect on cell cycle 

progression when compared to untreated control cells. 

 

 
Figure 3. The effect of Tubastatin A on the cell cycle progression. The TFK-1 (A) and EGI-1 (B) cells were treated for 48 

hours with 10 µM and 50 µM Tubastatin A (TubA), the cells were harvested, fixed, and stained with propidium iodide. Then 

the cells were analyzed by flow cytometer. Two independent experiments were performed, combined and analyzed. ** 
indicates that there is a significant (** = P ≤ 0.01) difference between control and Tubastatin A administrations.  

 

4. Discussion 

In this study, we aimed to investigate the effects of 
selective HDAC6 inhibitor, Tubastatin A, on TFK-1 

and EGI-1 CCA cell lines. Antiproliferative effects of 

Tubastatin A on CCA cells using MTT assay were 
determined and a dose dependent cell proliferation 

decrease was detected. Furthermore, the colony 

formation assay revealed a significant reduction in 

colony number depending on the Tubastatin A 
concentration. Further insight for the cytotoxic 

mechanism of Tubastatin A, we examined the cell 

cycle progression by flow cytometry. The cells were 
shown to be arrested in G2/M phase for EGI-1 cells but 

there was no significant change in TFK-1 cells.   

Cholangiocarcinoma is a highly aggressive and 
metastatic form of adenocarcinoma with a poor 

prognosis and mortality rate because of heterogeneity, 

limited therapy options and developing resistance. It is 

the second most common type of liver cancer with a 
rate of 10-20% among all liver cancer types. The 

chemotherapy options of CCA are mostly gemcitabine 

and cisplatin, which are considered as a first-line 
therapy [15]. Some combinational therapies are also 

done but the overall survival is increased mildly 

ameliorated [16] and there is a requirement for novel 

treatment strategies for CCA.  

 

Epigenetics changes involve the DNA and histone 

modifications which results in changes of genetic 
expression without changing the DNA sequence. The 

posttranslational modifications of histone proteins that 

are tightly bound to the DNA is a significant epigenetic 
mechanism [4]. These modifications involve 

acetylation and methylation of certain lysine residues 

on histone proteins. The histone acetylation causes a 
change in transcription activity, loosening the 

compactly packed nucleosome and this process results 

in the increase in gene expression in many cases [17]. 

This effect is reversed by histone deacetylation and this 
reaction is catalyzed by histone deacetylase (HDAC) 

enzymes. The involvement of epigenetic regulations in 

various types of diseases, like cancer, got the attention 
on developing novel strategies targeting epigenetic 

modifications that has been studied widely [18,19]. 

HDAC inhibitors show promising effects by causing 
hyperacetylation and inhibiting the removal of acetyl 

groups from the lysine residues [20]. Their potential as 

anticancer agents lead the FDA approval of HDAC 

inhibitors. HDAC6 is a class II inhibitor that induces 
cell proliferation in CAA cells and is over expressed in 

CCA patients [11,12]. HDAC inhibition caused the 

downregulation of the malignant properties of CCA 
cells.  Many studies demonstrated and suggested the 

potency of selective HDAC6 inhibition not only for 
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CCA but also in various types of malignancies like 

gastric cancer [21], glioblastoma [13], pancreatic 

cancer [22], colorectal cancers [23].  These selective 
inhibitors exert anticancer effect by different 

mechanisms. It has been suggested that Tubastain A 

enhances temozolomide-induced apoptosis in 
glioblastoma cells, while treatment affects Hedgehog 

signaling, thereby reducing glioblastoma progression. 

[13]. In another study, CCA was used as a model and 
it was shown that the primary cilia were reduced upon 

HDAC6 overexpression. The inhibition of HDAC6 

and restoration of cilia formation resulted in inhibition 

of tumor growth [11].  

Colony forming capability of cancer cells is a valuable 

indicator of reproductive potential of living single 

cancer cells. Tubastatin A was reported to decrease the 
2D colony number by 50% in glioblastoma cells [13] 

and inhibited colony formation in triple negative 

human breast epithelial/cancer cell lines [24]. 
Similarly, in this study, decreasing colony formation 

was also observed in cells treated with Tubastatin A. 

HDAC inhibitors are potential anti-cancer agents, and 

this effect sometimes manifests as cell cycle 
progression and sometimes cell cycle arrest.  This 

cytoplasmic enzyme also has a nonhistone target, such 

as tubulin, which plays an important role in cell 
division and microtubule formation [25]. HDAC6 

inhibition was shown to have similar variable effects 

on cell cycle in three different melanoma cell lines. 

HDAC6 inhibitors, including Tubastatin A, caused G1 
arrest accompanied by changes of cell population in G2 

fraction. Although Tubastatin A and other HDAC6 

inhibitors were applied to same cancer type but 
different cell lines, variable effects were observed [26]. 

In this current study, Tubastatin A induced G2/M arrest 

for EGI-1 cells and decreased the cell population in 
G0/G1. On the contrary, the cell population in S phase 

increased compared to the control. Interestingly, 

Tubastatin A administration did not have a significant 

effect on cell cycle distribution. The cell cycle results 
in the present study is in line with the results that is 

observed in this previously discussed study [26] that 

the inhibitor caused different impacts on cell cycle in 
different CCA cell lines. These observations suggest 

that Tubastatin A may alter different cell cycle 

regulatory proteins depending on the type of CCA cell 

line. 

In conclusion, our study demonstrated that the 

selective inhibitor Tubastatin A exhibits an 

antiproliferative effect towards TFK-1 and EGI-1 
cholangiocarcinoma cells. Tubastatin A’s 

antiproliferative activity is thought to be mediated by 

its impact and inhibition on clonogenicity of these 

cells. In addition, the EGI-1 cells were arrested in the 

G2/M phase upon increasing concentrations of 

Tubastatin A. Collectively our results show that 
HDAC6 inhibition with Tubastatin A leads a decrease 

in cell proliferation, colony formation and cell cycle 

arrest. Clearly it is important to evaluate the effect of 
the inhibitor mechanistically. These results provide a 

starting point for further studies. The focus of future 

work might be combinational treatments of Tubastatin 
with different inhibitors that target different pathways. 

After the validation of conclusions that would be 

brought, it could be a subject of a multiple inhibitor 

therapy for CCA. Although there is a need for follow-
up studies and further investigation, our results suggest 

that HDAC6 could be potential therapeutic targets for 

treating cholangiocarcinoma, and administration of 
selective inhibitor, Tubastatin A, could be a potential 

therapeutic approach for cholangiocarcinoma. 
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Abstract  

In this study, a series of taurinamide derivatives 1–18 were assessed for their in vitro 

antimicrobial activity. Enterococcus faecalis, which is the third most commonly isolated 
nosocomial pathogen among hospital infections, was found to be more susceptible to the tested 

compounds than other pathogens. Two of the tested compounds, 1 and 18, showed promising 

activity against E. faecalis, with minimal inhibitory concentrations (MICs) of 128 and 64 

µg/mL, respectively. On the other hand, compound 3 was distinguished from other compounds 

by its better activity against G(−) Escherichia coli bacteria, with a MIC of 512 μg/mL. None 

of the compounds displayed better activity than the standard drugs Ciprofloxacin and 

Fluconazole. 
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1. Introduction  

Taurine is the only free and non-proteogenic amino 

acid in mammalian species. Indeed, as an 

organoelement isostere of amino acids, taurine possess 
sulfonic acid instead of carboxylic acid, which imparts 

permeability, acidity, and biological activities different 

from those of conventional amino acids [1–4].  Besides 

taurine’s wide range of biological activities, it also 
possesses antibacterial, antifungal, and antiviral effects 

[5,6]. The antibacterial effect of taurine is believed to 

depend on the formation of low cytotoxic 
taurinechloramine (TCA) formation during 

inflammation process of the body (Figure 1) [7,8]. 

Moreover, a stable derivative of TCA which is known 
as NVC-422 (N,N-dichloro-2,2-dimethyltaurine) was 

reported as a broad spectrum antibacterial agent that 

reached to phase II clinic studies however didn’t 

approve as a drug substance (Figure 1) [9,10]. In the 
search for finding effective antimicrobial taurine 

derivatives, Winterbottom et al. functionalized 

taurine’s sulfonic acid as a secondary or tertiary 
sulfonamide and connected its amino group to 

pantothenic acid in an amide form to obtain 

pantolytaurinamide derivatives (Figure 1). These 
derivatives were tested for their antiplasmodial and 

antibacterial activities and reported to have promising 

results [11]. In another study, the sulfonic acid moiety 
of taurine was converted to its primary sulfonamide 

analog and introduced into a meropenem structure via 

an amide connection (Figure 1). This final compound 
was reported to increase the in vivo efficacy and 

stability of the parent compound meronepem [1]. 

Those studies indicate that taurine is a promising 

building block that can be used in antimicrobial drug 
development that has reached an impasse in recent 

years. This problem is mostly the result of resistance 

mechanisms that pathogens have developed to existing 
chemical structures. According to the World Health 

Organization, bacterial resistance has become a 

worldwide threat that will cause 10 million deaths per 
year by 2050 [12]. As a result; finding new structures 

distinct from the known antibiotic scaffolds, would be 

useful for averting resistance. From this point of view; 

taurine serves a distinctive feature for medicinal 

chemists.
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Figure 1. Taurine and its biologically active derivatives. 

In our previous study, we added a phthalimido moiety 

to taurine via its amine while functionalizing it with 

either hydrogen, a substituted aniline, or morpholine 
from its sulfonic acid group to achieve primary, 

secondary, and tertiary sulfonamides, respectively 

(Figure 2). Synthesized molecules were evaluated for 

their antimicrobial and antifungal features. 
Interestingly, among the tested compounds, two 

compounds having methyl and methoxy moieties on a 

phenyl ring displayed fairly good activity equal to 
gentamicin with a minimum inhibitory concentration 

(MIC) of 4 µg/mL [13]. This result prompted us to 

continue our research on taurine derivatives to 
investigate the key structural requirements for 

obtaining effective antimicrobial agents. For 

improving the biological activity of a known 

compound, ring opening is the most well-known 
strategy that has been used from the beginning of drug 

discovery [14]. This method is believed to change the 

flexibility, binding energy, membrane penetration, and 

absorption of the previously investigated scaffold, thus 

providing additional contacts with the proposed 

biological targets. Pursuing this strategy herein, we 
decided to investigate the amide derivatives of 

taurinamide as open analogs of phthalamide. Pursuing 

this strategy herein, we decided to investigate the 

amide derivatives of taurinamide as open analogs of 
phthalamide (Figure 3). For this purpose, we 

functionalized the sulfonic acid part of taurine as 

primary, secondary (with aniline and 4-methoxyaniline 
substitution), or tertiary sulfonamides (with 

morpholine substitution) and coupled the amine group 

with substituted benzoic acids to obtain amide 
derivatives. Compounds 1–4 and 6–17 were evaluated 

for their cytotoxic activities and presented in our 

previous study, whereas we report 5 and 18 here for the 

first time. None of the compounds have been 
previously inspected for their antimicrobial activity 

[15].

   

 

Figure 2. The general structure and antimicrobial activities of previously discovered taurine derivatives. 
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Figure 3. The drug design strategy.  

2. Materials and Methods 

2.1. Chemistry 

Sigma-Aldrich and Interlab (Germany) were the 

suppliers of the anhydrous solvents and all reagents 

that were used in our studies. Agilent 600 MHz 
PremiumCOMPACT NMR spectrometer was used for 

examining 1H and 13C NMR spectra and DMSO-d6 was 

used as a solvent. Parts per million (ppm) unit was used 
to report chemical shifts and the coupling constants (J) 

were stated in Hertz (Hz). Splitting patterns were 

assigned as; s (singlet); d (doublet); t (triplet); m 

(multiplet); br s (broad singlet). Merck silica gel F-254 

plates were utilized for analytical thin-layer 
chromatography (TLC). Flash chromatography 

purifications were implemented by using Merck silica 

gel 60 (230–400 mesh ASTM) as the stationary phase. 
Stuart® (SMP30) melting point apparatus was used to 

detect melting points of the compounds in open 

capillary tubes whereas the values were uncorrected. 

Elemental analyses (C, H, N, and S) were functioned 
with a Leco TruSpec CHNS Micro analyzer (Leco 

Corporation, St. Joseph, MI, USA) and outcomes were 

within ± 0.4% of calculated values.

 

 

 

Figure 4. Synthesis of compounds 1-4, 6-17 [15]. 

 



Akgül et al. / Cumhuriyet Sci. J., 42(4) (2021) 781-788 
 

 

784 

 

 

Figure 5. Synthesis of compounds 5 and 18. 

2.2. Synthesis of the Final Compounds 5 and 18 

2.2.1. Synthesis of 4 – nitro – N - ( 2 - ( N – 

phenylsulfamoyl )  ethyl ) benzamide (5). 

2-(N-phenylsulfamoyl)ethanamine  hydrochloride salt 
(A) was synthesized according to procedure that was 

described before [13, 15]. 4-Nitrobenzoic acid (1 

mmol), N,N′-dicyclohexylcarbodiimide (DCC, 1.1 

mmol) and N-hydroxysuccinimide (NHS, 1 mmol) 
were dissolved in dimethylformamide (DMF) and 

stirred for half an hour. 2-(N-

phenylsulfamoyl)ethanamine  hydrochloride salt (A, 1 
mmol) and trimethylamine (NEt3, 2 mmol) was added 

to this reaction mixture and stirred at room 

temperature. The reaction was pursued with TLC and 
the solvent was evaporated after the starting 

compounds consumed. The resulted solid was 

subjected to extraction by using ethyl acetate (EtOAc), 

dilute hydrochloric acid (dil. HCl) and dilute sodium 
bicarbonate (dil. NaHCO3) solution. The ethyl acetate 

phase was evaporated, and the residue exposed to flash 

column chromatography (EtOAc: Hxn 2:1). The 
related fractions were collected and evaporated to give 

the final compound 5.  

Yellow solid. Yield 25%. Mp: 173.2 °C; 1H NMR (400 

MHz, DMSO-d6) δ: 3.43-3.39 (m, 2H, CH3), 3.73-3.68 
(m, 2H, CH2), 7.16-7.12 (m, 1H, CH2), 7.27-7.25 (m, 

2H, Ar-H), 7.37-7.33 (m, 2H, Ar-H), 8.04 (d, J 8.8 Hz, 

2H, Ar-H), 8.34 (d, J 8.8 Hz, 2H, Ar-H), 8.95-8.93 (m, 
1H, NH), 9.89 (br s, 1H). 13C NMR (100 MHz, DMSO-

d6) δ: 35.3 (Aliph-C), 50.3 (Aliph-C), 120.7 (2 × Ar-

C), 124.4 (2 × Ar-C), 124.9 (Ar-C), 129.5 (2 × Ar-C), 
130.2 (2 × Ar-C), 138.8 (Ar-C), 140.4 (Ar-C), 150.0 

(Ar-C), 165.5 (C=O). IR υmaks (cm-1): 3381, 3108 (N-H 

stretching), 1654 (amide I band), 1548 (amide II band), 

1326 (SO2 asymmetric stretching), 1135 (SO2 
symmetric stretching). Elemental analysis calculated 

(%) for C15H15N3O5S: C, 51.57; H, 4.33; N, 12.03; S, 

9.18. Found: C, 51.69; H, 4.31; N, 12.01; S, 9.52. 

 

2.2.2. Synthesis of N-(2-(morpholinosulfonyl) 

ethyl)-4-nitrobenzamide (18). 

2-(morpholinosulfonyl)ethanamin hydrochloride salt 
(B) was synthesized according to procedure that was 

described before [13, 15]. 4-Nitrobenzoyl chloride (1 

mmol), 2-(morpholinosulfonyl)ethanamin 

hydrochloride salt (B, 1 mmol) was reacted with 4-
nitrobenzoyl chloride by using NEt3 (2 mmol) as a base 

in dichloromethane (DCM) solution at room 

temperature.  The reaction was followed with TLC and 
the solvent was removed in vacuo after the starting 

compounds consumed. The mixture put through to 

flash column chromatography by using EtOAc: Hxn 
(2:1) solvent system and the pertinent fractions were 

collected and evaporated to obtain the final compound 

18 as a yellow solid that was crystallized from 

isopropanol.  

Yellow solid. Yield 20%. Mp: 199.5 °C; 1H NMR (400 

MHz, DMSO-d6) δ: 3.23-3.20 (m, 4H, CH2), 3.40-3.39 

(m, 2H, CH2), 3.74-3.67 (m, 6H, CH2), 8.10 (d, J 8.6 
Hz, 2H, Ar-H), 8.37 (d, J 8.5 Hz, 2H, Ar-H), 9.07-9.04 

(m, 1H, NH). 13C NMR (100 MHz, DMSO-d6) δ: 34.9 

(Aliph-C), 46.1 (Aliph-C), 47.4, 66.7, 124.5 (2 × Ar-

C), 129.5 (2 × Ar-C), 140.5 (Ar-C), 150.0 (Ar-C), 
165.61 (C=O). IR υmaks (cm-1): 3399, 3070 (N-H 

stretching), 1657 (amide I band), 1524 (amide II band), 

1320 (SO2 asymmetric stretching), 1148 (SO2 
symmetric stretching). Elemental analysis calculated 

(%) for C13H17N3O6S: C, 45.48; H, 4.99; N, 12.24; S, 

9.34. Found: C, 45.51; H, 4.79; N, 12.09; S, 9.43. 

2.3. Antimicrobial activity 

2.3.1. Determination of minimum inhibitory 

concentration (MIC)  

Staphylococcus aureus (ATCC 29213), Enterococcus 
faecalis (ATCC 29212), Escherichia coli (ATCC 

25922), Pseudomonas aeruginosa (ATCC 27853), 
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Candida albicans (ATCC 90028) and Candida 

parapsilosis (ATCC 22019) were used in this 

experiments. All bacteria and yeast strains were stored 
in Brain-Heart Infusion Broth (Merck, Germany) with 

10% glycerol at -80 °C. The antibacterial and 

antifungal activity of taurinamide derivatives were 
performed for each strain using broth microdilution 

method according to the European Committee on 

Antimicrobial Susceptibility Testing (EUCAST) 
criteria [16]. Bacteria and yeast strains were grown on 

Mueller-Hinton Agar (Merck, Germany) and 

Sabouraud Dextrose Agar (Oxoid, UK) at 37 °C for 

24 h, respectively. Bacteria and yeast colonies were 
taken with sterile swabs and then, these colonies were 

suspended with sterile physiological saline in glass 

tubes. The bacterial and fungal cells density in tubes 
were prepared to 0.5 McFarland by densitometer 

(Biosan, DEN-1), and the suspensions were diluted at 

rate of 100-fold and 10-fold for bacteria and yeasts, 
respectively. Mueller-Hinton broth (Merck, Germany) 

(50 μl) and RPMI (Sigma, UK) with 2% of glucose 

(RPMI 2% G) were added into the each well of sterile 

96-well microdilution plates for bacteria and yeasts, 

respectively. 50 μl from each of the tubes compassing 

the corresponding concentration of new compounds 

were included into first wells each column of the 
microdilution plate. The medium and compound in the 

first well of each vertical line was mixed using sterile 

pipette and serial dilutions were accomplished. Diluted 
bacterial and yeast suspensions were added each well 

of plate with 50 µL, and the microplates were 

incubated for 24 h at 37 °C. Growth control for each 
organisms and sterility control for medium are also 

tested as positive and negative controls. The final 

concentrations of the compounds were ranged from 

2048 to 64 µg/mL. Ciprofloxacin (Santa Cruz, US) and 
Fluconazole (Sigma, UK) were used as reference 

agents for antibacterial and antifungal activities, 

respectively. Quality control ranges were also 
evaluated according to EUCAST. Microdilutions was 

performed with triplicates for each substances and 

DMSO, which is used as a solvent, was also tested 
separately for antibacterial and antifungal activity. 

After incubation period, MICs were defined the lowest 

concentration of synthesized compounds, which 

prohibits macroscopic microbial growth.

 

Table 1 In vitro MICs (µg/mL) of compounds 1–18 against selected bacterial and fungal strains. 

 

Compound Bacterial strains Fungal strains 

Gram (+) Gram (-) 

 R S. a. E. f. E. c. P. a. C. a. C. p. 

1  -H 1024 128 2048 1024 1024 1024 
2  -CH3 2048 2048 1024 1024 2048 2048 
3  -OCH3 1024 2048 512 1024 >2048 >2048 
4  -Cl 1024 2048 1024 1024 2048 >2048 
5  -NO2 2048 512 1024 1024 >2048 >2048 

6  -H 2048 2048 1024 1024 1024 1024 
7  -CH3 2048 1024 1024 1024 1024 1024 
8  -OCH3 2048 2048 1024 1024 1024 1024 
9  -Cl 2048 2048 1024 1024 2048 >2048 
10  -H 2048 2048 1024 1024 1024 1024 
11  -CH3 2048 2048 1024 1024 1024 1024 
12  -OCH3 2048 2048 1024 1024 1024 1024 
13  -Cl 2048 2048 1024 1024 1024 1024 
14  -H 2048 2048 204 8 1024 1024 1024 

15  -CH3 2048 256 1024 1024 >2048 >2048 
16  -OCH3 1024 2048 >2048 >2048 >2048 >2048 
17  -Cl >2048 1024 2048 2048 >2048 >2048 
18  -NO2 1024 64 1024 1024 >2048 >2048 
Ciprofloxacin 0.25 1 0.008 0.5 nt nt 
Fluconazole nt nt nt nt 32 2 

S.a: Staphylococcus aureus ATCC 29213, E. f.: Enterococcus faecalis ATCC 29212, E.c.: Escherichia coli ATCC 25922, P.a.: 

Pseudomonas aeruginosa ATCC 27853, C. a.: Candida albicans ATCC 90028, C. p.: Candida parapsilosis ATCC 22019. 
nt: not tested. 
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3. Results and Discussion  

3.1. Chemistry 

The final compounds 1–4 and 6–22 were obtained 

according to the procedure described previously 
(Figure 4) [13, 17, 18]. Compounds 5 and 18 reported 

here were synthesized by using different reaction 

mediums and are reported here for the first time 
(Figure 5). The starting compounds 2-(N-

phenylsulfamoyl)ethanamine hydrochloride salt (A) 

and 2-(morpholino sulfonyl)ethanamine hydrochloride 

salt (B) were synthesized by following the previously 
described method [13]. 4-Nitro-N-(2-(N-

phenylsulfamoyl)ethyl)benzamide (5) was obtained by 

a coupling reaction of A with 4-nitrobenzoic acid in the 
presence of DCC, NEt3, and NHS in DMF solution. 

The treatment of 2-(morpholinosulfonyl)ethanamine 

hydrochloride salt (B) with 4-nitrobenzoyl chloride 
and NEt3 in DCM solution yielded with N-(2-

(morpholinosulfonyl)ethyl)-4-nitrobenzamide (18) as 

a raw product. This product was purified by utilizing a 

column chromatography method and required 
crystallization from an appropriate solvent. Finally, the 

intended molecules were achieved in 20–25% yields as 

yellow solids. The results of the 1H and 13C NMR, IR, 
and elemental analysis were coherent with the intended 

structures (cf. experimental section). 

3.2. Antimicrobial activity 

Final compounds were tested for their in vitro 
antibacterial and antifungal activities against two G(+) 

bacteria, Staphylococcus aureus and Enterococcus 

faecalis; two G(−) bacteria, Escherichia coli and 
Pseudomonas aeruginosa; and two fungal strains, 

Candida albicans and C. parapsilosis by employing 

broth microdilution method, with Ciprofloxacin and 
Fluconazole used as as reference agents for 

antibacterial and antifungal activities. The data in 

Table 1 were analyzed to evaluate the effects of 

substitutions on the designed skeleton. 

Considering G(+) S. aureus; the antimicrobial 

activities of compounds 1, 3, and 4 bearing phenyl and 

16, and 18 comprising morpholine group on the 
sulfonamide unit of the molecule were weak but 2-fold 

better than those of the other compounds.  

E. faecalis was found to be susceptible to phenyl 
derivative 1 with a MIC of 128 μg/mL. Introduction of 

an electron withdrawing nitro group (compound 5) to 

1 decreased the activity 4-fold (MIC=512 μg/mL), 

whereas other substitutions as in compounds 2, 3, and 

4 diminished the activity (MIC=2048 μg/mL). The 
methoxy derivative 12 demonstrated a 2-fold more 

potent activity (MIC=1024 μg/mL) relative to that of 

its congeners 11, 13, and 14. Considering morpholine 

derivatives 14–18; the best antibacterial activity was 
observed with compound 18 bearing an electron-

withdrawing nitro substitution with a MIC of 64 μg/mL 

against E. faecalis. Replacement of nitro in 18 with an 
electron-donating methyl 15 and chloro group 17 

decreased the activity 2- and 4-fold (MIC=256 and 

1024 μg/mL), respectively. On the other hand, 
compounds 14 and 16 demonstrated a weak activity 

against E. faecalis (MIC=2048 μg/mL).   

Considering G(–) E. coli bacteria, among the phenyl 

derivatives, compound 3 having methoxy substitution 
was found to be the most potent analog, with a MIC of 

512 μg/mL. Compounds 2, 4 and 5 were equipotent 

inhibitors with a MIC of 1024 μg/mL, whereas 
compound 1 displayed a poorer activity profile relative 

to that of the other phenyl derivatives 1–5. On the other 

hand 1–5 exhibited the same MICs of 1024 μg/mL 

against G(–) P. aerıgonasa bacteria. The rest of the 
molecules 6–13, 15, and 18 displayed equipotent 

activity with MICs of 1024 μg/mL against both of the 

G(–) bacteria.  

Considering the fungal strains C. albicans and C. 

parapsilosis, among the phenyl derivatives (1–5), 1 

was found to have the best activity, with a MIC of 1024 
μg/mL. Introduction of a chloro or methoxy group to 1 

decreased the activity 2-fold against C. albicans, 

whereas neither of the fungal strains susceptible to the 

other phenyl analogs. Among the methoxy derivatives 
11–14, nonsubstituted derivative 11 and electron-

donating methyl and methoxy-substituted derivatives 

(12 and 13, respectively) exhibited the same activity 
profiles, with MICs of 1024 μg/mL. The activity was 

found to be diminished with the introduction of a 

chloro group, as in 14. Interestingly, all of the primary 
sulfonamide derivatives 15–18 exhibited the same 

activity profile against fungal strains, with MICs of 

1024 μg/mL. The morpholine derivative 19 exhibited 

antifungal activity, with a MIC of 1024 μg/mL, 
whereas introduction of electron-withdrawing and -

donating groups to 19 diminished the activity against 

both of the fungal strains. It is interesting to note that 
fungal strains were found to gain greater susceptibility 

to all of the nonsubstituted final compounds 1, 6, 10, 

and 14 than their previously investigated phthalimide 

derivatives [19].  However, none of the compounds 
exhibited better activity than the reference drugs 

Ciprofloxacin and Flucanozole. 
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4. Conclusion 

A series of taurinamide derivatives 1-18 were assessed 

for their in vitro antimicrobial activity. Interestingly, 

compound 3 was distinguished from other compounds 
due to its better activity against G(–) E. coli bacteria, 

with a MIC of 512 μg/mL. On the other hand, E. 

faecalis was found to be more susceptible than the 

other pathogens to the tested compounds. In recent 
years, Enterococcus has emerged as a serious 

nosocomial pathogen having intrinsic antibiotic 

resistance [20]. For this reason, Enterococcus has 
become the target of antimicrobial drug development 

studies. In our antimicrobial screening test, the best 

activity was observed for nitro-substituted morpholine 
derivative 18, with a MIC of 64 μg/mL against E. 

faecalis. The same bacteria were also moderately 

inhibited by nonsubstituted phenyl derivative 1 and 

methyl-substituted morpholine derivative 15, with 
MICs of 128 and 256 μg/mL, respectively. However, 

none of the compounds exhibited low MICs against the 

tested bacterial strains, as observed with previously 
investigated phthalamide derivatives [13]. On the other 

hand, it is interesting to note that; fungal strains were 

found to gain increased susceptibility to all of the 

nonsubstituted final compounds 1, 6, 10, and 14 
compared to their phthalimide derivatives which were 

previously reported (Figure 2) [13]. These results seem 

to be uncorrelated with the lipophilicity of the drugs. 
As a result, expanding the substitution patterns of the 

derivatives or trying different functionalization 

strategies would provide more insights to design 

effective antimicrobial agents.  
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Abstract  

Paracetamol is an active metabolite with analgesic and antipyretic properties of phenacetin, 

which is sold without a prescription in our country and in many countries. However, the effect 
of paracetamol on oxidative stress due to glutamate-induced cytotoxicity remains unclear. This 

study aims to investigate the effect of an appropriate dose of paracetamol on nitric oxide and 

increased oxidative stress as a result of glutamate-induced cytotoxicity in C6 cells. The cells 

were divided into 4 groups as Control group, Glutamate group, Paracetamol group, and 

Paracetamol+Glutamate group. Cell viability rate between groups was measured by XTT 

assay. Oxidative stress and antioxidant levels were measured with TOS and TAS elisa kits. 

Paracetamol at all concentrations significantly increased cell viability in C6 cells (p < 0.001). 

Paracetamol also increased TAS levels (p <0.01) while significantly decreased TOS levels (p 

< 0.001). In addition, paracetamol was observed to decrease TNF-α and NO levels (p <0.001). 

In conclusion, paracetamol has protective feature on glutamate-induced cytotoxicity in C6 

glial cells by suppressing oxidative stress. The results of this study show that when the 

appropriate dose of paracetamol is used, it can be a crucial promoter agent in glutamate 

toxicity-induced neurodegeneration.  

Article info 

History: 
Received:23.09.2021 

Accepted:04.12.2021 

Keywords:                       
Paracetamol, 

Glutamate-toxicity, 

Oxidative stress,  

Nitric oxide,  

C6 cell. 

 

1. Introduction  

Glutamate, a proteinogenic amino acid, is a crucial 

neurotransmitter for excitatory signals in the 

mammalian central nervous system (CSN). However, 
the CSN also has many functional tasks with memory, 

cognition, and learning. Glutamate has an important 

role in the development of the CSN, containing 

migration, synapse induction, and differentiation [1]. 
However, intracellular glutamate concentration is in 

the millimolar (mM) interval, and excess glutamate is 

released out of the cell. Although glutamate is a 
necessary neurotransmitter for the continuation of the 

functions in the CNS, high concentrations of glutamate 

in the CNS cause neurodegeneration [2]. There can be 
many factors for neurodegeneration. One of them is 

excessive glutamate release. The result of excessive 

glutamate accumulating in the environment is the 

prolonged activation of glutamate receptors, as well as 
intracellular calcium overload, protease activation, 

mitochondrial dysfunction, increased ROS formation 

in response to an increase in intracellular calcium 
concentration, and neurodegeneration is observed in 

the CNS [3, 4]. In studies on glutamate toxicity, it has 

been associated with many neurodegenerative diseases 
and has been indicated to have a significant role in the 

damage mechanism [5, 6]. 

Glia cells are essential for providing a healthy 
environment for neurons in the CNS. In addition, 

excessive glia cell activation; it can cause many 

pathological conditions in the CNS such as ischemic 
stroke, Alzheimer's and Parkinson's Disease, Multiple 

Sclerosis. Oxidative stress (OS) is the most striking 

common feature in the formation of these damages [7]. 

Recent studies have shown that OS has significant 
actions on neuronal damage in various 

neurodegenerative diseases [8, 9]. It has been stated 

that the result of excessive extracellular glutamate 
level causes the depletion of the amount of intracellular 

glutathione (GSH), thus reducing the antioxidant level 

and causing the oxidant/antioxidant balance to 

deteriorate. It has been emphasized that this causes 
neuronal damage in the CNS through various 

mechanisms [10]. In a study conducted to understand 

the effect pathway of glutamate toxicity in C6 cells, 
which we used in our study, it was emphasized that the 

http://dx.doi.org/10.17776/csj.999199
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cells went to apoptosis due to the decrease in 

intracellular antioxidant level after glutamate 

incubation and the increase in OS [11].  Again, in a 
different in vitro study using C6 cells, apoptotic cell 

death was observed in these cells due to the increase in 

OS as a result of glutamate excitotoxicity [12]. 
Paracetamol is an active metabolite of phenacetin, 

which can be sold over-the-counter in our country and 

many other countries, with analgesic and antipyretic 
properties [13]. Paracetamol is a centrally acting drug 

that selectively inhibits nervous system 

cyclooxygenase (COX) [14], which inhibits 

prostaglandin synthesis. Other central mechanisms 
based on spinal serotonergic pathways may also be 

involved in the action mechanism of paracetamol. It is 

possible that the mechanism of action of paracetamol 
is using central mechanisms other than inhibition of 

prostaglandin synthesis. Animal studies have shown 

that the antinociceptive efficacy of paracetamol is 
reduced when serotoninergic pathways are damaged, 

depleted or blocked [15, 16]. Considering that 

increased glutamate-dependent cytotoxicity in the 

CNS causes neuronal damage, it will be important to 
develop a protective therapeutic approach against 

glutamate-induced excitotoxicity of neuronal cells. 

Paracetamol is one of the most widely used over-the-
counter drugs in the world. These recently discovered 

effects have been significantly detected in vitro. It is 

thought that important therapeutic effects will be seen 

with the use of this drug in appropriate doses with new 
studies to be done [16, 17]. In this study, we 

investigated the effect of paracetamol against the 

increase in oxidative stress in the cytotoxicity model 
we created in glutamate-induced C6 cells. The main 

hypothesis of this study is that paracetamol reduces 

glutamate toxicity and oxidative stress on C6 cells. In 
this way, it will be shown that paracetamol has a 

protective feature on glutamate-induced cytotoxicity in 

C6 glial cells by suppressing oxidative stress. 

2. Materials and Methods 

2.1. Cell culture 

Rat glioma cell (C6) line was used in the study because 
it is suitable for glutamate-dependent cytotoxicity [18]. 

C6 (CCL-107TM) cell line was obtained from the 

American Type Culture Collection (ATCC®, 
Manassas, VA, USA). The growth medium consisted 

of DMEM supplemented with FBS (10 %) and 

penicillin/streptomycin (1 %). C6 cells were cultured 

in 5 % CO2 at 37 ⁰C. Paracetamol and glutamate were 
dissolved in isotonic saline and prepared freshly on the 

days of the experiment. Control group: no treatment 

was applied, Glutamate group: 10 mM glutamate was 

added and incubated for 24 hours, Paracetamol group: 

Different doses of paracetamol (5, 10, 20 and 40 

µg/mL) were added and incubated for 24 hours, 
Paracetamol + Glutamate group: 1 hour after adding 

different doses of paracetamol (5, 10, 20 and 40 

µg/mL) with 10 mM glutamate was incubated for 24 
hours. In a study, glutamate toxicity group were 

formed to the single concentration of glutamate (10 

mM) used to model the gliotoxicity [18]. Based on the 
literature, we used glutamate at a concentration (10 
mM) in this study. 

2.2. Cell viability assay 

In order to investigate the protective effect of 
paracetamol against glutamate cytotoxicity on C6 

cells, the cell viability rate was checked, for this 

purpose, XTT (Abcam, UK) assay was performed. C6 
cells were seeded in 96-well plates (10×103 cells each 

well) in 100 μL DMEM. On the base of the litarature 1 

hour after adding different doses of paracetamol (5, 10, 
20 and 40 µg/mL), 10 mM glutamate was added to 

each well and incubated for 24 hours [15, 18].  After 

the 24 hour incubation period was over, 50 µL of the 

XTT reagent mixture was added to the C6 cells in a 96-
well plate and then incubated at 37°C for 4 hours. The 

absorbance value for the XTT determination was 

measured at 450 nm using a microplate reader 
(Multiskan PLUS, Thermo Scientific). All tests were 
read by repeating three times. 

2.3. Preparation of cells homogenates 

All groups were transferred to different sterile falcon 
tubes. These tubes were centrifuged at 2000 rpm for 10 

minutes. Tubes were brought into sterile laminar flow, 

supernatants were removed. The cell pellet remaining 
at the bottom of the tubes was diluted to 1x106/mL by 

adding PBS (pH: 7.4). The cell structure was lysed via 

freeze-thaw repetition and the cytoplasmic ingredients 
were withdrawn. The mixture was centrifuged at 4000 

rpm for 10 minutes. The supernatant remaining in the 

upper part of the tubes was taken with the help of 

sterile pipettes and collected in various sterile tubes. 
Total protein levels in the study groups were measured 
with the Bradford protein assay kit (Merck Millipore). 

2.4. Measurement of total antioxidant status (TAS), 

total oxidant status (TOS), tumor necrosis factor-

alpha (TNF-α) and nitric oxide (NO) levels in the 

C6 cells 

Glutamate toxicity induction of TAS, TOS, TNF-α and 

NO levels in the supernatants of C6 cells was 

determined by ELISA kits (BT Lab). These analyzes 

were performed considering the protocols determined 
by the companies for commercial kits. Samples 
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incubated at 37 °C for 60 minutes were placed in 96-

well plates. Standard and supernatant samples were 

inserted to the plate and incubated for 60 minutes. 
After the washing step, staining solutions were added 

and incubated for 15 minutes. Stop solution was 

inserted and absorbances were read at 450 nm on an 
ELISA microplate reader (Thermo Fisher Scientifc).  

2.5.  Statistical analysis 

Study results were indicated as mean ± SEM (standard 
error of mean). Data analyzes were performed with 

SPSS Version 22. Data were evaluated using a one-

way analysis of variance (ANOVA) and a posthoc 

Tukey test. p <0.05 was determined statistically 
significant. 

 

 

3.   Results  

3.1. Effect of paracetamol on C6 cell viability 

In this study, cell viability was investigated in study 

groups using different doses to determine the effect of 

paracetamol against glutamate-toxicity. For this, XTT 
cell viability kit was used. Cell viability was 

determined in C6 cells treated with both control and 

glutamate at different doses (5-40 µg/mL) for 

paracetamol. C6 cells were initially pre-treated with 
doses of paracetamol (5, 10, 20 and 40 µg/mL) for 60 

minutes and incubated with or without glutamate (10 

mM) for the next 24 hours. Pre-incubation of C6 cells 
with glutamate for 24 hours substantially reduced cell 

viability compared to untreated cells (control group) 

(p<0.001; Figure 1). However, paracetamol doses 
tested appeared to increase cell survival in C6 cells 

compared to C6 cells incubated with glutamate 

(p<0.001; Figure 1) 

 

Figure 1. Effect of paracetamol on cell viability after glutamate-induced cytotoxicity in the C6 cells. aaap≤ 0.001 as compared 

to control-untreated group; bbbp≤ 0.001 compared to glutamate-treated group. 

3.2. Effect of paracetamol on TAS and TOS levels 

in C6 cells  

The changes in TAS and TOS levels in cells against 

glutamate cytotoxicity of paracetamol in the groups 
formed were measured with the Elisa kits. TAS levels 

were significantly reduced between the groups when 

the glutamate-treated group was compared to the 

control and Paracetamol+Glutamate groups (p<0.001; 
Figure 2A). There was no statistically significant 

difference between the control group and the 

Paracetamol+Glutamate group (Figure 2A). When the 
glutamate-treated group was compared to the control 

and Paracetamol+Glutamate groups between the 

groups, it was observed that the TOS level increased 
considerably (p<0.001; Figure 2B). No statistically 

significant difference was found between the control 

group and the Paracetamol+Glutamate group (Figure 

2B). 
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Figure 2. Effect of paracetamol on TAS and TOS levels in 
C6 cells after glutamate-induced cytotoxicity. aaap≤ 0.001 as 

compared to control group; bbbp≤ 0.001 compared to 

glutamate-treated group. 

3.3. Effect of paracetamol on TNF-α and NO levels 

in C6 cells after glutamate-induced cytotoxicity 

ELISA commercial kits were used to investigate the 

effect of paracetamol on TNF-α and NO levels in 

glutamate-induced C6 cells. TNF-α levels were 

substantially increased between the groups when the 
glutamate-treated group was compared to the control 

and Paracetamol+Glutamate groups (p<0.001; Figure 

3A). There was no statistically considerable difference 
between the control group and the 

Paracetamol+Glutamate group (p>0.05; Figure 3A). 

When the glutamate-treated group was compared to the 
control and Paracetamol+Glutamate groups between 

the groups, the NO level increased significantly 

(p<0.001; Figure 3B). No statistically significant 

difference was found between the control group and 
the Paracetamol+Glutamate group (p>0.05; Figure 

3B). 

 

Figure 3. Effect of paracetamol on TNF-α and NO levels in 

C6 cells after glutamate-induced cytotoxicity. aaap≤ 0.001 as 

compared to control group; bbbp≤ 0.001 compared to 

glutamate-treated group. 

4. Discussion 

In our study, the effect of pre-treatment of paracetamol 

using different doses against glutamate-dependent 
toxicity, which we induced in vitro, was investigated. 

It was observed that pretreatment with paracetamol 

increased cell viability and reduced cell death against 

glutamate-dependent cytotoxicity in C6 cells (Figure 
1). Also, Paracetamol pretreatment decreased TOS 

levels and increased TAS level in C6 cells. In addition, 

paracetamol pretreatment was also observed to 
suppress TNF-α and NO levels. Although glutamate is 

one of the most crucial neurotransmitters for CSN, its 

depolarization in neurons causes excitotoxicity if its 
extracellular concentration increases. It has been 

mentioned in the literature that glutamate in 

excitotoxicity causes NOS regulation, mitochondria 

dysfunction, ROS production, ER stress as a result of 
intracellular Ca2+ increase [18, 19]. In the study 

conducted by Gundogdu et al, a significant decrease in 

cell viability was detected in primary cortical neuron 
cells with glutamate toxicity. An increase in cell 
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viability was detected following the application of 

parietin to primary cortical neuron cells with toxicity 

[1]. In a study performed by Das et al melatonin 
receptor 1 appeared to be involved in the protection of 

C6 cells from excitotoxic and oxidative damage [12].  

Similarily in our study, paracetamol had significant 
protective effect against glutamate-induced 

cytotoxicity and oxidative stress. In a study the effect 

of salmon calcitonin against glutamate-induced 
cytotoxicity was investigated in C6 cell line. It was 

observed that there was an increase in NOS and NO 

levels in cells [18]. In another study examining the 

protective effect of Thiamine against glutamate-
induced cytotoxicity in C6 cell line, an increase was 

observed in MDA levels after glutamate incubation, 

while a decrease was observed in SOD and CAT levels. 
It was observed that the use of thiamine increased cell 

viability by reducing the oxidant damage caused by the 

use of glutamate [20]. In a study performed by Park et 
al, it was determined that glioma cells with glutamate 

toxicity increased OS, mitochondrial dysfunction and 

ER stress. It was observed that after the use of alpha-

lipoic acid, OS, mitochondrial dysfunction and ER 
stress were reduced [21]. In support of the studies in 

the literature, we also observed that the TAS level 

increased and TOS level decreased in the paracetamol 
group compared to the glutamate group in C6 cells, in 

the use of paracetamol against cytotoxicity caused by 
glutamate in our study (Figure 2). 

TNF-α is a very important proinflammatory cytokine 

in the regulation of inflammation in the CNS. It is 

actually expressed at low levels by different other cells, 
including neurons, without a pathological condition. 

However, in case of any pathological or inflammation, 

its secretion also increases in other cells, especially in 
microglia cells, which are local defense cells in the 

CNS. For this reason, it is accepted as an important 

indicator in determining a damage mechanism that 

may occur in the CNS [9, 23]. Marchetti et al, found 
very important findings about TNF- α expression in 

their study on glutamate toxicity. As a result, they 

stated that it may be an inflammation marker [23]. In 
our study, we observed that the TNF- α level, which 

increased after glutamate toxicity, decreased after 

paracetamol treatment. This shows that paracetamol 
can be an important therapeutic agent for glutamate 

toxicity (Figure 3A). In a study performed by Lesage 

et al on primary hippocampal cell culture, they showed 

that there is an increase in NO with glutamate toxicity. 
They argued that preventing the increased NO level 

could be an important approach in reducing the damage 

[24]. In our study, we observed that the NO level, 
which increased after glutamate toxicity, decreased 

after paracetamol treatment (Figure 3B).  

Our study results and literature studies showed that 

paracetamol can reduce cell death in C6 cells. This 

protective effect of paracetamol appears to occur with 
the suppression of oxidative stress and NO pathways. 

Therefore, the use of appropriate dose of paracetamol 

may be protective in CNS disorder and may be selected 
as a beneficial therapeutic agent in neurodegenerative 

disorders. 

5. Conclusions 

The findings of this study showed that the use of 

appropriate dose of paracetamol reduced cellular 

damage against glutamate-dependent cytotoxicity in 
C6 cells. It is seen that this protective effect of 

paracetamol is revealed by the suppression of oxidative 

stress and NO pathways. Therefore, the use of 
appropriate doses of paracetamol may be protective 

against glutamate toxicity that may occur in CNS 

disorders and can be used as a useful therapeutic agent 

in neuronal damage-related damage. However, further 
in vitro and in vivo studies are needed to answer 

questions about the possible mechanisms of action of 

paracetamol in glutamate toxicity. 
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Abstract  

In this study, new benzimidazole-triazole derivatives were synthesized in two steps. First, 4-

benzaldehyde derivatives are synthesized by reacting 1,2,4-triazole ring and 4-

fluorobenzaldehyde. In the last step, the benzimidazole ring was obtained with o-

phenylenediamine derivatives under microwave radiation. The structures of synthesized 

compounds were confirmed by 1H-NMR, 13C-NMR, infrared spectroscopy, mass 

spectroscopy, and elemental analysis. Antimicrobial activity of synthesized compounds is 

associated with six different types of bacteria (Escherichia coli  ATCC 35218,  E.coli  ATCC 

25922,  Klebsiella pneumoniae  NCTC 9633,  Pseudomonas aeruginosa  ATCC 27853,  

Salmonella typhimurium  ATCC 13311,  Staphylococcus aureus  ATCC 25923), and four 
different  Candida (C. albicans  ATCC 24433,  C. glabrata  ATCC 90030,  C. krusei  ATCC 

6258,  C. parapsilosis  ATCC 22019). Synthesized compounds showed weak antibacterial 

activity. However, 3a, 3b, and 3c compounds against C. albicans of the Candida species were 

found to show promising activity. Given the effect of substituents on antifungal activity, it is 

seen that the compounds 3a, 3b, and 3c carry chlorine, methyl, and fluoro substituents on the 

benzimidazole ring attract attention with higher activities. Molecular docking studies of 3a, 

3b, and 3c were performed Schrödinger Glide XP against Candidas’ sterol 14-alpha 

demethylase (CYP51), and estimated ADME calculations were analyzed. 
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1. Introduction  

Antimicrobial resistance (AMR) has become a global 
problem in recent years. The World Health 

Organization's  Global Antimicrobial Resistance 

Monitoring System (GLASS) report in 2016-2017 

shows that Escherichia coli,  Klebsiella pneumoniae,  
Staphylococcus aureus,  Streptococcus pneumoniae,  

and  Salmonella species are the most commonly 

reported resistant bacteria [1]. Due to this increasing 
antimicrobial resistance, the treatment of microbial 

diseases has become a challenging process. The 

conscious use of existing antibiotics and the 

development of new antimicrobial agents have gained 
importance against this development of resistance. 

Therefore, drug development studies have gained a 

reputation [2]. 

The benzimidazole core is a vital ring system in 

medicinal chemistry. This ring system is primarily 

used to develop compounds belonging to a wide range 
of therapeutic classes such as antimicrobial, 

anticancer, antioxidant, antiasthmatic and antiallergic, 

antiprotozoal, antidiabetic, anti-inflammatory, 

antiparasitic [3-12]. The benzimidazole scaffold is an 

important structure that plays a crucial role in drug 
discovery due to its similarity to the purine ring, which 

forms the structure of nucleotide bases, is an important 

pharmacophore group found in the structure of many 

biologically active compounds [13,14]. The structure 
of 1,2,4-triazole is another important ring found in the 

structure of many drugs such as triazolam, alprazolam, 

etizolam, rizatriptan, fucozole, and efnaconazole. 
Fluconazole and itraconazole to first generation 

triazoles; vorikonazole, posakonazole, isavukonazole, 

albaconazole and ravukonazole  are examples of 
second-generation triazoles [15,16]. Since the 

benzimidazole ring is a purine analog and antifungal 

drugs contain a triazole ring, it was thought that the 

hybridization of these two rings would create 

significant antifungal activity. 

In the light of this information, ten new benzimidazole-

triazole derivatives were synthesized, their 
antimicrobial activity was evaluated, and molecular 
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docking against C. albicans’ sterol 14-alpha 

demethylase (CYP51) and estimated ADME studies of 

compounds 3a, 3b, and 3c were performed. 

2. Materials and Methods 

2.1. Chemistry 

Microwave-assisted 4-(1,2,4-triazol-1-yl) 

benzaldehyde and 4-(1,2,4-triazol-3-yl)thio) 

benzaldehyde synthesis (Method A): 

 1H-1,2,4-triazole (1 mol) and 3-mercapto-1H-1,2,4-

triazole (1 mol) and 4-fluoroenzaldehyde (1.1 mol) 

were enclosed in the vial with the volume of 30 mL, 

and 10 mL dimethylformamide (DMF) was added and 
dissolved. K2CO3 (1 mol) was added as a catalyst and 

heated under the reversing cooler (reflux). The reaction 

mixture was held in the microwave synthesis reactor 
for 15 minutes under the temperature of 200 °C and the 

pressure of 10 bar. At the end of the reaction period, 

the vial content is poured into the ice water, and the 
product is preceded, washed with plenty of water, 

dried, and crystallized from ethanol. 

Microwave-assisted 2-(4-(1,2,4-triazol-1-yl) 

phenyl)-1,3-benzimidazole synthesis (Method B): 

Into the microwave synthesis reactor vial (30 mL), 

methyl 4-(1,2,4-triazol-1-yl)benzaldehyde (0.03 mol) 

and 4-(1,2,4-triazol-3-yl)thio)benzaldehyde (0.03 
mol), sodium disulfide (0.03 mol) and DMF (10 mL) 

were added. The reaction mixture was kept in a 

microwave synthesis reactor at 240 °C under 10 bar 

pressure for 5 minutes. At the end of this period, the 
mixture was removed from the reactor, and 5-chloro or 

5-fluoro-1,2-phenylenediamine (0,03 mol) was added. 

The reaction was subjected to microwave irradiation 
for another 5 minutes under the same conditions. At the 

end of the reaction period, the product was precipitated 

by pouring into ice water, filtered, washed with plenty 

of water, and crystallized from ethanol. 

2-(4-(1H-1,2,4-triazol-1-yl)phenyl)-5-chloro-1-

benzimidazole (3a)

 

M.p.: 190 °C, yield: 87.5%. IR (ATR) vmax(cm-1):  

3134.33  (N-H voltage band),  1653.00 – 1500.62  
(C=C and C=N voltage  bands), 839.03 (1.4-dissected 

non-resynthetic deformation tape). 1H-NMR (300 

MHz, DMSO-d6): δ= 7.24 (1H, s, Aromatic CH), 7.56-
7.64 (4H, m, Aromatic CH), 8.07-8.18 (3H, m, 

Aromatic CH), 8.34 (1H, s, Aromatic CH), 13.23 (1H, 

s, NH). 13C-NMR (75 MHz, DMSO-d6): δ=111.58, 

113.23, 118.79, 120.11, 120.70, 122.76, 123.40, 

127.82, 128.45, 131.20, 137.80, 144.93, 145.17. Anal 

Calcd for C15H10N5Cl: C:61.12977; H:3.07789; 
N:23.76288. Found: C: 61.3534; H:3.0756; N:23.7089. 

Mass (ES) m/z: 296 [% 100, M+1]. 

2-(4-(1H-1,2,4-triazol-1-yl)phenyl)-5-methyl-1-

benzimidazole (3b)  

 

M.p.: 314 °C, yield: 82.6%. IR (ATR) vmax(cm-1):  

3101.54  (N-H voltage band),  1654.92 – 1438.90  
(C=C and C=N voltage  bands), 839.03 (1.4-dissected 

non-flaxformation tape). 1H-NMR (300 MHz, DMSO-

d6): δ= 2.43 (3H, s, CH3), 7.68 (2H, d, J=8.49 Hz, 
Aromatic CH), 7.95 (1H, s, Aromatic CH), 8.03 (2H, 

d, J=8.76 Hz, Aromatic CH), 8.17 (2H, d, J=8.49 Hz, 

Aromatic CH), 8.32 (2H, d, J=8.76 Hz, Aromatic CH), 
12.87 (1H, s, NH). 13C-NMR (75 MHz, DMSO-d6): 

δ=21.81, 120.04, 124.16, 127.55, 128.10, 129.40, 

130.08, 130.20, 130.66, 131.33, 131.72, 133.69, 

137.37, 144.80. Anal Calcd for C16H13N5: C:70,0589; 
H:4,409; N:25,532. Found: C:69,8994; H:4,403; 

N:25,5091. Mass (ES) m/z: 276 [% 100, M+1]. 

2-(4-(1H-1,2,4-triazol-1-yl)phenyl)-5-fluoro-1-

benzimidazole (3c) 

 

M.p.: 306 °C, yield: 84.4%. IR (ATR) vmax(cm-1):  

3103.46  (N-H voltage band),  1654.92 – 1440.83  

(C=C and C=N voltage  bands),  837.11  (1.4-dissected 

non-flax deformation band). 1H-NMR (300 MHz, 
DMSO-d6): δ= 7.69 (2H, d, J=8.46 Hz, Aromatic CH), 

7.95 (1H, s, Aromatic CH), 8.06 (2H, d, J=8.76 Hz, 

Aromatic CH), 8.17 (2H, d, J=8.46 Hz, Aromatic CH), 
8.33 (2H, d, J=8.76 Hz, Aromatic CH), 13.16 (1H, s, 

NH). 13C-NMR (75 MHz, DMSO-d6): δ=120.09, 

127.68, 128.27, 129.46, 129.57, 129.75, 130.29, 
131.25, 131.61, 131.72, 134.27, 137.64, 144.88. Anal 

Calcd for C15H10N5F: C:64.74457; H:3.259896; 

N:25.16805. Found: C:64.85; H:3.25456; N:25,1745. 

Mass (ES) m/z: 280 [% 100, M+1]. 

2-(4-(1H-1,2,4-triazol-1-yl)phenyl)-1-benzimidazol-

5-yl phenyl methanone (3d) 
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M.p.: 250 °C, yield: is 85%. IR (ATR) vmax(cm-1):  

3116.97  (N-H voltage band),  1653.00 – 1386.82  

(C=C and C=N voltage  bands),839.03 (1.4-dissected 
non-resuming deformation tape). 1H-NMR (300 MHz, 

DMSO-d6): δ= 7.59-7.63 (2H, m, Aromatic CH), 7.67-

7.70 (2H, m, Aromatic CH), 7.90-7.94 (3H, m, 
Aromatic CH), 8.05-8.07 (2H, m, Aromatic CH), 8.23-

8.26 (3H, m, Aromatic CH), 8.40-8.43 (2H, m, 

Aromatic CH). 13C-NMR (75 MHz, DMSO-d6): 
δ=114.80, 117.11, 120.06, 124.41, 127.92, 128.53, 

129.41, 129.70, 129.92, 131.20, 134.34, 137.66, 

144.89, 152.28, 152.61, 158.81, 162.90,  170.38. Anal 

Calcd for C22H15N5O: C:72.51666; H:3.872507; 
N:19,21997. Found: C:72.60; H:3.8691; N:19.22366. 

Mass (ES) m/z: 366 [% 100, M+1]. 

2-(4-(1H-1,2,4-triazol-1-yl)phenyl) -1-

benzimidazole-5-carboxylic acid (3e) 

 

 

M.p.: 85 °C, yield: 86.7%. IR (ATR) vmax(cm-1):  

3095.75  (N-H voltage band),  1651.07 – 1500.62  

(C=C and C=N voltage  bands),831.32 (1.4-dissected 

non-resuming tape). 1H-NMR (300 MHz, DMSO-d6): 
δ= 7.76-7.78 (2H, m, Aromatic CH), 7.95 (1H, s, 

Aromatic CH), 8.08-8.09 (2H, m, Aromatic CH), 8.20-

8.23 (2H, m, Aromatic CH), 8.36-8.39 (2H, m, 
Aromatic CH), 9.56 (1H, s, OH). 13C-NMR (75 MHz, 

DMSO-d6): δ=120.14, 122.17, 124.42, 125.43, 127.99, 

128.63, 129.94, 130.60, 131.15, 131.72, 132.58, 

138.51, 144.97, 162.75. Anal Calcd for C16H11N5O2  
C:63.15552; H:3.312382; N:23.01595. Found: 

C:63,1855; H:3.3252; N:23.0678. Mass (ES) m/z: 306 

[% 100, M+1]. 

2-(4-((1H-1,2,4-triazol-3-yl)thio)phenyl)-5-chloro-

1-benzimidazole (3f) 

 

M.p.: 265 °C, yield: 84.3%.  IR (ATR) vmax(cm-1):  

3086.11  (N-H voltage band),  1517.98 – 1454.33  

(C=C and C=N voltage  bands),  842.89  (1.4-dissected 

non-flaxformation tape). 1H-NMR (300 MHz, DMSO-
d6): δ= 7.05-7.12 (1H, m, Aromatic CH), 7.42-7.61 

(2H, m, Aromatic CH), 8.07 (2H, d, J=8.76 Hz, 

Aromatic CH), 8.30 (1H, s, Aromatic CH), 8.32 (2H, 
d, J=8.76 Hz, Aromatic CH), 9.42 (1H, s, NH), 13.16 

(1H, s, NH). 13C-NMR (75 MHz, DMSO-d6): δ= 

104.95, 110.90, 112.26, 112.73, 120.12, 128.28, 

129.49, 138.05, 142.98, 153.10, 153.12, 157.77, 
160.80. Anal Calcd for C15H10N5SCl: C:55,13152; 

H:2.775878; N:21.43119. Found: C:55,20321; 

H:2.77654; N:21.45458. Mass (ES) m/z: 328 [% 100, 

M+1]. 

2-(4-((1H-1,2,4-triazol-3-yl)thio)phenyl)-5-methyl-

1-benzimidazole (3g) 

 

M.p.: 153.7 °C, yield: 84.3%. IR (ATR) vmax(cm-1):  
3116.97 (N-H voltage band), 1606.0 – 1500.26 (C=C 

and C=N voltage  bands),  840.96  (1.4-dissected non-

rectal deformation band). 1H-NMR (300 MHz, DMSO-
d6): δ= 2.43 (3H, s, CH3), 7.03-7.06 (1H, m, Aromatic 

CH), 7.40 (1H, s, Aromatic CH), 7.49 (2H, d, J=8.19 

Hz, Aromatic CH), 8.06 (2H, d, J=8.76 Hz, Aromatic 

CH), 8.32 (2H, d, J=8.76 Hz, Aromatic CH), 9.41 (1H, 
s, NH). 13C-NMR (75 MHz, DMSO-d6): δ= 21.79, 

112.28, 115.94, 120.07, 124.28, 128.11, 128.28, 

129.93, 132.06, 137.79, 142.93, 150.33, 152.15, 
153.08. Anal Calcd for C16H13N5S: C:62.72633; 

H:3.947846; N:22.85953. Found: C:62,7212; 

H:3.9489; N:22.8345. Mass (ES) m/z: 308 [% 100, 

M+1]. 

2-(4-((1H-1,2,4-triazol-3-yl)thio)phenyl)-5-fluoro-

1-benzimidazole (3h) 

 

M.p.:. 232.7 °C, yield: 79.4%. IR (ATR) vmax(cm-1):  

3113.11  (N-H voltage band),  1606.70 – 1508.33  

(C=C and C=N voltage  bands),839.03 (1.4-dissected 
non-flaxformation tape). 1H-NMR (300 MHz, DMSO-

d6): δ= 7.05-7.12 (1H, m, Aromatic CH), 7.40-7.44 

(1H, m, Aromatic CH), 7.59-7.64 (1H, m, Aromatic 
CH), 8.06 (2H, d, J=8.73 Hz, Aromatic CH), 8.30 (1H, 

s, Aromatic CH), 8.33 (2H, d, J=8.76 Hz, Aromatic 

CH), 9.42 (1H, s, NH). 13C-NMR (75 MHz, DMSO-

d6): δ=110.79, 111.12, 112.28, 120.12, 121.90, 128.29, 
128.54, 129.46, 138.07, 142.99, 153.13, 157.67, 

160.79. Anal Calcd for C15H10N5SF: C:58.05477; 

H:2.923064; N:22.56754. Found: C:58,025; H:2.9236; 

N:22,556. Mass (ES) m/z: 312 [% 100, M+1]. 
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2-(4-((1H-1,2,4-triazol-3-yl)thio)phenyl)-1-

benzimidazole-5-carboxylic acid (3i) 

 

M.p.: 318.8 °C,  yield:  78.8%. IR (ATR) vmax(cm-1):  

3124.68  (N-H voltage band),  2929.87  (C-H voltage 
band),  1658.7 8 – 1516.05  (C=C and C=N voltage  

bands),840.96 (1.4-non-plane deformation band that 

resembles dissectitis). 1H-NMR (300 MHz, DMSO-
d6): δ= 7.67 (1H, d, J=8.46 Hz, Aromatic CH), 7.85-

7.87 (1H, m, Aromatic CH), 8.08 (2H, d, J=8.73 Hz, 

Aromatic CH), 8.21 (1H, s, Aromatic CH), 8.30 (1H, 

s, Aromatic CH), 8.37 (2H, d, J=8.73 Hz, Aromatic 
CH), 9.43 (1H, s, OH). 13C-NMR (75 MHz, DMSO-

d6): δ=112.24, 120.12, 121.93, 124.21, 124.86, 125.24, 

128.62, 129.18, 138.32, 143.03, 152.99, 153.14, 
162.80, 168.28. Anal Calcd for C16H11N5SO2: 

C:57,13472; H:2.996603; N:20.82177. Found: 

C:57,304; H:2.9998; N:20.8565. Mass (ES) m/z: 338 

[% 100, M+1]. 

(2-(4-((1H-1,2,4-triazol-3-yl)thio)phenyl)-1-

benzimidazol-5-yl)phenyl)methanone (3j) 

 

M.p.: 272.6 °C,  yield:  82.6%. IR (ATR) vmax(cm-1):  

3109.25  (N-H voltage band),  1639.49  (C=O voltage 
band),  1612.49 - 1514.12  (C=C and C=N voltage  

bands), 839.03 (1.4-non-flax plane deformation band 

resemsounding to dissectitis). 1H-NMR (300 MHz, 
DMSO-d6): δ= 7.57-7.58 (2H, m, Aromatic CH), 7.65-

7.71 (2H, m, Aromatic CH), 7.75-7.78 (3H, m, 

Aromatic CH), 7.98 (1H, s, Aromatic CH), 8.07 (2H, 

d, J=8.79 Hz, Aromatic CH), 8.30 (1H, s, Aromatic 
CH), 8.37 (2H, d, J=8.76 Hz, Aromatic CH), 9.43 (1H, 

s, NH). 13C-NMR (75 MHz, DMSO-d6): δ=112.52, 

120.14, 120.88, 121.98, 124.85, 128.30, 128.65, 
128.89, 129.06, 129.94, 131.63, 132.59, 138.39, 

138.50, 143.04, 153.15, 153.36, 196.04. Anal Calcd for 

C22H15N5SO: C:66.6514; H:3.5593; N:17.6654. 

Found: C:66,605; H:3.5569; N:17.6584. Mass (ES) 
m/z: 398 [% 100, M+1]. 

 

2.2. Antimicrobial activity studies 

To recreate microorganism strains, the fungi are 

removed from -85 °C to petri dishes with Sabouraud 
Dextrose Agar (Sigma Aldrich), the bacteria were 

planted in petri dishes containing Mueller Hinton Agar  

(MHA-Sigma Aldrich) and left to incubate for 24 hours 
at 37 °C.  Bacteria were taken from the colonies,  

transferred to tubes containing Mueller Hinton Broth 

(MHB), and fungi were transferred to tubes with RPMI 
and left to incubate for 24 hours at 37 °C. After 

incubation, turbidity was adjusted according to  

McFarland no: 0.5  (108  CFU/mL) tube.  

The compounds to be tested were weighed at 10 mg 
and transferred to sterile vials, and 1 mL of pure 

dimethyl sulfoxide (DMSO) was added to them. 

Compounds were fully dissolved within the DMSO 
and became a homogeneous mixture. 

Microtitration plates (Brand) with 96 "U" type wells 

were used for the experiment. Prepared compound 
mixtures were transferred to the wells respectively in 

the concentration range of 1000 to 1.95 μg/mL with 

serial dilution of 100 μL with the help of micropipettes. 

After all, concentrations are transferred to the wells,  
100 μL pipettes are made of microorganism cultures. 

The last column is divided into microorganism control, 

and the last row is divided into fattening location 
control. After these procedures, the lids of the 

microtitration plates were closed and incubated at 37 

°C for 24 hours, and at the end of this period, 20 µL of 

resazurin solution was added to the wells to better 
observe the presence or absence of growth in the wells. 

It was then incubated at 37 °C for 3 hours for 

coloration. At the end of the incubation period, the 
lowest concentration at which growth was observed, 

that is, the minimum inhibitory concentration (MIC) 

was determined as µg/mL. Experiments were repeated 
in pairs in parallel. Ketoconazole was used as a 

standard antifungal agent, and chloramphenicol was 

used as an antibacterial. 12. Resazurin, which is used as 

a metabolic indicator in evaluating test results, was 
tried by Alamar Blue on many cell types 50 years ago, 

and its effectiveness has been proven.  It is more 

preferred than other indicators to dissolve easily in 
water, be stable in cell culture, not toxic, and easily 

pass through cell membranes. Resazurin is a blue-

colored paint that does not give fluorescence. It is 
reduced by living organisms and transformed into a 

pink-colored resorufin metabolite that gives 

fluorescence.  Thanks to this feature, it offers the 

possibility to evaluate the control of reproduction in 
each well in the microtitration petri dishes as a result 

of activity studies both by observing the color change 

in the well and by fluorometric reading [13]. 
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2.3. Molecular docking  studies 

Sterol 14-alpha demethylase (CYP51)  (PDB ID: 

5TZ1,  resolution  2.00 Å) was selected for molecular 
docking for possible interactions of 3a, 3b, and 3c 

compounds with  C. albicans [17].  Molecular docking 

studies were carried out with Schrödinger Maestro 
version 12.8.  Heteroatoms found except HEM in 

enzyme structure were removed and prepared with 

Protein Preparation  Wizard. The compounds were 
drawn with ChemDraw  Professional 17.0 and 

prepared with  LigPrep.  Based on the cocrystal VT1 

of the 5TZ1 structure, grid box was created x: 70.87, y: 

66.28, z: 4.42 coordinates, and 20*20*20 Å3 size by 
Receptor Grid Generation. Molecular docking 

analyses were performed with Glide  XP [18]. 2D and 

3D imaging were performed with Maestro 12.8.  

2.4. ADME prediction 

Computational prediction of absorption, distribution, 

metabolism, and excretion (ADME) of compounds 3a, 
3b, and 3c, which are the three most active compounds 

against C. albicans, were performed with SwissADME 

online tools ( http://www.swissadme.ch/ ) [19]. 

3.   Results and Discussion 

The structures of 10 original compounds 3a-3j, which 

were synthesized with microwave-assisted, were 

elucidated by data on 1H-NMR, IR and mass 
spectroscopic methods and elemental analysis results. 

With the microwave synthesis used, reaction times are 

shortened, efficiency is increased, less resources are 
used, and it is more environmentally friendly and 

economical. Spectrum assessments were given under 

the heading of the relevant spectroscopic method. IR 

studies of 10 new triazole-derived compounds 

synthesized within the scope of the project were 

elucidated with the help of spectroscopic data. When 
the chemical structures of synthesized compounds are 

examined, all synthesis compounds have an aromatic 

ring system. The voltage band bee of the C=C and C=N 
groups carried by these rings was obtained in the range 

of 1386.82 – 1654.92 cm-1. Another structure 

commonly found in all synthesis products is the 1,4-
dissected and benzene rings. The specific non-plane 

deformation bands for this ring were obtained in the 

range of 831.32 - 842.89 cm-1. Another structure 

commonly found in all synthesis products is the 
voltage bands of the N-H group in the range of 3086.11 

– 3134.33  cm-1. In the 1H-NMR spectra, the -CH3 

group protons of compounds 3b and 3g on 5th position 
of benzimidazole ring were observed at 2.43 ppm as a 

singlet. A broad singlet due to NH proton of the 

benzimidazole ring was recorded around at 13 ppm. 
NH proton of the triazole ring was observed around at 

9 ppm. The signals belonging to aromatic protons were 

found at 7.03–8.43 ppm. The mass spectrums of 

synthesized compounds were drawn by positive 
ionization technique using electron spray method. 

Therefore, peaks with a numerical value greater than 

the calculated molecular weights (molecular ion peaks; 
M+1 peaks) are expected to be observed in the 

spectrums. When the spectrums are examined, it is 

seen that the M+1 peaks obtained by the molecular 

weights of the compounds are compatible as expected. 
Percentage analyses of C, H, N elements were 

performed for the compounds covered by the study. 

The results indicate a deviation of 0.4% between 
theoretically calculated element percentages and 

experimental findings. This finding is an indication 

that the compounds contain minimal impurities.

 

Figure 1. General synthesis pathways of the target compounds 

http://www.swissadme.ch/
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The synthesis of 10 new benzimidazole compounds 

synthesized as antimicrobial agents was performed in 
two steps. First, two products were obtained: triazole 

and 4-fluorobenzaldehyde and 4-(1,2,4-triazol-1-

yl)benzaldehyde and 4-(1,2,4-triazol-3-
yl)benzaldehyde. The aldehyde derivatives were 

obtained in the first step were reacted with o-

phenylenediamine products under microwave 
radiation, and the benzimidazole ring system was 

closed. When designing the compounds, five 

compounds with triazole-related sulfur structures and 

five compounds that do not carry sulfur were 
synthesized, and the activities of compounds with two 

different structures were evaluated. The synthesis 

pathways of the compounds are given in Figure  1. 

The synthesis of the compounds performed was 

elucidated by various spectroscopic methods. 

Antibacterial activity results of synthesized 
compounds were given in Table  1, and antifungal 

activity results were given in Table  2.  E. coli ATCC 

35218 (E.coli  1),  E. coli  ATCC 25922  (E.coli  2),  K. 

pneumoniae  NCTC 9633  (Kp),  P. aeruginosa  ATCC 
27853  (Pa),  S. typhimurium  ATCC 13311  (St),  S. 

aureus  ATCC 25923   (Sa)   bacterial type is used. 

Chloramphenicol was used as a reference drug. When 
the results of the activity were evaluated, it was seen 

that the compounds were ineffective against the types 

of bacteria tested. 

Antibacterial and antifungal activities of synthesized 

compounds have been tested using microdilution 

methods reported by the Clinical & Laboratory 
Standards Institute (CLSI). As a result of 

microbiological studies, MIC values were obtained by 

fluorometric measurement using resazurin solution. In 

this study, a more reliable, repeatable, more 
standardized spectroscopy method was used in the 

evaluation of antimicrobial test results instead of the 

methods of determining the MIC value detected by the 
eye based on the color change of a particular indicator. 

For this purpose, the fluorometric method modified 

from the CLSI method, which is available taking into 
account the aforementioned properties of resazurin, 

has been successfully applied as mentioned. According 

to the antimicrobial results obtained, synthesized 

compounds were not antibacterially effective in in 

vitro medium conditions (3a-3j  for MIC: >1mg/mL). 

 Table 1. MIC (μg/mL) values for synthesized compounds 

Comp. E.coli 1 E.coli 2 Kp Pa St Sa 

3a >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3b >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3c >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3d >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3e >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3f >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3g >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3h >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3i >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3j >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

Chloramphenicol ≤1,95 µg/mL ≤1,95 µg/mL 3,9 µg/mL 250 µg/mL ≤1,95 µg/mL 15,62 µg/mL 

Escherichia coli ATCC 35218 (E.coli 1),Escherichia coli ATCC 25922 (E.coli 2), Klebsiella pneumoniae NCTC 9633 (Kp), Pseudomona 
aeruginosa ATCC 27853 (Pa), Salmonella typhimurium ATCC 13311 (St), Staphylococcus aureus ATCC 25923 (Sa). 

 

It was also found that compounds other than  3a, 3b, 

and  3c were again not effective against any Candida 
species. However,  compounds  3a,  3b, and  3c show 

activity only against C. albicans. The MIC value of 

ketoconazole against C. albicans was 7.8 mg/mL, 

while the compounds were 3.9 mg/mL, 7.8 mg/mL, 

and 3.9 mg/mL, respectively. 
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Table 2. MIC (μg/mL) values for synthesized compounds 

Compound Ca Cg Ck Cp 

3a 3.9 µg/mL >1mg/mL >1mg/mL >1mg/mL 

3b 7.8 µg/mL >1mg/mL >1mg/mL >1mg/mL 

3c 3.9 µg/mL >1mg/mL >1mg/mL >1mg/mL 

3d >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3e >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3f >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3g >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3h >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3ı >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

3j >1mg/mL >1mg/mL >1mg/mL >1mg/mL 

Ketoconazole 7,8 µg/mL ≤1,95 µg/mL ≤1,95 µg/mL ≤1,95 µg/mL 

Candida albicans ATCC 24433 (Ca), Candida glabrata ATCC 90030 (Cg), Candida krusei ATCC 6258 (Ck), Candida parapsilosis 
ATCC 22019 (Cp) 

Antifungal activity test of the compounds was 

performed against four different Candida species:  C. 

albicans  ATCC 24433  (Ca),  C. glabrata  ATCC 

90030 (Cg),  C. krusei  ATCC 6258  (Ck),  C. 
parapsilosis  ATCC 22019  (Cp). Ketoconazole was 

used as a reference drug. When we looked at the results 

of antifungal activity, it was seen that the compounds 
coded 3a, 3b, and 3c stand out. In particular, 

compounds with a code of 3a  and  3c were twice as 

effective as the reference drug with a value of 3.9  

μg/mL. The 3b compound had an activity equal to 
ketoconazole with a value of 7.8 μg/mL MIC. When 

looking at the structures of compounds 3a, 3b, and  3c, 

the presence of chlorine and fluorine substituent in the 
benzimidazole ring caused a significant increase in 

activity. Especially when compared with the activities 

of sulfur-containing compounds due to triazole, it was 

seen that the presence of sulfur reduces activity. 

Contrary to the current study, in our previous studies 

[14,15] , it was seen that the sulfur atom was in a bridge 

position both within the ring system and between the 
aliphatic carbon chain and the ring system in 

compounds showing antimicrobial activity. In 

addition, the fact that the sulfur atom was attached to 
the acetamide residue in previous studies also explains 

the differences in the chemotherapeutic effect. As a 

result of the study, ten new compounds were 
synthesized in which two ring systems known to be 

antimicrobial effective were used together. Although 

synthesized compounds have no antibacterial 

effectiveness, they appear to give hope in antifungal 
activity. In future studies, it is aimed to reach more 

effective compounds with different modifications 

through this main structure. 

Molecular docking studies were carried out with 

Schrödinger Glide XP against sterol 14-alpha 

demethylase (CYP51) enzyme of 3a, 3b, and  3c 

compounds that showed activity against C. albicans. 
CYP51 (PDB ID: 5TZ1) cocrystal VT1 redocking was 

performed to ensure validation of the molecular 

docking process and to compare synthesized 
compounds. The RMSD between the cocrystal natural 

pose and the redocking docking pose was 1.6393  Å. 

The RMSD value of less than 3 Å is considered 

suitable for molecular docking. As shown in Table 3, 
compounds 3a, 3b, and 3c produced lower docking 

scores than cocrystal, while VT1 gave a lower glide 

emodel value than compounds. 

Table 3. Glide XP molecular docking interaction energies 
(kcal/mol) of 3a, 3b, and 3c against C. albicans’ sterol 14-

alpha demethylase (CYP51) 

Comp. Docking 

score 

XP 

GScore 

Glide emodel 

3a -8.749 -9.262 -65.704 

3b -6.077 -6.662 -60.415 

3c -7.518 -7.877 -63.733 

VT1* -6.291 -6.293 -112.080 

*VT1: cocrystal of 5TZ1 

Protein-ligand interactions and binding poses of the 3a, 

3b, and 3c compounds on the CYP51 active site were 
examined. As shown in Figure 2, an H bond of 2.11 Å 

between the 3a compound and Met508, pi-pi stacking 

interactions with Tyr118, Hie377, Phe233, generated 
hydrophobic interactions with Pro230, Leu376, Tyr64, 

Phe228, and Tyr505. The 3b  compound generated 

hydrophobic interactions with Tyr118 with pi-pi 
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stacking, Leu300, Tyr132, Phe380, and Met508. The 

3c compound formed hydrophobic interactions with 

Ser378 (2.33 Å) and Hie377 (1.91 Å), pi-pi stacking 
with Hie377 and Phe233, Pro230, Leu376, Met508, 

Leu121, and Ile379. 

It's always helpful to do some theoretical calculations 
so that drug design, research, and development will 

have fewer problems in terms of ADME. In this 

direction, the physiochemical, drug-likeness, 
pharmacokinetics, lipophilicity, and medicinal 

chemistry parameters of the 3 most active compounds 

against C. albicans were calculated using SwissADME 

online tools. Details are shown in Table 4. The 

molecular weight of compounds 3a, 3b, and 3c was 
between 279 g/mol and 395 g/mol. According to all 

lipophilicity calculations, compounds 3a, 3b, and 3c 

were below the logP value. Their solubility in water 
was moderately soluble to soluble. There was high GI 

absorption and BBB permeant. It complied with all of 

the limiting rules of Lipinski, Ghose, Veber, Egan, and 
Muegge. PAINS, Brenk, Leadlikeness values in all 

three compounds were suitable and synthetic 

accessibility was in the easy class.

  

Figure 2. 3D binding poses and 2D schematic protein-ligand interactions of compounds (A) 3a, (B) 3b, and (C) 3c in the 

active site of C. Albicans’ sterol 14-alpha demethylase (PDB ID: 5TZ1) 
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Table 4. Physiochemical, drug-likeness, pharmacokinetics, lipophilicity, and medicinal chemistry parameters of compounds 

3a, 3b, and 3c obtained from SwissADME. 

Physicochemical Properties 

Formula C15H10ClN5 (3a) C16H13N5 (3b) C15H10FN5 (3c) 

Molecular weight 295.73 g/mol 275.31 g/mol 279.27 g/mol 

Num. heavy atoms 21 21 21 

Num. arom. heavy atoms 20 20 20 

Num. rotatable bonds 2 2 2 

Num. H-bond acceptors 3 3 4 

Num. H-bond donors 1 1 1 

Molar Refractivity 81.46 81.41 76.40 

TPSA 59.39 Å² 59.39 Å² 59.39 Å² 

Lipophilicity 

Log Po/w (iLOGP) 2.17 2.16 2.02 

Log Po/w (XLOGP3) 3.52 3.25 2.99 

Log Po/w (WLOGP) 3.46 3.12 3.37 

Log Po/w (MLOGP) 2.99 2.72 2.87 

Log Po/w (SILICOS-IT) 3.08 2.95 2.86 

Consensus Log Po/w 3.05 2.84 2.82 

Water Solubility 

Log S (ESOL) -4.46 -4.17 -4.03 

Class Moderately soluble Moderately soluble Moderately soluble 

Log S (Ali) -4.45 -4.17 -3.90 

Class Moderately soluble Moderately soluble Soluble 

Pharmacokinetics 

GI absorption High High High 

BBB permeant Yes Yes Yes 

CYP1A2 inhibitor Yes Yes Yes 

CYP2C19 inhibitor Yes Yes Yes 

CYP2C9 inhibitor No No No 

CYP2D6 inhibitor No No No 

CYP3A4 inhibitor No No No 

Log Kp (skin permeation) -5.60 cm/s -5.67 cm/s -5.88 cm/s 

Druglikeness 

Lipinski Yes; 0 violation Yes; 0 violation Yes; 0 violation 

Ghose Yes Yes Yes 

Veber Yes Yes Yes 

Egan Yes Yes Yes 

Muegge Yes Yes Yes 

Medicinal Chemistry 

PAINS 0 alert 0 alert 0 alert 

Brenk 0 alert 0 alert 0 alert 

Leadlikeness No; 1 violation: XLOGP3>3.5 Yes Yes 

Synthetic accessibility 2.08 2.12 2.21 
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4. Conclusion  

In this study, 10 new triazole bearing benzimidazole 

derivatives were designed and synthesized, and their 

structures were elucidated by IR, 1H NMR, 13C NMR, 
mass spectral analysis, and elemental analysis. It was 

tested against some gram-positive and negative 

bacteria and found no significant antibacterial activity. 

In contrast, in antifungal activity experiments with C. 
albicans, C. glabrata, C. krusei, and C. parapsilosis, 

compounds 3a (3.9 µg/mL), 3b (7.8 µg/mL), and 3c 

(3.9 µg/mL) were used as reference drug ketoconazole 
(7.8 µg/mL) showed the same or higher activity. In 

addition, molecular docking of 3a, 3b, and 3c 

compounds against C. albicans' sterol 14-alpha 
demethylase (CYP51) enzyme was performed with 

Glide XP, and their binding energies of -9.262 

kcal/mol, -6.662 kcal/mol, and -7.877 kcal/mol were 

obtained, respectively. Theoretical ADME 
calculations of the 3a, 3b, and 3c were made, and the 

compounds were found to have good lipophilicity, 

moderate water solubility, and within the limiting rules 

of Lipinski, Ghose, Veber, Egan, and Muegge. 
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Abstract  

The fact that the side effect profiles of the COX inhibitors available in the market is very high 

and most of these side effects are caused by non-selective inhibitors increases the need for new 

selective COX-1 inhibitors. In this study, carried out to develop a new COX-1 inhibitor, the 

thiazole ring system was preferred because of its known activity in the vary different field. 

Additionally, The acid residue, which is in the structure of the most commonly used COX 

inhibitors such as ıbuprofen and flurbiprofen, was synthesized. 2-(4-((4-(Substituted 

phenyl)thiazol-2-yl)amino)phenyl)acetic acid (3a-3c) series consisting of 3 new compounds 

was synthesized. The structures of the obtained compounds were elucidated using 1H-NMR, 
13C-NMR and mass spectroscopy data. The in vitro COX inhibitory activity of the compounds 

was determined using fluorimetric methods.Among the synthesized compounds, the  
compound 3c showed similar activity with the reference drug against the COX-1 enzyme. 

When the selective COX-1 inhibitory potentials of the synthesized compounds are examined, 

compound 3c comes to the fore. According to the results of this study, it is recommended to 

investigate the selective COX-1 inhibitory activities of new compounds to be synthesized with 

modifications to be made on the active derivative in the project. 
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1. Introduction  

Cyclooxygenase (COX) enzymes; are integral 

membrane proteins containing heme as cofactors. 
There are two isoforms of the COX enzyme called 

COX-1-2. COX-2 is restricted in the nuclear 

membrane and endoplasmic reticulum (ER), whereas 

COX-1 is found in the ER.  Both enzymes convert 
arachidonic acid to prostaglandins, but they differ from 

each other in their distribution and physiological roles 

in the organism. The amino acid sequences are 60-65% 
identical. COX-1 covers 576 amino acids; COX-2 

covers 587 amino acids. The COX-1 enzyme is 

encoded by gene located on the ninth chromosome. It 
is found in almost all tissues under physiological 

conditions. COX-1 produced in platelets is involved in 

the formation of thromboxane responsible for platelet 

aggregation. It is commonly found in the gastric 
mucosa. It is responsible for the formation of 

cytoprotective prostaglandins. By stimulating the 

synthesis of vasodilator prostaglandins (PGI2, PGE2 
and PGD2) in the kidney, it plays a role in regulating 

blood flow, reducing vascular resistance, expanding 
renal blood vessels and increasing organ perfusion [1-

3].  

The selectivity to COX-1 has benefits, such as 
inhibition of platelet TXA2 produc-tion and absence of 

gastrointestinal toxicity, while non-selective COXs 

inhibitors have opposing cardiovascular side 
effectsdue to their action as reducers of prostacyclin 

(PGI2) biosynthesis, which has cardio protective 

influence presence a vasodilator and a potentplatelet 

aggregation inhibitor [4-8]. Therefore, within the 
scope of this study, it is planned to evaluate the 

synthesis and biological activities of new selective 

COX-1 inhibitors.  

Thiazoles have diverse applications in drug 

improvement for treatment inflammation, allergies, 

HIV infections, hypertension, bacterial infections, 

hypnotics, schizophrenia, and pain as fibrinogen 
receptor antagonists with antithrombotic activity [9-

19]. It was thought that such an active ring would be 

chosen as the main structure and a positive contribution 

http://dx.doi.org/10.17776/csj.968893
https://orcid.org/0000-0002-0499-436X
https://orcid.org/0000-0002-0151-6266
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to the activity would be made. In addition, acetic acid 

residue was added to the structure to increase COX-1 

selectivity. Thus, it is thought that many side effects 
caused by non-selective COX inhibitors can be 

combated. 

It is important to develop studies to develop new drugs 
in the pharmaceutical industry of our country. The 

discovery of a new drug may become a reality as a 

result of academic studies. As a matter of fact, projects 
to find an effective new compound are intensively 

carried out by pharmaceutical chemists in our country. 

In this study, considering the potential analgesic effect 

of the thiazole ring system, 3 new compounds were 
synthesized. In the design of the target compounds in 

the study, a biologically active thiazole ring was 

considered as a constant, and aromatic systems were 
placed on both sides. One of these aromatic systems 

has been substituted with acetic acid. The aim here is 

to provide the acidic structure found in most COX-1 
inhibitors. Synthesis compounds were subjected to 

efficacy tests for COX inhibition. % inhibition values 

and IC50 values were recorded. A halogen-substituted 

benzene ring is placed on the other side. Here, the 
contribution of the fluorine atom in flurbiprofen to the 

activity was tried to be caught. At the same time, a 

compound containing chlorine atom instead of fluorine 
atom was also synthesized and it was desired to 

examine how halogens would affect the activity among 

themselves. 

2. Materials and Methods 

2.1. Chemistry 

All reagents were purchased from commercial 
suppliers and used as such.1H-NMR and 13C-NMR, 

(nuclear magnetic resonance) were performed using 

Bruker DPX 300 FT-NMR spectrometer and Bruker 

DPX 75 MHz spectrometer, respectively (Bruker 
Bioscience, Billerica, MA, USA). Coupling constants 

(J) were stated in Hertz (Hz). Mass spectra were 

verified on an APCI-MS (Advion, New York, USA) 

using the APCI method. 

2.1.1. Synthesis of 2-(4-Aminophenyl)acetic acid 

hydrochloride (1) 

2-(4-aminophenyl)acetic acid (0.03 mol) was 

dissolved in water (20 ml). A solution of HCl in water 

was added in 2-(4-aminophenyl)acetic acid solution in 

water as portions. It was decided that the reaction was 
complete by applying TLC. Before this reaction was 

terminated, the next step was passed. 

 

2.1.2. Synthesis of [4-(carbamothioylamino) 

phenyl]acetic acid (2) 

KSCN (0.036 mol) was added to the reaction content 
obtained in the synthesis of 2-(4-Aminophenyl)acetic 

acid hydrochloride. The reaction mixture was refluxed 

for 10 hours. After achievement of the reaction, the 
solvent was evaporated, and the hastened compound 

was filtered. 

2.1.3. Synthesis of target compounds (3a-3c) 

Compound 2 (0.001 mol) and appropriate 2-

bromoacetophenone (0.001 mol) were refluxed in 

EtOH for 8 hours. After completion of the reaction, the 

precipitated product was filtered, dried recrystallized 

from EtOH. 

2-(4-((4-(4-Fluorophenyl) thiazol-2-yl)amino)phenyl) 

acetic acid (3a) 

Harvest: 83 %, 1H-NMR (DMSO-d6, 300 MHz): δ = 

3.33 ppm (s, 2H, –CH2–), 7.20 ppm (d, 2H, J=8.7 Hz, 

phenyl), 7.22-7.28 ppm (m, 3H, Thiazole+phenyl), 
7.57 ppm (d, 2H, J=8.7 Hz, phenyl), 7.95 ppm (dd, 2H, 

J1=5.6 Hz, J2=8.9 Hz, phenyl), 10.23 ppm (s, 1H, -

NH). 13C-NMR (DMSO-d6, 75 MHz): δ =45.53 ppm, 

102.70 ppm, 115.91 ppm (J=21.6 Hz), 117.19 ppm, 
128.09 ppm (J=7.9 Hz), 130.20 ppm, 131.35 ppm, 

131.69 ppm (J=3.4 Hz), 139.46 ppm, 149.45 ppm, 

162.05 ppm (J=244.3 Hz), 163.95 ppm, 174.51 ppm. 
APCI-MS [M+H]+: C17H13FN2O2S; calculated:329.1; 

found:329.7. 

2-(4-((4-(2,4-Difluorophenyl) thiazol-2-yl)amino) 

phenyl)acetic acid (3b)  

Harvest: 79 %, 1H-NMR (DMSO-d6, 300 MHz): δ = 

3.26 ppm (s, 2H, –CH2–), 7.16 ppm (d, 1H,  J=2.6 Hz, 

phenyl), 7.18-7.21 ppm (m, 3H, Thiazole+ phenyl), 
7.34 ppm (td, 1H, J1=2.6 Hz, J2=9.2 Hz, phenyl), 7.54 

ppm (d, 2H, J=8.7 Hz, phenyl), 8.13 ppm (td, 2H, 

J1=6.9 Hz, J2=8.9 Hz, phenyl), 10.36 ppm (bronsted 
singlet, 1H, -NH). 13C-NMR (DMSO-d6, 75 MHz): δ 

=44.83 ppm, 104.96 ppm (t, J=26.7 Hz), 106.9 ppm (d, 

J=13.8 Hz), 112.39 ppm (d, J=23.7 Hz), 117.20 ppm, 

119.55 ppm, 130.11 ppm, 131.22 ppm, 132.70 ppm, 
139.08 ppm, 143.32 ppm, 159.97 ppm (dd, J1=12.8 Hz, 

J2=250.2 Hz), 161.61 ppm (dd, J1=12.7 Hz, J2=245.1 

Hz), 163.37 ppm, 175.09 ppm. APCI-MS [M+H]+: 

C17H12F2N2O2S; calculated:347.1; found:347.7. 

2-(4-((4-(2,4-Dichlorophenyl)thiazol-2-yl)amino) 

phenyl) acetic acid (3c) 

Harvest: 80 %, 1H-NMR (DMSO-d6, 300 MHz): δ = 

3.21 ppm (s, 2H, –CH2–), 7.17 ppm (d, 2H, J=8.5 Hz, 

phenyl), 7.35 ppm (s, 1H, Thiazole), 7.49-7.54 ppm 

(m, 3H, phenyl), 7.68 ppm (d, 1H, J=2.1 Hz, phenyl), 
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7.97 ppm (d, 1H, J=8.7 Hzr, phenyl), 10.37 ppm (s, 1H, 

-NH). 13C-NMR (DMSO-d6, 75 MHz): δ =47.35 ppm, 

110.63 ppm, 119.38 ppm, 130.27 ppm, 132.29 ppm, 
132.30 ppm, 132.45 ppm, 134.16 ppm, 134.77 ppm, 

135.06 ppm, 135.20 ppm, 141.20 ppm, 148.14 ppm, 

165.39 ppm, 177.01 ppm. APCI-MS [M+H]+: 

C17H12Cl2N2O2S; calculated:379.0; found:379.6. 

2.2. Biological activity 

The in vitro inhibition power of the synthesized 
compounds against COX-1/COX-2 isoenzymes was 

restrained by means of fluorometric COX-1 and COX-

2 inhibitor screening kits (Biovision, Switzerland) 

according to the builder’s orders [20,21]. The assay 
was founded on the fluorometric discovery of 

prostaglandin G2, the middle product made by the 

COX enzymes. The in vitro COX-1 and COX-2 
inhibition assay procedure was carried out as 

previously declared by our research group [22, 23].  

2.3. Molecular docking 

Molecular docking studies were carried out using a 

structure-based protocol to reveal the binding 

mechanisms of compound 3c to the active site of the 

COX-1 enzyme. For this purpose, the crystal structure 
of COX-1 crystallized with flurbiprofen (PDB ID: 

1EQH) [24] was extracted from the Protein Data Bank 

database [25]. Docking studies were performed as 

reported in previous studies [26-29]. 

3.   Results and Discussion 

3.1. Chemistry 

The compounds 3a-3c were obtained as presented in 
Scheme 1. Firstly, 2-(4-Aminophenyl)acetic acid 

hydrochloride (1) was obtained by means of reaction 

between 2-(4-aminophenyl)acetic acid and HCl 

solution.  This salt-forming reaction was proceeded by 
very careful dropwise addition. An ice bath was used 

while adding the HCl solution. Secondly, [4-

(carbamothioylamino)phenyl]acetic acid (2) was 
synthesized using potassium thiocyanate. Continuing 

this reaction without terminating the first reaction 

medium significantly shortens the experiment time. 
The purpose of this event is to eliminate the possibility 

of decomposition of the substance we obtain in the 

form of salt in the time it takes until the water end.  

Finally, the resulting compound (2) and the appropriate 
2-bromoacetophenone were reacted to synthesize the 

target compounds. The structures of the gained 

compounds were demonstrated by means of 
spectroscopic methods, such as, 1H-NMR, 13C-NMR 

and APCI-MS (Supplementary Data).

  

 
Compounds R1 R2 

3a -H -F 

3b -F -F 

3c -Cl -Cl 

Scheme 1: Synthesis pathway of obtained compounds (3a-3c) 

 

3.2. Biological activity 

The fluorometric COX enzymes inhibition assay was 
applied to determine the inhibition power of all the 

synthesized thiazole derivatives [20-22]. The enzyme 

activity procedure was performed conferring to the 

inhibition fractions and concentrations of the 

derivatives as two steps. The first step of the enzyme 
inhibition assay was performed by means of the 

applications of 10-3 and 10-4 M of the produced 

compounds and reference drugs. The results of this 
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step were given in Table 1. The compounds which 

presented more than 50% inhibitory activity at 10-4 M 

concentration were designated for the another step of 
inhibition procedure and this step was performed using 

their additional concentrations by serialized dilutions 

(extending from 10-5 M to 10-9 M). The percent 
inhibition rates (at 10-3 M to 10-9 M) and the semi 

highest inhibitory concentration (IC50) principles of the 

designated compounds were given in Table 1.  

Firstly, it could be said by looking Table 1 that all 

compounds showed higher inhibition power against 

COX-1 enzyme. None of the compounds displayed 

more than 50% inhibition at 10-4 M concentration on 
COX-2 enzyme. On the other hand, compound 3c 

demonstrated more than 50% inhibitory activity on 

COX-1 enzyme and the second step of enzyme 

inhibition assay was carried out with further 

concentrations of this compound to calculate the IC50 

value Among the synthesized derivatives, compound 
3c was found to be the most active agent with an IC50 

value of 2.518±0.120 µM. When this value compared 

to that of reference drugs, it was seen that compound 
3c displayed similar potent inhibition profile with 

ibuprofen (IC50=2.450±0.135µM).  

Compound 3c has chlorine substituent unlike other 
compounds. According to the activity results, it is seen 

that the chlorine substituent contributes positively to 

the activity compared to the fluorine substituent. 

Docking studies with COX-1 enzyme active site and 
compound 3c were performed to explain how this 

contribution might be.

 Table 1. %Inhibition of the synthesized compounds, ibuprofen, celexocib and nimesulide against COX-1 and COX-2 

enzymes 

Compounds 
COX-1 % Inhibition COX-1 

IC50 (µM) 

COX-2 % Inhibition COX-2 
IC50 (µM) 

Selectivity 
Selectivity 
index (SI) 

10-3 M 10-4 M 10-3 M 10-4 M 

3a 
97.796 
±1.450 

62.750 
±1.108 

>10 
92.345 
±1.702 

40.643 
±0.932 

>100 COX-1 >10 

3b 
94.247 
±1.632 

67.159 
±1.023 

>10 
93.473 
±1.465 

40.943 
±0.815 

>100 COX-1 >10 

3c 
97.458 
±1.957 

89.365 
±1.234 

2.518 
±0.120 

95.216 
±1.258 

49.108 
±0.902 

>100 COX-1 >39.714 

Ibuprofen 
98.152 
±1.058 

89.361 
±1.245 

2.450 
±0.135 

98.234 
±1.208 

88.155 
±1.348 

5.326 
±0.218 

COX-1 2.174 

Celecoxib - - - 
92.327 
±1.425 

85.485 
±1.303 

0.132 
±0.005 

COX-2 - 

Nimesulide - - - 
97.821 
±1.214 

89.575 
±1.049 

1.684 
±0.079 

COX-2 - 

3.3. Molecular docking 

As mentioned in the COX enzymes inhibition power 
assay, compound 3c was found to be the most active 

derivative in the series on COX-1 enzyme. Therefore, 

docking studies were performed to prove its inhibition 

power by using in silico method. Through insertion 
studies, further information on the binding mode of 

compound 3c and evaluation of the effect of structural 

modifications on inhibitory activity against COX-1 
enzyme could be sought. The X-ray crystal structure of 

COX-1 (COX-1 PDB Code: 1EQH) [24] retrieved 

from Protein Data Bank database [25] was used in the 
docking procedure. The rendered docking poses of 

compound 3c were presented in Figures 1-2. With the 

COX-1 enzyme active site of compound 3c; its 2-

dimensional interaction is presented in Figure-1, and 

its 3-dimensional interaction is presented in Figure-2. 

When Figure 1 is examined, the OH group of the acetic 

acid group formed a hydrogen bond with Tyr385 in the 

active site. It explains the selective effect of these 

compounds. The nitrogen of the thiazole ring formed a 
hydrogen bond with Arg120. Again, this ring exhibits 

π-π interaction with both Arg120 and Tyr355.   

When examined compound 3c  from the point of 

chemical structure, it was understood that compound 
3c had the 2,4-dichlorophenyl ring differ from the 

additional obtained compounds. Furthermore, this 

studies demonstrated that the chlorine atom 
particularly at the 4nd situation of the phenyl ring was 

very crucial aimed at binding to the active site of the 

enzyme and so giving high inhibitory activity on COX-
1. For the reason that, it was detected that there was a 

halogen bond between the chlorine atom at the 4nd 

location of the phenyl ring and the Arg83 (Figure 2).  

All these detected connections explained why 

compound 3c exhibited a good profile.
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4. Conclusion 

Putting a new treatment into the service of humanity 

requires a long and meticulous work process lasting 
12-15 years. Thanks to the new treatments put into 

service after these studies, people's lives are extended, 

their quality of life increases and important ways are 
covered in the fight against deadly diseases. While the 

average human lifespan in the world was at the age of 

40 at the beginning of the 20th century, one of the 
important factors in reaching the age of 70 today is the 

development of new drugs and putting them at the 

service of humanity. The main purpose of drug 

development is to make a change in people's lives for 
the better. With each drug developed, it is necessary to 

obtain a preventive, curative or reducing effect on the 

signs and symptoms of the disease. 

It is important to develop studies to develop new drugs 

in the pharmaceutical industry of our country. The 

discovery of a new drug may become a reality as a 

result of academic studies. As a matter of fact, projects 
to find an effective new compound are intensively 

carried out by pharmaceutical chemists in our country. 

In this proposed study, the chain will form the first link 
in the long process for the discovery of a new drug. The 

promising results of the study give time to reach more 

active compounds. 

Found in 1899, Aspirin® (Acetylsalicylic acid) is the 

first example of NSAID drugs. In the following years, 

many anti-inflammatory compounds such as 

ibuprofen, indomethacin, diclofenac and naproxen 
were developed and offered for treatment. The 

mechanism of action of NSAIDs is inhibition of 

prostaglandin (PG) synthesis by inhibition of 
cyclooxygenase enzymes and lipoxygenase. There is 

an urgent need to use new and safe anti-inflammatory 

drugs for common chronic inflammatory disorders 

such as rheumatoid arthritis. 

In this study, considering the potential analgesic effect 

of the thiazole ring system, 3 new compounds were 

synthesized. The structures of the obtained compounds 
were elucidated by 1H-NMR, 13C-NMR and mass 

spectroscopic methods. Synthesis compounds were 

subjected to efficacy tests for COX inhibition. % 
inhibition values and IC50 values were recorded.  The 

results showed that all compounds exhibited selective 

COX-1 inhibition. In addition, compound 3c exhibited 

similar inhibitory potential to a drug with widespread 
clinical use, such as ibuprofen. Therefore, according to 

the results of this study, it is recommended to 

investigate the analgesic activities of the new 

compounds to be synthesized in future studies by 

adhering to the synthesis methods used within the 

scope of the project. 

When looking at the data obtained, the fact that the 

compounds show selective COX-1 inhibition. 

Compound 3c is very important for this activity areas. 

In summary, structural modifications can be further 
made on the basis of the new thiazoles to look for 

compounds with higher inhibitory activity against the 

human COX-1 enzyme. 
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Abstract  

In recent years, studies with biosensors have increased in order to better understand the 

mechanisms of anticancer drug action. Thus, studies to examine interactions with DNA using 

biosensors have gained momentum. In our study, it was investigated that Capecitabine (CPT), 

an anticancer drug, and glassy carbon electrode (GCE) interaction by using electrochemical 

methods. The interaction of CPT with calf thymus DNAs (dsDNA, ssDNA) immobilized on 
the electrode surface was analyzed by exploiting changes in the oxidation signals of the 

guanine base. The immobilization of DNA on the electrode surface has been optimized. 

Optimal DNA concentration and optimal interaction times were found. Electrochemical 

impedance spectroscopy technique was used for impedimetric measurements. 

The results obtained confirmed that the ct-DNAs were immobilized on the electrode surface. 

Detection limit (DL) was found as 17.54 μg / mL for interaction capecitabine with ds-DNA 

and was found 17.12 μg / mL for interaction capecitabine with ss-DNA.  
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1. Introduction  

Structures obtained by adding biological substances to 
an electrochemical sensor device are called biosensors. 

[1-3]. Sensors using DNA as recognition surface are 

called DNA biosensors [3-5]. These biological 

structures are used to determine the interaction 
mechanisms of some drugs or substances that target 

DNA. It also helps to illuminate the effects of these 

drugs on DNA [3-7]. 

Analyzing of DNA - drug interaction using these new 

methods is important in terms of enabling new drug 

designs [7]. The rapid and reliable determination of the 
interactions of drug molecules has anticancer 

properties with DNA is of great importance for drug 

development studies [8]. Antitumor drugs that act by 

binding to DNA help to examine whether many 
different compounds have anticancer drug properties 

[9]. Many different techniques have been developed to 

examine the interaction of compounds with nucleic 
acids. This technique may allow some parts of the drug 

molecule to bind to DNA through hydrogen bonds and 

van der Waals interaction or other interactions. Drug 

molecules must be functional in order to interact with 

target DNA. The biological functions of the drug can 
be explained according to the functional groups it 

contains. It will be possible to devise a new class of 

compounds with the necessary structures to increase or 

change the activity of a drugs. [10-13]. 

Today, the determination of drug-DNA interaction can 

be successfully performed using electrochemical DNA 

biosensors. Studies examining the effect of drugs on 
DNA have analyzed drug-dependent changes in the 

measured signals. [3, 12]. This change in signal may 

be due to the DNA base, or it may be due to changes in 
the drug signal. This result indicates a reliable 

interaction between analyte and DNA [3, 5,13]. 

In our research, the interaction of the capecitabine with 
GCEs with or without DNA modification were 

investigated. Capecitabine binding capacity 

determined by reduction in guanine base signal [3,13-

15]. Subsequently, by changing the capecitabine 
concentration, variables such as guanine signal 

response, interaction times and reproducibility were 

http://dx.doi.org/10.17776/csj.953419
https://orcid.org/0000-0002-0896-6550
https://orcid.org/0000-0003-1676-194X
https://orcid.org/0000-0001-5705-6839
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examined [16]. There is no study in the literature 

investigating the effect of capecitabine on DNA using 

GCE. It is believed that our study will complete the 

deficid in the literature. 

2. Materials and Methods 

2.1 Devices  

All measurements were performed using the 

electrochemical workstation SP-150 from Bio132 

Logic Science Instruments (France), connected to the 
EC-Lab software V.11.25. Conventional three-

electrode system was used. Glassy carbon electrode 

(GCE) was used as indicator electrode; Ag/AgCl was 
used as reference electrode and platinum wire was used 

as counter electrode. Balance (Precisa XB 220A), 

Sound vibration cleaner (Bandelin Sonorex), pH-meter 
(WTW InolabpH 720), Magnetic stirrer (AGE velp), 

Vortex (Velp scientifics), Potentiostat µ-AUTOLAB 

type III (GPES ve FRA Modülleri – EcoChemie, 

Hollanda).  

2.2  Chemicals  

Acetic acid (CH3COOH, 98%), Hydrochloric acid 

(HCl, 37%), Sodium chloride (NaCl), Capecitabine 
(CPT), Sodium Hydroxide (NaOH), Calf thymus ds 

DNA, Calf thymus ss DNA were obtained from Sigma-

Aldrich (Missouri, USA). Potassium ferrocyanide 

(K4[Fe(CN)6]), Potassium ferricyanide (K3[Fe(CN)6]), 
Sodium phosphate dibasic (Na2HPO4), Potassium 

hydrogen phosphate (KH2PO4), Di potassium 

monophosphate (K2HPO4), Ethanol (C2H6O, 98%), 
Tris(hydroxymethyl)aminomethane hydrochloride 

(C4H11NO3), Trisma hydrochloric acid (Trisma-HCl), 

EDTA (C10H16N2O8) disodium salt were purchased 
from Merck-sigma Aldrich (Saint-Quentin-Fallavier, 

France). All solutions in the study were prepared in 

deionized Milli- Q water (Millipore, Bedford, MA, 

USA) (18 Mega-ohms). Experimental studies were 

carried out at room temperature (25.0 ± 0.5) °C. 

2.2.1. Preparation of the solutions 

18 ohm ultrapure water was used in the preparation of 
all buffer solutions. After the buffer solutions were 

prepared, they were stored in plastic bottles in the 

refrigerator. 

Preparation of 0.05 M phosphate buffer solution (pH 

7.4; PBS): 

The 0.05 M phosphate buffer solution used during the 

measurements contained 1.36 g (0.01 mol) KH2PO4, 
6.96 g (0.04 mol) K2HPO4 and 1.168 g NaCl (0.02 mol) 

per liter. The pH value of the prepared buffer solution 

is about 7.4. If necessary, the pH of the solution was 

adjusted to 7.4 with a pH meter by the addition of 0.1 

M NaOH and/or 0.1 M HCl. Then, 5 mM phosphate 

buffer solution was prepared by diluting the 0.05 M 

phosphate buffer solution prepared as a stock [3]. 

Preparation of 0.50 M acetate buffer solution (pH 4.8; 

ABS, from liquid): 

Some ultrapure water was added to the 500mL flask. 

28.9 mL of concentrated acetic acid solution was taken. 

The balloon was added onto the water in the flask. It 
was made up to 500 mL with ultrapure water and 

poured into a 1 liter beaker with a stirrer. The mixer 

was started and the pH meter was started. 1 M NaOH 

solution was added until the pH was 4.81. Then 1.168 
g of NaCl was weighed and added. When the pH was 

4.8, the solution was poured into a 1L flask and made 

up to 1L with ultrapure water [3]. 

Preparation of 0.02 M Tris HCl buffer solution (pH 

7.0; TBS): 

The 0.02 M Tris HCl buffer solution used contains 
3.152 g Trisma HCl and 1.168 g NaCl (0.02 mol) per 

liter. Adjustment of the pH of the solution to 7.0 was 

accomplished by adding 0.1 M NaOH and/or 0.1 M 

HCl, by measuring with a pH meter [3]. 

Preparation of 0.01 M Tris-HCl, 1 mM EDTA buffer 

solution (pH 8.0; Tris-EDTA): 

The 0.01 M Tris-HCl used contains 1.576 g Trisma 
HCl and 0.372 g EDTA per liter of 1 mM EDTA buffer 

solution. Adjustment of the pH of the solution to 8.0 

was accomplished by adding 0.1 M NaOH and/or 0.1 

M HCl, by measuring with a pH meter [3]. 

Preparation Capecitabine solution: 

Until the purchased Capecitabine was completely 

dissolved, the previously prepared buffer solution ABS 
was added to the bottle containing the drug, when the 

dissolution was complete, the stock concentration of 

the drug was calculated and put into eppendorf tubes in 
50 μL volumes for later use and stored at 4◦C. In order 

to minimize the exposure of the drug to light, it was 

worked as quickly as possible during preparation and 

the prepared drug solution was kept in a refrigerator in 

a box that will not be exposed to light [3]. 

Preparation DNA solutions: 

DNA from calf thymus gland (= Calf Thymus DNA); 
double-stranded DNA (dsDNA) stock solutions; 1000 

μg/mL was prepared with TE solution (10 mM Tris-

HCl, 1mM EDTA, pH 8.0) and stored below zero. Ct 
dsDNA dilute solution was prepared with 0.5 M 

Acetate buffer (pH 4.8). In order to minimize the 

exposure of the solution to light, it was stored in a 

refrigerator at -20 ◦C in an opaque box [3, 5]. 
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Single-stranded DNA (= ssDNA) solution was also 

prepared as described above for ct dsDNA and stored 

in the refrigerator at -20 ◦C. 

2.3. Method  

Preparation of electrodes and immobilization of DNA 

on electrodes were performed as reported in the current 
literature [3]. In addition, the interaction of DNA with 

the drug was also made as reported in the current 

literature [3, 4]. Each study was repeated at least 5 

times.  

Glassy carbon electrode was polished with pure water 

include small alumina powders until a mirror-like 

bright image was formed. Afterwards, carbon dust and 
polishing dust were removed from the surface by 

ultrasonication. Surface activation of the glassy carbon 

electrode was carried out in ABS (acetate buffer 
solution) by applying +0.50 V for 60 seconds. The 

buffer solution was changed by aborting the system for 

the last 5 seconds and the measurement was continued 
in PBS (phosphate buffer solution) [1,2,11]. These 

prepared electrodes are suitable for one use only. For 

this reason, the electrodes are prepared and activated 

fresh each time before use. 

Glassy carbon electrode was prepared for the 

experiment with the differential pulse voltammetry 

technique using a potentiostat device, as stated in the 

current 

2.4. Electrochemical impedance spectroscopy (EIS) 

measurements 

Optimization steps for DNA immobilization on the 
GCE surface and optimization steps for the interaction 

of DNA immobilized GCEs with CPT were performed 

as stated in the current literature [3]. In addition, the 
preparation of the solutions in the EIS experiments and 

the measurement technique were also performed as 

reported in the existing literature [3]. 

3.   Results and Discussion 

3.1. DNA immobilization to the active GCE surface 

Passive adsorption for GCE was chosen as the 
immobilization technique. The ct ds-DNA and ct ss-

DNA were interacted with the activated GCE. The 

concentrations of the immobilized ct ds-DNA were 
kept constant and the most appropriate time for 

immobilization was optimized (Figure 1). The 

optimum amount of ct ds-DNA for immobilization 

keeping the optimal interaction time of the 
immobilized DNA constant was optimized (Figure 2). 

As stated in the literature measurements were made 

over guanine signals [3,4]. 

The immobilization parameters (time and 

concentration) on the GCE surface for ct ds DNA and 

ct ssDNA were separately optimized. 

Figure 1. (A) Voltammogram and (B) Histogram for ct ds-DNA immobilized on the GCE surface at different time 

When the voltammogram and histogram in Figure 1 is 
examined, it is seen that the interaction times for  

immobilization of ct ds-DNA on the GCE surface are 

compared. When the voltammogram of different 

interaction times such as a)1, b)3, c)5, d)7, e)9, f)11, 
g)13 min was examined, it was found that the most 

appropriate interaction time  in terms of reproducibiliy 
to be 9 min.
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Figure 2. (A) Voltammogram and (B) Histogram for ct ds-DNA immobilized on the GCE surface at different concentration.

When the voltammogram and histogram in Figure 2 is 

examined, it is seen that the interaction concentrations 
for the immobilization of ct ds-DNA on the GCE 

surface are compared. When the voltammogram of ct 

ds-DNA prepared at different concentrations such as a) 
without DNA, b)24, c)30, d)36, e)42, f)48, g)54 μg 

/mL is examined, it was concluded that the most 

appropriate interaction concentration in terms of 

reproducibility to be 42 μg /mL. The signal marked 

with (a) in the histogram is the received signal (without 

DNA) for GCE with no DNA immobilized.  

When the optimization procedures were repeated for ct 

ss-DNA immobilization on the GCE surface, it was 

determined that the ct ss-DNA was immobilized on the 

GCE surface in an optimal 9 min. And the 
concentration of ct ss-DNA was determined to be 36 

µg/mL (also not shown in the figure). 

3.2. Interaction between immobilized DNA and 

CPT 

DNA (ct ds-DNA and ct ss-DNA) immobilized GCE 

was kept at different times in CPT solutions at constant 

volume and different concentrations. Optimum 
interaction time (Figure 3) and optimum interaction 

amount (Figure 4)  for ct ds-DNA –CPT interaction 

were found as indicated in the current literatüre [3]. 

Figure 3. (A) Voltammogram and (B) Histogram of the effect of capecitabine immobilization time on response. 
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When the voltammogram and histogram in Figure 3 are 

examined, it is seen the interaction of ct ds DNA 

immobilized GCEs in CPT solution at different times such 

as a)0, b)1, c)2, c)3, d)4, e)5min. The signal marked with (a) 

in the histogram is only that of ct ds-DNA immobilized 

GCE. In other words, it is the measurement signal taken 

without interacting with the electrode CPT (without CPT, 

with ct- dsDNA). When the measured guanine signals were 

compared, the optimum interaction time was found to be 4 

min.  

Figure 4. (A) Voltammogram and (B) Histogram of the effect of capecitabine concentration on response.  

When the voltammogram and histogram in Figure 4 are 
examined, it is seen that the interaction signals of ct ds-

DNA immobilized GCEs with different concentrations 

of CPT solutions such as  (a) without both ct dsDNA 

and CPT (b)0 (c) 10 (d) 20 (e) 30 (f) 40 µg/mL are 
compared. The signal marked by (a) in the histogram 

is the signal of GCE that has not been immobilized ct 

ds-DNA and that has not interacted with the CPT. 
Likewise, the signal marked (b) in the histogram is the 

signal before to interaction with CPT of DNA 

immobilized GCEs (without CPT, with ct-ds DNA). 

When the measured guanine signals were compared, 

the optimum CPT concentration was found to be 40 

µg/mL. 

When optimization procedures were repeated for CPT 

interaction with ct ss-DNA immobilized GCEs, it was 

determined that the optimum CPT concentration was 
40µg/mL and the optimum CPT interaction time was 3 

min (also not shown in the figure). 

Standard graphs of the interaction of ct ds-DNA and ct 
ss - DNA with capecitabine are given in Figure 5 and 

Figre 6. 

                                                                 

Figure 5. Calibration curve of CPT concentration change upon interaction of ct - ds DNA immobilized GCE and CPT 
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Figure 6. Calibration curve of CPT concentration change upon interaction of ct - ss DNA immobilized GCE and CPT 

Detection limits were calculated as reported in the 

available literature [3].The lowest detection limit for ct 
ds-DNA-CPT interaction was 17.54 μg/mL, and the 

lowest detection limit for ct ss-DNA-CPT interaction 

was found as 17.12 μg/mL [3]. 

3.3. Result of electrochemical impedance (EIS) 

experiments 

The electrode was activated according to the method 

described in 2.3 (electrode activation process ). 
Differently, EIS measurements were made using FRA 

(Frequency Analyzer) software instead of DPV 

technique. Analyzes based on impedance values 
obtained by measuring current in the cell at constant 

potential and at different frequencies with the 

impedimetric technique were performed. Measures 

were taken by EIS for activated GCE, ct dsDNA 
immobilized GCE, and GCE after ct dsDNA – CPT 

interaction. Nyquist curves were drawn using values 

close to the mean value. 

The procedures described above were repeated for ct 

ss-DNA. The results obtained are given in Figure 7 and 

Figure 8. 

When the Histogram in Figure 7 is examined, it is seen 

that a) pret (activated) GCE resistance, b) ct dsDNA 

immobilized GCE resistance, and c) GCE resistance 

after interaction CPT with ct dsDNA immobilized to 

GCE surface are compared. 

It was observed that there was an increase in the 

resistance of the GCE surface after ct dsDNA was 
immobilized compared to its previous state (only after 

surface activation). 

Figure 7. (A) Nyquist curve (B) Histogram of resistance of 

ct ds- DNA immobilized GCE and CPT interaction to 

transferred current load 
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Afterwards, a decrease in electrode resistance was 

observed after the interaction of CPT with ct dsDNA 

on the GCE surface. So, we can say that the 
conductivity of activated GCE is higher than that of ct 

dsDNA immobilized GCE and than that of GCE that 

happening interaction ct dsDNA with CPT on its 

surface. 

Figure 8. (A) Nyquist curve (B) Histogram of resistance of 

ct ss- DNA immobilized GCE and CPT interaction to 

transferred current load 

When the Histogram in Figure 8 is examined, it is seen 

that a) pret (activated) GCE resistance, b) ct ssDNA 

immobilized GCE resistance, and c) GCE resistance 
after interaction CPT with ct ssDNA immobilized to 

GCE surface are compared. It was observed that there 

was an increase in the resistance of the GCE surface 
after ct ssDNA was immobilized compared to its 

previous state (only after surface activation). 

Afterwards, a decrease in electrode resistance was 

observed after the interaction of CPT with ct ssDNA 
on the GCE surface So, we can say that the 

conductivity of activated GCE is higher than that of ct 

ssDNA immobilized GCE and than that of GCE that 
happening interaction ct ssDNA with CPT on its 

surface. 

When the measurements made with the impedimetric 

technique for both ct dsDNA and ct ssDNA are 

examined, it is seen that similar results are obtained. In 
addition, an increase in load transfer resistance was 

observed  (Figure 7B and Figure 8B). We can say that 

in both types of DNA (ct dsDNA, ct ssDNA) DNA 
immobilization on the electrode surface and then 

interaction with the drug (CPT) cause differentiations 

on the electrode surface. 

EIS experiments have shown that the interactions on 

the GCE face depend on two parameters (conductivity 

and resistance) that are inversely proportional to each 

other. As it is known, there is an inverse relationship 
between resistance and conductivity. Therefore, we 

can say that the conductivity decreases with increasing 

resistance. 

If the histograms are interpreted in the light of this 

information; An increase in resistance was observed 

after DNAs (ct ds-DNA and ct ss-DNA) were 
immobilized on the GCE surface. And then, a decrease 

in resistance was observed with DNA-CPT interaction 

on the DNA-immobilized GCE surface (same results 

were found for both DNAs). Therefore, we can 
interpret that the conductivity of activated GCE is 

higher than that of DNA (ct ds-DNA and ct ss-DNA) 

immobilized GCE, and the conductivity of the DNA 
immobilized GCE surface decreases with CPT 

interaction. 

In other words, by using these measurements, we can 

get information about whether the electrode surface is 
covered with DNA and whether the DNA-CPT 

interaction has taken place. Therefore, a decrease in the 

oxidation signal of guanine base was observed as the 
CPT concentration increased. This reduction indicates 

that CPT interacts with DNA, which is consistent with 

studies in the literature [11]. 

The optimal immobilization conditions of DNA to the 

GCE surface were determined. The optimal interaction 

time was found for 9 min (ct ds-DNA and ct ss-DNA), 

optimal DNA concentration 42 μg / mL (ct ds-DNA) 

and 36 μg / mL (ct ss-DNA).  

Optimization experiments of DNA immobilized GCE 

and CPT interaction were performed. The optimized 
interaction time was 4 min and 3 min, respectively, and 

the optimized interaction amount was found to be 40 

μg / mL for both DNAs. 

As a result, we can say that capecitabine has an effect 

on DNA. We also believe that it will be an important 

electrochemical method for quantification of drugs 

such as capecitabine in biological materials. 
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Abstract  

Double networked (DN) hydrogel systems consisting of fCNT and OGG have been 

successfully developed by ionic crosslinking. OGG was synthesized and mixed with fCNT to 

obtain DN hybrid hydrogel with improved modulus and Tgelation. The effects of H2O2 oxidation 

and fCNT addition on the gelling and physico-chemical features of the prepared OGG-fCNT 

hydrogels were investigated. The OGG and prepared OGG-fCNT DN hydrogels were 

characterized by SEM, FTIR, zeta potential, contact angle, and Tgelation measurements to 

evaluate H2O2 oxidation and CNT effects on the physicochemical properties. While the degree 

of Tgelation after oxidation is successfully reduced below physiological temperature, this 

temperature was further lowered by mixing with fCNT. The synthesized DN hydrogel showed 

an increasing modulus from 1389 Pa to 4895 Pa with fCNT. The morphological structure of 

the OGG-fCNT DN hydrogel system was significantly affected by the addition of fCNT. This 
study for the OGG-fCNT hydrogel system demonstrated the interaction between components 

and the properties of a three-dimensional GG structure can be affected by oxidation and the 

presence of fCNT. The obtained observations from this study may be necessary for the 

application of GG as a biomaterial in tissue engineering and drug carrier in delivery systems. 
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1. Introduction  

Hydrogels are a subject that continues to increase 

rapidly and attracts attention from scientists [1]. The 

spatial harmony of the liquid form of the gel systems 
between the implant formed and the randomly shaped 

places, their drug loading capabilities, and adjustable 

modulus values put hydrogels among essential 
research topics in the biomedical field [2]. On the other 

hand, in cell cultivation studies, the rapid gelation 

process is at the forefront as it causes a uniform 
distribution of the transplanted cells into the 

biomaterial [3]. All these ideal features of hydrogels 

bring with it more prospects and research to develop 

new hydrogel materials to meet the ever-increasing 
requisitions of tissue engineers and biomaterials. Since 

hydrogels are water-containing 3D structures, they are 

also used in drug release applications such as wound 
healing, especially due to their ability to encapsulate 

water-soluble drug molecules. In addition, it is also 

used in the field of tissue engineering by adding 

additions to the hydrogels in accordance with the 

mechanical strength of the target tissue. 

Gellan gum (GG) is an extracellular polysaccharide, 

water-soluble, anionic and contains α-L-rhamnose 
(Rhap), β-D-glucose (Glcp), β-D-glucuronic acid 

(GlcpA), and β-D-glucose (Glcp) repeating units [4]. 

Due to its biological, physical, and chemical behavior, 

a suitable heat and acid resistant biomaterial, and its 
biodegradability, biocompatibility, and low 

cytotoxicity, GG has been explored its use in 

nanomedicine, bioengineering, and tissue engineering 
[5–7]. Physicochemical modification facilitates the 

applications of GG in different fields. Produced on an 

industrial scale at low cost, GG is also used in wound 
dressing preparation to prevent postoperative wound 

formation and suppress adhesions [8]. 

Homogeneous distribution of thermally reversible 

gelling GG can be obtained at 85-90°C [9]. The 3D 
mesh formation begins with lowering the temperature, 

with many free random GG coils interacting with the 

http://dx.doi.org/10.17776/csj.961752
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junction areas to form a double helix structure. With 

the complexation of multiple cations supporting the 

strengthening of the hydrogel architecture, adjacent 
carboxyl groups can help the gelation process. 

However, some disadvantage of physical cross-linking 

of GG include gelling temperature incompatibility 
with most cell therapy strategies, in-vivo instabilities 

over time due to the exchange of cations. Therefore, 

many studies have been performed examining how to 
improve its stability and lower the gelation temperature 

[10]. 

Since the Tgelation of pure GG is too high (>42°C) for 

injectable cell carriers, it must be brought to 
physiological temperature (~37.5°C) so that it can 

transport cells and be used in minimally invasive 

injectable applications. In addition, since they have 
poor mechanical strength, their strength needs to be 

improved for successful applications as tissue 

engineering scaffolds and carrier materials [11]. 
Modifying the structure of GG with the use of cross-

linking agents (e.g., (1-ethyl-3-(3-

dimethylaminopropyl)carbodiimide) that are toxic to 

cells causes a long gelation time. In this study, it is 
assumed that the design of a system that can both add 

strength and obtain a double network structure and the 

oxidation of GG can overcome these limitations and 

improve its functional properties. 

Oxidation is an ideal method for adding carboxyl 

groups, increasing water solubility, and reducing the 

gelling temperature to physiological values. Due to the 
poor solubility of pure carbon nanotube (CNT), 

functionalized CNT (fCNT) with oxygen-containing 

functional groups on its surface is often used as 
supplementary material for biomedical applications. 

For instance, because of a great number of active 

hydroxyl groups on both oxidized GG and fCNT chain, 
the interconnection occurs between them, resulting in 

the ionic cross-linking of fCNT OG form stable 

hydrogels. This study aims to develop a hydrogel 

composed of different concentrations of fCNT and 
OGG to promote convenient features for the reasons 

mentioned above. To achieve this purpose, it has been 

oxidized the GG with H2O2 and then to obtain a DN 

hydrogel through the −H bond reactions it has been 

further combined OGG with fCNT. Investigations have 

shown that there is no hydrogel study in the literature 

examining the properties of OGG-fCNT structure 

oxidation and CNT addition. 

 

 

 

  

2. Materials and Methods 

2.1. Materials 

Gellan gum (GG, trade name Phytagel), hydrogen 

peroxide (H2O2, 30% in aqueous), copper sulfate 

(CuSO4), multi-walled carbon nanotube (CNT), and 
calcium chloride (CaCl2), were purchased from Sigma 

Aldrich. Throughout the study, purified water obtained 

by Millipore Milli-Q was used in the synthesis and 

solution preparation steps. 

2.2. Synthesize of oxidized GG 

To synthesize the OGGs, 2 g of GG was dissolved in 

60 mL of deionized water at 85°C in a sealed bottle to 
prevent water loss. After cooling to 50°C, 0.05% 

CuSO4 solution (4 mL) was added, and 30% H2O2 was 

added at different rates (20, 40, and 60 mL) with 
stirring, then allowed to react at room temperature for 

48 h. After the prepared mixture was dialyzed to 

remove H2O2 and Cu2+, the lyophilization step was 

started. After freezing at −20°C for 12 h, it was 
lyophilized (BIOBASE) at 15Pa for 2 days at −50°C. 

After that, the lyophilized hydrogels were stored in 

sealed bottles. The OGGs were denoted as OGG1, 
OGG2, and OGG3 when the rates of H2O2 were 20, 40, 

and 60 mL, respectively. 

2.3. Preparation of OGG-fCNT DN hydrogels 

Lyophilized OGG and fCNT were dissolved in 
deionized water at rates of 2.5% (w/v) and 1% (w/v), 

respectively, under constant mixing for 15 min at 

85°C. The fCNT was obtained by functionalizing CNT 
by refluxing it with nitric acid, as in our previous study 

[12]. To prepare GG-fCNT, OGG1-fCNT, OGG2-

fCNT, and OGG3-fCNT hydrogels for each sample 15 
mg/mL of fCNTs mixing with 1% w/v OGG, OGG1, 

OGG2, and OGG3, respectively.  To obtain the well-

dispersed fCNT in the DN hydrogel, fCNT was 

sonicated by probe sonication (Q Sonica Sonicator) in 
distilled water for 10 min at an amplitude of 15% in 

pulsed mode (1.0 seconds pulse on/off) and then 

transferred into the hot OGG solutions. Afterward, 
0.1% (w/v) CaCl2 was added and stirred for 15 minutes 

to produce cross-linked hydrogels. The prepared 

solutions were cooled to room temperature to obtain 

three-dimension OGG-fCNT DN hydrogels.  

2.4. Characterization of hydrogels 

Molecular groups and bindings in pure gellan gum 

(PGG), oxidized GGs, and prepared OGG-fCNT 
samples were characterized using FTIR (Spectrum 

Two Perkin-Elmer Co.). The prepared samples were 
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scanned at 4 cm-1 resolution in the 4000 cm-1-400 cm-1 

wavelength range. 

Gelation temperature of PGG and OGGs and OGG-
fCNT were measured according to the inverting 

approach. The OGG-fCNT hydrogel solutions were 

added to the centrifuge tubes after dissolving in the 
distilled water at 85°C. Tubes were then incubated in a 

temperature-monitored water bath (Nuve, ST 30) to 

determine the gelation point. The temperature of the 
water bath, which was initially kept higher than the 

Tgelation to avoid gelation of samples, was gradually 

lowered. The tubes (n=5) in which the samples were 

placed before gelation was removed from the water 
bath for observation after the temperature stabilized 

every 5 min and the current temperature at which the 

solutions lost their fluidity was recorded as the Tgelation. 

The morphologies of hydrogels were investigated by 

scanning electron microscopy (SEM, JEOL, JMS 

6060). Lyophilized hydrogels were cut into suitable 
pieces before observation. After fixation on conductive 

carbon tapes, they were analyzed after coating them 

with a thin layer of gold by sputtering (Polaron 

CS7620) to ensure conductivity. Pore sizes were 
measured with Image J software using SEM 

micrographs of lyophilized OGG-fCNT hydrogels. 

PGG, OGGs, and OGG-fCNT were dissolved in 
distilled water at a concentration of 0.1% (w/v) at 

70°C. The zeta potentials of the samples were then 

measured at 25°C (Nano-Plus). 

4 µl of distilled water was dropped on the lyophilized 
hydrogel with the help of a Hamilton syringe, and 

contact angles were measured using a goniometer 

(Attention) with sessile drop method at room 
temperature. Since the porosity in the surface 

morphology may affect the contact angle, the 

measurements of the samples pressed into flat surfaces 
were carried out to obtain a flat surface by minimizing 

the effects of the porous morphology of the lyophilized 

samples. Average contact angle values collected 5 s 

after drop deposition were obtained using a video-

enabled optical system. 

The rheological properties of OGG-fCNT DN 
hydrogels were investigated after they were placed in 

the measuring cell of the rheometer and covered with 

paraffin oil to avoid the evaporation of the water in it. 
Sweep tests of angular frequency (ω) with a frequency 

range between 1 and 100 rad s-1 of OGG-fCNT DN 

hydrogels adjusted at 0.5 mm thickness and fixed at 1% 

strain (𝛾) were performed at 25°C. 

3.   Results and Discussion 

It has been analyzed that the FTIR spectrums of PGG 
and OGGs have characteristic peaks around 3367, 

2912, 1727, 1609, 1405, and 1029 cm-1, as can be seen 

from Fig. 1 (a). While the band formed at 

approximately 2912 cm-1 corresponds to the C−H 
stretching vibrations of sugar, the peaks corresponding 

to the symmetric and asymmetric stretching vibrations 

of the carboxyl groups of the salt form were observed 
at 1405 cm-1 and 1609 cm-1, respectively. The band 

belonging to the C−O−C stretch was observed around 

1029 cm-1. A new characteristic peak around 1727 cm-

1 in the spectra of all OGGs was analyzed, which was 

followed to become more pronounced in proportion to 

oxidation. It is known that the peak around 1715 cm-1 

corresponds to the C=O stress peaks of aldehydes, 
esters, and carboxylic acids. Peaks belonging to the 

carboxylic group were observed in the dissociated 

form at 1727 cm-1 and in the salt form at around 609 
cm-1-1405 cm-1 [13]. Thus, a new characteristic peak 

increase of about 1727 cm−1 appeared for all OGGs, 

indicating the formation of carboxylic groups in OGGs 

after oxidation. [14]. The new peak intensity increase, 
indicating that the amounts of carboxyl groups in the 

OGGs increased with increasing oxidation degree, 

demonstrated successful incorporation of carboxyl 

groups into GG. 

 

Figure 1. (a) FTIR spectra of PGG, OGG1, OGG2, and OGG3,. (b) FTIR spectra of OGG-fCNT DN hydrogels. 
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Fig. 1b was FTIR spectra of OGGs/fCNT hydrogels. 

No noticeable difference was appeared between the 
groups, only a slight shift after DN hydro-gelation. The 

peak at 1719 cm-1 indicates that OGG participates in 

the gelation and takes place in the hydrogels prepared 

by preserving its original structure. 

As can be seen in Fig. 2a, Tgelation values of PGG, 

OGG1, OGG2, and OGG3 samples prepared at 2.5% 

(w/v) concentration differ. PGG exhibited a high 
gelling temperature of 43°C, while the gelling 

temperatures of OGG1, OGG2, and OGG3 were 39°C, 

32°C, and 29°C, respectively. After oxidation, the 
Tgelation temperatures of GG significantly reduced with 

the increase of H2O2 amount. 

Fig. 2b shows how Tgelation values change with the 

addition of fCNT. It was observed that the Tgelation 
temperature of the OGG3-fCNT sample obtained by 

adding fCNT to the OGG3 sample, which has a high 

oxidation degree, was the lowest. Decreasing the 
Tgelation temperatures of OGG samples with fCNT can 

be attributed to the inhibition of the electrostatic 

interaction between the OGG chains.  It is thought that 

the temperature of the gelation phenomenon, which 
considers the formation of stabilized double helix 

junction sites, decreases by increasing the interaction 

in unit volume with the oxidation of hydroxyl groups 

of GG and addition of fCNT.

 

Figure 2. (a) Gelation temperature of PGG, OGG1, OGG2, and OGG3. (b)  Gelation temperature of PGG-fCNT, OGG1-

fCNT, OGG2-fCNT, and OGG3-fCNT. (n= 5). 

As presented in Table 1, the charge density of PGG, 

OGGs, and OGG/fCNT DN hydrogels was 

characterized by measuring their zeta potential values. 
The zeta potentials of the PGG, GG samples showed a 

negative value because of the presence of carboxyl 

groups in the repeating units of the molecules. In 
addition, after oxidation, OGG1-OGG3 samples were 

characterized as having lower negativities with zeta 

potentials in the range of −12.4 mV to −28.3 mV. 
These increased negative zeta potential values were 

attributed to incorporating more carboxyl groups. In 

addition, it was observed that the charge densities of 

OGG-fCNT DN hydrogels increased with the addition 
of CNT. This decrease in zeta potential supports the 

presence of oxygen-containing functional groups on 

the fCNT surface. With the increase of functional 
groups containing oxygen in the hybrid hydrogel, it 

was found as −16.2, −27.1 and −31.4 for OGG1, 

OGG2 and OGG3, respectively, after fCNT addition. 

Therefore, OGG-fCNT products with DN structure can 

be obtained containing OGG, which has the desired 

negativity for oxidation and application with fCNT. 

Table 1. Zeta potential of pristine, oxidized, and fCNT 

added DN structured hydrogels. 

Hydrogels Zeta-potential (mV) 

PGG −8.2±0.3 

OGG1 −12.4±0.2 

OGG2 −22.6±0.8 

OGG3 −28.3±0.9 

PGG-fCNT −11.6±0.2 

OGG1-fCNT −16.2±0.5 

OGG2-fCNT −27.1±0.8 

OGG3-fCNT −31.4±1.1 
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To investigate the effect of fCNT addition on 

morphology, OGG3 and OGG3-fCNT hydrogels were 

examined by SEM, as shown in Fig. 3. Prepared 
cylindrical hydrogels (a1 and b1) were lyophilized and 

morphologically analyzed after cutting to the 

appropriate size. It has been observed that the 
hydrogels prepared with interconnected and 

homogeneous porosity have different pore sizes. While 

the pore size of the OGG3 hydrogel was found to be 

523±87 μm, the pore size of the OGG3-fCNT hydrogel 

after the addition of fCNT decreased to 238±43 μm and 

was observed to be more compact than OGG3. There 
was no apparent phase separation in OGG3-fCNT, and 

the results support that fCNT is homogeneously 

dispersed into the hydrogel network with a porous 
structure. The structure of OGG3-fCNT with uniform 

and small pores has been attributed to the increased 

crosslinking density in its structure. 

 

Figure 3. Prepared cylindrical (a1) OGG3 and (b1) OGG3-fCNT hydrogels, and SEM images of the cross-section of 

lyophilized (a2, a3) OGG3 hydrogels and (b2, b3) OGG3-fCNT hydrogels. 

The storage (G') and loss modulus (G'') of OGG3 and 
OGG3-fCNT DN hydrogels at a constant test 

temperature of 25°C were investigated depending on 

the frequency as seen in Fig. 4.  

Figure 4. Storage modulus (G') and loss modulus (G'') of the prepared (a) OGG3 and (b) OGG3-fCNT hydrogels. 
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When the modulus values of both hydrogels are 

examined, G'' is lower than G' indicates that the 
hydrogel samples exhibit a solid-like behavior. It was 

observed that hydrogels with higher modulus values 

were obtained after the increase of the G' value after 
the addition of fCNT. For example, at a frequency of 

40 rad s-1, the mean modulus for OGG without CNT 

was 1389 Pa, while it increased to an average of 4895 
Pa after fCNT addition. This result shows that with 

CNT, the G' and G'' values can be adjusted to the 

desired values for the OGG/fCNT DN hydrogel. The 

OGG-fCNT hydrogel produced for engineering bone 
tissue requires a strong and relatively hard gel, or, 

conversely, for applications of tissues such as heart or 

corneal tissue, which requires a much softer and more 
elastic gel, can be adjusted. These site-related factors 

need to be considered when optimizing a hydrogel to 

culture a specific tissue. Based on this result, the 
adjustment of the properties of the OGG-fCNT 

hydrogel produced to suit the tissue to be cultured and 

the in vitro modulus of the hydrogels that reflect the in 

vivo environment can be performed. As shown in Fig. 
5, measurements of contact angle five seconds after 

drop deposition on all gel types' surfaces were 

performed to investigate the oxidation and fCNT 
effects further. When the contact angles of the pristine 

(a1) and oxidized GG samples (a1-a4) were examined, 

it was observed that the contact angle decreased as a 

result of oxidation. This decrease is attributed to the 
increase of oxygen-containing functional groups 

formed due to oxidation on the surface. In the fCNT 

added hydrogel samples, it was concluded that the 
wettability of the hydrogel samples was increased by 

the addition of fCNT because of the presence of 

oxygen-containing functional groups on the surface of 
fCNT. Since the contact angle is related to the 

interactions between the material and the water 

molecules, it is generally concluded that the water 
interacts less with the unoxidized and fCNT-free GG 

hydrogel sample. 

Hydrogen peroxide (H2O2), which has a pKa of 11.6, 
is more acidic than water and decomposes into the 

unstable perhydroxyl anion (𝐻𝑂𝑂−) with heat. Then, 

it reacts with H2O2 to form a highly reactive hydroxyl 
radical (HO•). The formation steps of these reactions 

are shown in Equations 3.1, 3.2, and 3.3 as follows: 

𝐻2𝑂2 → 𝐻+ +𝐻𝑂𝑂−     (3. 1) 

𝐻𝑂𝑂− → 𝐻𝑂− + (𝑂)    (3. 2) 

𝐻2𝑂2 + 𝐻𝑂𝑂− → 𝐻𝑂 ∙ +𝐻2𝑂 + 𝑂2
−  (3. 3) 

Free hydroxyl radicals (HO•) abstract hydrogen atoms 

from GG's C6 and form –COOH groups. As mentioned 
above, hydroxyl groups are formed due to oxidation 

steps, including the oxidation steps of C6 hydroxyl to 

carbonyl groups and carboxyl groups. The GG 

oxidation steps from the presence of H2O2 are shown 

in Scheme1a. 

Scheme 1b showed that DN hydrogels were prepared 

by cross-linking fCNT and calcium cross-linked OGG. 
The oxidation reaction increased the cross-linking 

allowed for both entangled networks formation. 

Gelation is mainly because of the H bond reaction 

between OGG and fCNT. In the DN hydrogel system, 
OG was pretreated with Ca2+ for physical crosslinking 

since known that the presence of the cation is required 

to form a stable hydrogel via electrostatic interaction. 
Mixed with CaCl2, linked by H bonds, DN hydrogels 

were also ionically cross-linked via electrostatic 

interactions.

 

Figure 5. Contact angle measurements of (a1) PGG, (a1) OGG, (a2) OGG1, (a3) OGG2, (a4) OGG3 hydrogel samples before 

fCNT addition and (b1) PGG-fCNT, (b2) OGG1-fCNT, (b3) OGG2-fCNT, and (b4) OGG3-fCNT hydrogel samples after 

fCNT addition. 



Türk / Cumhuriyet Sci. J., 42(4) (2021) 822-829 

 

828 

 

 

 

Scheme 1. (a) The overall reaction of GG oxidation in the presence of H2O2. (b) Demonstration of structure and interactions 

in double networked OGG/fCNT hydrogels. 

In this study, a new hydrogel was successfully 
developed with oxidation gellan and fCNT. The DN 

structure was formed by the ionic cross-linking 

method, including both Ca2+ cross-linking and 
hydrogen bonding. The results obtained from the 

modulus and Tgelation were found to be promising for the 

prepared hydrogel, as it has a wide range of use and 

adjustable properties. FTIR, Zeta, and contact angle 
measurements confirmed the successful incorporation 

of carboxyl groups into GG molecules. The OGG-

fCNT hydrogel exhibited a higher wettability with 

increasing oxidation amount. 

Moreover, the gelation temperature and zeta potential 

of OGGs significantly changed depending on fCNT 
addition and degree of oxidation. The added fCNT 

greatly influenced the morphology of fabricated OGG-

fCNT hydrogel. The OGG3-fCNT hydrogel showed a 
high modulus compared to 4895 Pa for OGG without 

fCNT and was 1389 Pa. As a result, this study presents 

innovative hydrogel composed of OGG and fCNT that 
can be used as biomaterials in tissue engineering and 

as carriers in various drug delivery systems as potential 

applications. 

It is believed that in future studies, GG-based 
hydrogels obtained with the addition of CNT, which is 

known to be conductive, will also take part in self-

healing strain sensor studies and will be a strong 
candidate as a new material for use in sensitivity 

studies against sensitive movements such as pulse, 

which is one of the requirements of this field. 
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Abstract  

In this study, it was investigated that whether the graphitic boron nitride was successfully 

synthesized by adding strontium carbonate (within the different amount of 20-40%) using 

O'Connor method which is the one of the solid-state methods or not. Fourier transform infrared 
spectroscopy FTIR, powder X-ray diffraction (XRD), energy-dispersive X-ray spectroscopy 

(EDS) and scanning electron microscopy (SEM) methods were used to clarify the formation 

of boron nitride structure. Inter and intra-layer BN vibration movements of gBN were 

determined by FTIR method. Also, peaks belonging to the gBN formation were observed in 

the XRD analysis, and the distance between the layers was found to be close to both the 

theoretical values and data of commercially produced BN structure. The morphological 

examination was performed with SEM, and the planar properties of structure were determined. 

In addition, the EDS measurements supported that the crystal structure of powders include 

only nitrogen and boron atoms. In the light of these methods, it has been determined that the 

graphitic BN was able to synthesize at a lower temperature and in a more regular crystal 

structure compared to the O'Connor method with strontium carbonate additives. 
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1. Introduction  

Boron chemicals have been great importance in last 

two decates since the recent studies have intensified on 

these compounds that are produced from boron. At the 

same time, the boron compounds have a wide range of 
uses in many branches of industry, especially nuclear 

field, defense industry, jet and rocket fuel, soap, 

detergent, solder, photography, textile dyes, glass fiber 
and paper industry [1-3]. Boron nitride is a syththetic 

compound of boron and nitrogen atoms that are 

isoelectronic to the carbon analogue when they form a 

compound. Both are adjacent to the carbon atom in 
periodic table with atomic numbers 5 and 7, 

respectively. Boron nitride is an extraordinary 

synthetically produced chemical in the field of 
materials science due to its bonding behavior and can 

be found in many different crystal structures [4]. 

Boron nitride (in all its forms), which is naturally 
encountered in trace amounts, is a commercially 

valuable compound for industrial applications like 

other boron compounds because of its unique chemical 

and physical properties [4-6]. Moreover, the graphite-
like BN is a technologically important compound due 

to its properties such as high temperature stability, low 

dielectric constant, high thermal conductivity, high 
mechanical strength, hardness and chemical inertness 

[3]. It is synthesized by the solid-state reaction of boron 

compounds (boron oxide, boric acid, metal borates) 

and nitrogen compounds (urea, melamine, cyanamide 
etc.) at high temperatures (> 1600 ° C) in nitrogen or 

ammonia gas atmosphere [7-8]. 

The layered-planar structure of BN is named as 
hexagonal crystalline morphology and is similar to 

graphite; for this reason, it is often referred to as "white 

graphite". In addition, the boron nitride has various 
crystal structures depending on the bond hybridization 

between boron and nitrogen atoms. Graphitic boron 

nitride (gBN), hexagonal boron nitride (hBN), 

turbostratic boron nitride (tBN), amorphous boron 
nitride (aBN) and rhombohedral boron nitride (rBN) 

are sp2 hybridized while the cubic boron nitride (cBN) 

or borazone, and wurzite boron nitride (wBN) are sp3 
hybridized [4]. Besides, there are BN classifications 

according to the production methods such as ion-

bombed boron nitride (iBN), boron nitride (eBN), 
amber boron nitride (aBN), Showa Denko's cubic 

http://dx.doi.org/10.17776/csj.
https://orcid.org/0000-0003-0049-0161
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boron nitride (sBN), pyrolytic boron nitride (pBN) 

[4,5,9]. 

Various chemical additives, mostly metal salts, are 
used during the synthesis of graphitic BN, [10-12]. For 

example, the effects of metal carbonates on hBN 

layered structures are discussed in detail by Öz et al. 
[10-12]. In this scope, the metal carbonates were used 

to reduce the activation energy to increase the 

crystallinity, crystallite size and yield of hBN samples. 
It has been found that the critical properties of hBN 

synthesized by the applied methods were noted to 

increase significantly in the presence of metal 

carbonates [8-11]. In this study, synthesis of gBN was 
performed using the modified O'Connor method [7] by 

addition of strontium carbonate into the reaction 

mixture. The experimental findings showed that the 
positive effect of strontium carbonate addition on the 

crystal structure of gBN was determined at the 

relatively lower preparation temperature than that of 

O’Connnor method. 

2. Materials and Methods 

Graphitic boron nitride was synthesized by using 1/2 
ratio of boron oxide (Fluka, 97 %)-urea (Fluka, 99 %) 

mixture with the addition proportions (20, 30 and 40%) 

of SrCO3 (Alfa Aesar, 99.9%) according to the 

O'Connor method. In the first stage, boron oxide, urea 
and SrCO3 were mixed homogeneously and pre-heat 

treatment was applied at 200 ° C for 2 hours. In the 

second stage, the intermediate product obtained in the 
first step was annealed under ammonia (Linde Co. 

99.9%) gas atmosphere at 1450 ° C for 3 hours. In the 

third stage, the room-temperature-cooled samples were 
purified by heating in 100 mL 1 M HCl (Merck, 37%) 

solution. In the last stage, the structure of products was 

examined using Fourier transform infrared 

spectroscopy (FTIR), powder X-ray diffraction 
(XRD), energy-dispersive X-ray spectroscopy (EDS) 

and scanning electron microscopy (SEM) methods. 

KBr discs containing 2 % sample were prepared, and 
the vibration movements in the range of 400-4000 cm-

1 were determined with Shimadzu 8400S FTIR 

spectrometer. The powder gBN was investigated by 
XRD (a Rigaku Multiflex + XRD 2kW diffractometer 

with a CuKα target) in the range of 10º and 90º at 2θ 

angles. Surface imaging analysis and EDS were 

performed with JEOL JST-6400 SEM after gold 

coating of the products.  

3.   Results and Discussion 

The methods that used for the synthesis of boron 
nitride have great importance since the additives used 

as the dopant in mixture lead to discrete properties.  

Constructive effect of metal carbonates on BN 

formation has signficatly been deduced in literature 

when the metal carbonates are used as catalysts [8-11]. 
In these previous studies, the formation of layered 

structure and growth of graphitic boron nitride 

particles in the presence of metal carbonates were 
explained by the catalytic effect, however the catalyst‐

solvent effect was not discussed before. This effect has 

been determined in the previous studies to improve the 
synthesis positively depending on the increament of 

surface area and especially solvent-solute balance of 

additive [8-12]. It is anticipated that the successful 

results were obtained with the use of carbothermic 
methods [13, 14]. Therefore, in this study, the SrCO3 

compound which was not previously used as additive 

was preferred due to the positive contribution of metal 
carbonates on the synthesis of BN [10]. In this context, 

the SrCO3 was added in different molar ratios (20, 30, 

and 40%) during the synthesis of BN to determine 
lowest concentration for the formation of highly 

crystalline boron nitride. The instrumental methods 

such as the FTIR, XRD and SEM were used to impress 

the formation of BN. Meanwhile, the first identifation 
of samples has been investigated by the FTIR where 

the chemical bond vibrational modes of BN structure 

are apparently designated in this analysis method. The 
gBN with the form of sp2 hypritized hexagons adjacent 

to each other is settled as lamellar or multilayer 

structure. Therefore, in the spectra two main peaks 

derived form the in-plane and out of plane interactions 
were observed at the wavenumbers of 1400 cm-1 and 

800 cm-1, respectively [15]. Moreover, the synthesized 

samples have weak end-groups peaks derived from the 
N-H and B-OH vibrational modes at approximately 

3500 cm-1 accompanied to main vibrational modes of 

B-N (Figure 1). In addition, the crystalline morphology 
can be estimated from the FTIR spectra. Accordingly, 

Fig. 1 indicated the hexagonal (graphitic) form due to 

the range of the main peaks. In contrast to hexagonal 

form, the cubic morphology included the sharp peak in 
the wave number range of 1000-1100 cm-1. In the 

spectra, the peak identified for cubic form did not exist 

while the observed peak values indicated the graphitic 
form as the conformation of gBN formation. The 

values are in accordance with the range given in the 

literature [16]. 

XRD crystallography is a method used to study the 

atomic and molecular structure of a crystal. Besides, 

the chemical bonds, irregularities in the crystal 

structure, distances between layers, lattice parameters 
and average positions of the atoms in the crystals can 

easily be determined by measuring the angles and 

amplitudes of diffracted beams. 
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Figure 1. FTIR spectra of gBN obtained in presence of SrCO3 additive: a) 40 %, b) 30 %, c) 20 %,  

In this respect, the XRD analysis was performed to 

clarify the fundamental crystallographic properties 
such as the lattice parameters, inter-layer distance and 

crystal plane alignment of gBN samples. Meanwhile, 

the crystallite composition of products synthesized by 

adding SrCO3 was examined and compared with the 
ICDD 34-421 card containing the main peaks of Miller 

indices of pure gBN [17]. The original XRD 

diffractogram of gBN structure includes the 

characteristic planes: 002, 100, 101, 102, 004, 110 and 

112 [18]. The presence of whole identified planes in 
the sample diffractograms was the evidence of gBN 

formation (Figure 2). As a result of the imrovement of 

gBN crystal structure, the corresponding peak 

intensities were found to increase considerably when 
the dopant level of SrCO3 concentation was chosen 20 

% and more.  

 
Figure 2. XRD diffractogram of gBN samples synthesized in presence of 20 %, 30 % and 40 % SrCO3 

 

In addition, the XRD experimental findings enable us 

to calculate the lattice cell parameters from the least 
squares method with the measured inter-layer distance 

"d" values and hkl planes for hexagonal unit cell 

structure [10]. The lattice parameters for the hexagonal 

(graphitic) systems have “a” and “b” values that are 
equal to each other, and one can see the calculated 

lattice values of “a”, “b”, “c” and “d” in Table 1. 
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According to the table, the results of lattice parameter 

calculations were found to be close to the original 

literature values (a = b=0.2504 nm, c = 0.6656 nm, d = 
0.3328 nm) for all the gBN samples produced in 

presence of SrCO3 (Table 1) [19]. The samples 

preapred by the SrCO3 addition levels of 20 % and 40 
% possessed closer values while the compound 

produced by 30 % had sligtly higher than the literature 

values (Table 1). Consequently, the good aggrements 
were obtained in terms of lattice parameters when 20 

% or more strontium carbonate was used. 

Table 1. Lattice parameters and average rain size values of 

gBN 
  Amount of additive (%) 

  20 30 40 

Lattice Parameters 
(nm) 

 

a 0.2504 0.2506 0.2504 

c 0.6656 0.6676 0.6658 

d 0.3328 0.3338 0.3329 

Average Grain Size 
(nm) 

 56,90 44,25 92,00 

 
 

XRD measurements are also used to calculate 

crystallite and average grain size parameters by Debye-

Scherrer equation (Eq. 1) 





cos

K
L 

 

Eq. (1) 
 

where K is the shape factor (which is 0.941), L is the 

average grain size, λ is the wavelength, B is the FWHM 

of the Bragg peak and θ is the Bragg angle [20]. It is 
determined that the grain sizes of gBN samples 

appreciated as accrual at the amount of SrCO3 that the 

sample prepared by 40 % dopant level exhibits the 
highest average crystallite size among the samples. 

Moreover, 20 % addition level of SrCO3 into the 

sample mixture also improved the grain size in contrast 

to undoped or plain mixtures.  

The scanning electron microscopy (SEM) method was 

applied to clarify the surface morphology of SrCO3 

added gBN samples after the purification process [21]. 
SEM images include homogenous bulk gBN as shown 

in Fig. 3 and the structure consists of 1-3 µm particles 

formed from the coagulation of sub-particles. The 
average grain sizes of sub-particles calculated from the 

XRD diffractograms were found as approximately 100 

nm where 10 to 30 small particles cause the greater 
particles by the agglomeration as well in SEM images. 

The SEM images include the hexagonal layaered gBN 

with uniform nature while there is not any strontium 

carbonate traces in the views as well as EDS 
measurements (Fig. 4). Besides, one can deduce from 

the EDS measurements that the samples comprised of 

only boron and nitrogen elements while the gold 

existance is mainly derived from the coating process. 

 

      

 

Figure 3. SEM images of the gBN synthesized in the 

presence of SrCO3 with different magnifications a) 4300, b) 

3000 and c) 10000 fold. 

Figure 4. The EDS of the gBN synthesized in the presence 

of SrCO3 

a 

b 

c 
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3.   Conclusion 

In this study, it was aimed to determine both the effect 
of SrCO3 additives on gBN formation and the lowest 

dopant amount for positively contribution to the 

ordered structure. In this context, the gBN samples 
were prepared by adding different concentration level 

of SrCO3 (from 20% to 40% additive) at the 

temperature of 1450 °C by means of the O'Connor 

method. Powder samples have extensively been 
characterized by the stanrd characterization techniques 

such as the FTIR, XRD and SEM instrumental 

methods. According to all the experimental results 
obtained, it was determined that the favorable SrCO3 

contribution was in a range of about 20-40%.  

According to FTIR studies, the presence of SrCO3 
content in the gBN crystal matrix caused an increase in 

the strength of the covalent bonds between boron and 

nitrogen atoms and a strong B‐N lattice vibration in the 

flat plane. The absorbtion peaks at around 800 cm-1 and 
1400 cm-1 in FTIR spectra verified the formation of the 

graphitic morphology. Besides, a wide peak was 

observed at around 3450 cm-1 wavenumber assigned 
for the N-H and O-H groups at the end of chains as a 

signal for the lateral structure.  

Experimental findings from the XRD patterns show 

that the presence of SrCO3 powder activates the gBN 
formation to overcome the internal stress in the 

crystalline structure (meaning the reduction of residual 

stresses). The lattice parameters determined from the 
XRD results for all the materials have been calculated 

and compared to the literature findings. It was 

observed that all the comparision results were found to 
be in good aggremet with each other. The inter-layer 

distance of hBN samples synthesized in this study was 

oserved to be approximately 0.333 nm that was 

attributed to close to the theoretical value. Moreover, 
the SrCO3 content improving the crystallinity of gBN 

converts the crystal structure to the highly graphitic 

nature. Thus, new crsytal structure exhibitied relatively 
lower temperatures as compared to the material 

synthesized by O’Connor method (at 1600 °C). At this 

point, the dopant level affected positively not only the 
lattice parameters but also the grain size related to the 

formation of graphitic BN. In this respect, the highest 

crystal size of aproximately 92 nm was obtained in 

case of 40 % SrCO3 additive level.  
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Abstract  

The study area is in the Arsuz - HATAY region and the geochemical properties and 

deposition environment of the claystones in the Kızıldere Formation (Middle - Upper 

Miocene) were investigated in this study. Kızıldere Formation, which is common in Arsuz 

and İskenderun (Hatay) regions, has both bedrock and reservoir rock characteristics. It 

generally consists of a sequence of medium bedded sandstones and thin to medium bedded 

claystones. The average concentrations of major and trace elements in the samples taken 

from ten different points of the Arsuz region were determined (V-1180.65 ppm, Ni-219.83 

ppm, Cr-149.26 ppm, Co-19.45 ppm, Cu-22.63 ppm, Rb-42.96 ppm, As-8.40 ppm, Zn-54.47 
ppm, Sb- 0.61 ppm, Mo-1.28 ppm, Cd - (- 0.71) ppm, Pb- 5.68 ppm, U-1, It is 35 ppm, Ba-

171.15 ppm, Li-24.64 ppm, Cs-3.06 ppm, S-325.48 ppm). V / Ni, Ni / Co, V (V + Ni), V / 

Cr, (Cu / Mo) / Zn ratios in claystones and increases in concentrations in trace elements (e.g. 

V, U, Ni) indicates that it precipitated in the marine-anoxic environment. In addition, in the 

distribution mapping drawn according to the trace elements Ni-U-Cu-Zn in the region, the 

paleo-environment changes with organic matter conservation were determined.  
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1. Introduction  

The aim of the research is to determine the 

environmental conditions in Arsuz (Hatay) region by 

investigating the units in Kızıldere Formation. The 
study area includes of İskenderun-Arsuz of Hatay 

(Figure 1). Generally, field studies, petrography and 

geochemical analyzes are performed to determine the 
environmental conditions of a region [1]. Some of the 

analyzes are done to determine the amount of organic 

matter and are carried out to determine the cause of 

trace element enrichment in the environment 

conditions. 

XRF (X-Ray Fluorescence Spectrometer), ICP-MS 

(Inductively Matched Plasma Mass Spectrometry) 
and AAS (Atomic Absorption Spectroscopy) analysis 

methods are used to determine trace elements [2]. The 

amount of trace elements in the environment, which 
are present together with the hydrocarbon in the 

samples in the research area, are determined with the 

results of trace element analysis, This data used in 

determining the oxic-anoxic-euxinic state 
environment is interpreted and concluded that it is 

suitable / unsuitable for the formation of hydrocarbon. 

Trace elements are described as elements that are 
mostly less than 0.01% in amount in rocks. 

Interpretation of environmental conditions is 

determined by the amount of elements with trace 

element analysis and it is possible to identify new 
geothermal energy resources, source rocks that 

produce oil and natural gas, and new mineral deposits. 

In many published source rock potential studies, it has 
been observed that trace element enrichments are 

directly related to the high production of organic 

matter in the region [1, 2]. Environmental properties 
can also be determined with trace element analysis 

[2]. Studies that reveal the reservoir rock 

characteristics of the region where the Kızıldere 

Formation is located are related to geological, tectonic 
and sedimentological areas, but there is no study on 

the geochemical examination of the elements and 

determination of the source rock. 

The terms oxic, anoxic/suboxic or euxinic are used 

depending on the amount of O2 in environmental 

classifications. Anoxic environment is the most 

effective in enrichment of organic matter and H2S is 

not present in the water column in this environment. 
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Researchers investigating the changes of organic 

matter under reducing conditions proved that the 

protection of organic matter increases under anoxic 
conditions where oxygen decreases [3, 4]. There are 

two approaches regarding the relationship between 

sedimentation rate or burial rate and the protection of 
organic matter in their studies by different 

researchers. The first of these is the increase in the 

protection of organic matter based on the increase in 
sedimentation rate. The other is the increase in 

organic matter due to the slow sedimentation rate [5]. 

The geochemical conditions of the depositional 

environment can be determined from the enrichment 
of trace metals and anoxic/euxinic environment 

correlations. If there is no Mo enrichment in the 

environment with U and V enrichment, it is 
interpreted that the environment is in anoxic/suboxic 

depositional conditions without free H2S. Conversely, 

sediments with enrichments in U, V and Mo indicate 
euxinic conditions at the sediment-water interface or 

in the water column. Mo and Zn enrichments are 

related to TOC (Total Organic Carbon) and can be 

controlled very strongly by the environmental 

conditions of sedimentation [6]. 

It is known that organic matter accumulation does not 

occur with a single control mechanism. The redox 
conditions of the depositional environment can be 

oxic, suboxic, anoxic or euxinic, depending on the 

amount of oxygen in the environment. Trace element 

enrichments increase according to organic matter 
accumulation as a result of the decrease in the amount 

of oxygen in the environment. Trace elements such as 

Mo, Ni, Co, Cu, V, U, Th and Cr have been used in 
many studies to determine the paleo-redox 

environmental conditions. 

The Miocene sequence unconformably deposited on 
ophiolites started with coarse clastics (Kalecik 

Formation). Reef limestones (Horu Formation) are 

lenticularly observed over the Kalecik Formation and 

the Kızıldere Formation consisting of a later 
sandstone-shale sequence has been deposited [7, 8, 9, 

10]. 

 

 

Figure 1. Location map of the study area. 

During the Messinian period, evaporitic sediments 

(Haymaseki Member) were deposited in the Kızıldere 

Formation due to the sea regression, and then the 
marine clasts of the Aktepe Formation were deposited 

in the region with transgression. The stratigraphic 

section of the region is given in Figure 2. Geological 
maps and fault lines are not shown since the samples 

were taken from near the surface. 

Kızıldere Formation was named by Schmidt [7]. 
Kozlu [8] used “the Kızıldere Formation” name by 

adding the Miocene sequence located in the south of 

the region. The Kızıldere Formation consists of the 

sequence of gray-colored medium-thick layered 
sandstone and shale layers. Carbonized plant origin 

clastics are observed in almost every layer [11, 14]. It 

has been determined that the formation shows the 
source rock feature that can form an oil system in the 

region according to the total organic carbon and main-

trace element contents [12, 13]. 
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Figure 2. Generalized stratigraphic section of the region 

[14] 

2. Material and Method 

2.1. Field description of Kızıldere formation 

The study area was deposited in the Neogene period 

and is located in Konacık, Tülek and Işıklı in Arsuz-

İskenderun basin. Kızıldere Formation (Middle-Late 
Miocene) is typically observed in Konacık (Arsuz-

HATAY) region. In the Kızıldere Formation, where 

sand and clay sequences are common, gray-yellow 

colored sandstones are medium-thick bedded between 
10-50 cm and gray-colored claystones are thin-

medium bedded between 2-30 cm (Figure 3A-B). The 

sequence of sandstone and claystone overlies the 
layered jibs deposits and the layer thicknesses of the 

jibs are 5-15 cm. The claystone layers are generally 

thinning from bottom to top, layer thicknesses on the 

lower parts of the profiles reach up to 102 cm. 
Tectonic cracks are commonly observed in the 

formation due to the effective post-Middle Miocene 

tectonism (Figure 3-B). Plant residuals can be seen 

with marls and jibs layers. 

 

Figure 3. The field descriptions of the Kızıldere 

Formation, (A) medium-thick bedded, cracked sandstone 

layers sequenced claystone (B) cracks formed by tectonism 

in claystone-sandstone. 

2.2. Trace elements and environmental 

descriptions of Kızıldere formation 

Trace element concentrations in organic material rich 
sediments have been studied by many researchers [13, 

15, 16, 17]. Consumption and enrichment of some 

elements such as V, Mo, Ni, Ba in sediments depend 
on environmental conditions. Changes in Ni, Co, Cu, 

U and V elements in Kızıldere Formation claystones 

have similarities. 

Trace elements such as U, Zn, Ni and Cu and TOC 

(Total Organic Carbon) are enriched in the formation. 

Table 1 shows the main and trace elements in 

Kızıldere sandstones. The enrichment of U, V, Zn, Ni, 
Mo and Cu in claystones is an indication of anoxic 

conditions. It is known that the elements sensitive to 

redox are U, V and Mo, and other enriched elements 
depend on organic matters. U and Mo enrichments are 

indicators of oxygen consumption according to some 

researchers [15]. 

The U (Uranium) average values of the Kızıldere 
Formation are 1.224 ppm. Soua [15] compared the 

values in different claystone samples and indicated 

the trend of these values to an anoxic environment at 
the water-sediment interface of the formation. 

Pedersen and Calvert's [16] “productivity” model fits 

these Kızıldere Formation claystone data, and the 
increase in redox sensitive (U and V) and productivity 

(Ba, Cu and Ni) elements form the basis of the model. 
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Table 1. Main (Ca, K, Mg, Na) and trace (Rb,Cu, Cr, As, Zn, Sb, Co, Mo, Cd, Pb, U, Ba, Li, Cs, S, Ni, V) element 

contents of Kızıldere Formation claystones [17]. 

Sample KD 1 KD 6 KD 7 KD 8 KD 9 KD 11 KD 13 KD 14 KD 15 KD 16 Mean 

Ca (ppm) 18830 62870 69480 72410 93540 95290 102900 59510 54130 63110 74804.4 
K (ppm) 48.23 8987 8658 7541 6832 7617 7492 7220 11070 7992 8156.56 

Mg (ppm) 71630 29110 61290 36500 32670 33990 34350 23040 49580 42690 38135.6 
Na (ppm) 407.2 12960 8186 7680 5221 7873 6959 17890 6500 11480 9416.56 
Rb (ppm) 0.52 40.89 31.53 58.65 42.81 43.76 46.13 42.58 38.49 41.77 42.96 
Cu (ppm) 134.49 20.91 13.09 34 26.43 31.31 21.66 21.65 17.01 17.56 22.63 
Cr (ppm) 140.78 151.17 149.68 186.63 173.52 135.47 138.6 142.16 124.53 141.61 149.26 
As (ppm) 1.68 7.43 9.19 8.25 12.02 10.46 7.91 8.61 5.13 6.56 8.4 

Zn (ppm) 61.24 49.51 36.57 70.16 54.47 65.32 63.01 53.35 50.68 47.22 54.47 
Sb (ppm) 0.21 0.62 0.57 0.67 0.78 0.9 0.5 0.49 0.41 0.52 0.61 
Co(ppm) 189.24 22.18 15.02 17.63 18.23 19.27 19.56 25.67 23.02 14.46 19.45 
Mo(ppm) 0.8 3.33 0.36 2 0.61 1.53 0.29 0.37 0.96 2.07 1.28 
Cd(ppm) -0.66 -0.68 -0.8 -0.61 -0.75 -0.55 -0.73 -0.78 -0.76 -0.7 -0.71 
Pb(ppm) -2.34 3.43 4.08 7.91 11.25 8.75 4.22 4.47 3.15 3.82 5.68 
U(ppm) 0.12 1.61 0.94 2.13 1.11 1.24 1.2 1.07 1.33 1.49 1.35 
Ba(ppm) 8.17 158.96 213.78 172.3 218.72 199.73 134.54 126.45 138.56 177.3 171.15 

Li(ppm) 6.25 24.63 18.35 31 25.52 25 25.98 24.8 23.14 23.37 24.64 
Cs(ppm) 0.08 3.26 1.63 4.47 2.95 2.76 3.34 2.57 3.18 3.34 3.06 
S(ppm) -67.19 341.38 34.6 354.48 377.16 403.41 280.05 269.35 272.77 286.1 325.48 
Ni(ppm) 1809.05 212.41 149.79 249.63 185.84 235.56 249.36 292.49 200.15 203.21 219.83 
V(ppm) 2482.95 1116.18 1104.31 1285.95 1175.41 1237.89 1222.9 1343.68 976.89 1162.63 1180.65 

 

The average value of Cd (cadmium) in claystones is -
0.70 ppm. This amount is below the Cd threshold. 

According to Pattan and Pearce [18], the negative 

result of Cd amounts in the measurements in the 

samples taken from the study area indicates that the 

environment is not oxic. 

Many researchers have used Ni/Co, V/Cr and 

V/(V+Ni) indices to determine paleo-redox 
conditions. Jones and Manning [19] suggested that 

Ni/Co ratios <5 indicate oxic conditions, 5-7 disoxic 

conditions and> 7 anoxic-suboxic conditions. V/Cr 

ratios were determined to be <2 for oxic conditions, 
2–4.25 for disoxic conditions, and> 4.25 for suboxic 

to anoxic conditions. Lewan (1984) noted that the 

V/(V+Ni) value should be greater than 0.5 for organic 
matter deposited under euxinic conditions. The 

average of Ni / Co, V/Cr and V/(V+Ni) ratios in 

Kızıldere Formation claystones are 11.45, 7.44 and 
0.84, respectively, and all values indicate anoxic 

conditions. Kızıldere claystones were formed in 

anoxic environment according to the graph of Ni /Co 

and  /(V+Ni) values [20, 21]. 

Ni/Co ratio is widely used to determine paleoredox 

conditions [19]. The average of Ni/Co ratios in 

Kızıldere claystone is 11.25 and indicates anoxic 

conditions (Figure 4.A-B). 

Molybdenum (Mo), used as a indicator for 

depositional conditions, is associated with humic 
acids in organic matter. Mo concentrations increase 

with increasing anoxic conditions and the enrichment 
of Mo depends on the amount of organic matter and 

sulfidic conditions of the environment. According to 

Wedepohl [22], the average Mo value in claystones 

deposited under anoxic conditions is 2.6 ppm, and 
there is a Mo concentration close to this value in the 

Kızıldere Formation claystones and changes between 

0.29-3.33 ppm (Figure 4.A). 

Similarity is observed in Kızıldere claystones in 

concentrations measured from whole rock analyzes 

and enrichments in elements (Ni-Zn-Cu-U-V) which 

are the indicator of redox environment. The 
environmental sensitivities of these elements are 

compatible in all samples in terms of increase and 

decrease. Figure 4.C-D shows the variation of these 

elements. 

There is usually a relationship between V/(V-Ni) and 

Ni/Co, indicating environmental properties [20]. In 
the graph shown in Figure 4.E, it is observed that 

Kızıldere claystones were deposited in anoxic 

environment. 

Hallberg [23] noted that the Cu/Zn and (Cu+Mo)/Zn 
ratios are redox parameters. According to Hallberg 

[23], low Cu/Zn ratios indicate oxidizing conditions 

and high values indicate reduction conditions in 
sedimentation basins. Wedepohl [22] stated that the 

mean values of claystones are shallow marine 

sediments accumulated under oxidizing conditions. 
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The average Cu/Zn ratio in the Kızıldere Formation is 

0.58, while the (Cu+Mo)/Zn ratio is 0.83. 

 

 

Figure 4. Environment indicators of trace elements A) Ni/Co –Mo plot, B) TOC-Ni/Co graph, C-D) comparison of similar 

environmental indicator elements, E) V/(V + Ni) -Ni /Co plot. 

 

2.3. Regional distributions of elements 

The regional distributions of the elements used in the 

environment interpretation in the region are shown in 
Figure 5. The distribution maps of these elements 

indicating the anoxic environment are similar and 

match with the TOC (Total Organic Carbon) 
distribution map. It is observed that the enrichments 

indicating anoxic values increase in the northeast 

direction of the region on the Ni-U-Cu-Zn distribution 

maps. 

In Figure 5, the variations of the elements in the same 

coordinates are shown with contour maps depending 

on their quantities. 
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Figure 5. Contour maps of elements used as environmental indicator, A) Ni (nickel) contour map, B) U (uranium) contour 
map, C) Cu (copper) contour map, D) Zn (zinc) contour map.

3.   Conslusions  

It is important to determine the environmental 

conditions, especially the characteristics of claystones 

in hidrocarbon exploration areas. The Kızıldere 
Formation is important in the petroleum system as it 

has both reservoir and source rock properties, and 

trace element concentrations and environmental 
properties are revealed in this study. Increases in Ni-

Zn-Cu-U-V elements, which are anoxic environment 

indicators, have been observed in Kızıldere Formation 

claystones, and Ni/Co -Mo, TOC-Ni / Co, V/(V + Ni) 
-Ni/Co values used as environment indicators proves 

that it precipitated in the environment. The 

similarities of the regional concentration distributions 
of these elements are also evidence of environmental 

changes. The similarities of the regional concentration 

distributions of these elements are also evidence of 
environmental changes. In addition, enrichment of 

trace elements that support the protection of organic 

matter content indicates that claystones may be source 

rock. 
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Abstract  

The use of dyes that pollute the earth and adversely affect the health of human beings is 

increasing day by day and it is important to remove them from nature. Methylene blue (MB), 

which is one of the most commonly used dyestuffs that affects natural life negatively, was the 
subject of this study. In this study, the adsorption mechanism of commercial activated carbon 

to remove MB was investigated. In the study, activated carbon was added to MB solution taken 

in different concentrations and the results were applied to ten different adsorption isotherms 

which are Langmuir, Freundlich, Temkin, Harkins-Jura, Halsey, Dubinin- Radushkevich, 

Janovich, Redlich-Peterson, Henry's and Hills. Adsorption isotherm graphs were drawn with 

the obtained results and constant parameters in adsorption isotherm equations were calculated 

through graphics. The adsorption mechanism was examined according to the correlation 

coefficients (R2) from the graphs obtained. The highest correlation coefficients were calculated 

as 0,9993 and 0,9954 from Redlich-Peterson and Langmuir isotherm equations respectively. 

Adsorption isotherm was coherent Langmuir and maximum adsorption capacity was 

determined 208,3 mg/g. 
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1. Introduction  

With the increasing world population, the need for the 

industrial sector was increased day by day. This need 

has contributed to development of industrial sector. 

With the developing industry, many products were 
produced and many wastes occurred from these 

products. Among these wastes, the materials that 

pollute the nature the most and affect human health are 
chemical materials. Chemical materials have entered 

our lives in many areas such as drugs, cleaning 

products and dyes. Paints find uses in many areas being 

manufactured textile, food, cosmetics, paper and paint. 
The waste and unused paints cause environmental 

pollution. Environmental pollution can be handled 

under three main group as soil, air and water pollution. 
These dyestuffs are mostly mixed with our soil or 

water and cause contaminations in drinking water. 

These pollution occurring in drinking water negatively 
affect human life. Besides, these pollutions adversely 

affect aquatic lives and cause food shortages due to the 

use of these creatures as food products. It is important 

to prevent these impurities and to clean the increasing 

pollution [1-3]. 

Dyestuffs usually have a complex and durable 

structure and are generally divided into 3 groups as 
anionic, cationic and ionic. MB is a type of cationic 

dye with a heterocyclic aromatic structure. MB 

generally uses such as paper, silk, wool leather, ink, 

cotton dyeing and photocopy paper production. Even 
very low concentration of MB causes intense colouring 

in the water. Due to the colour intensity, sunlight 

cannot pass through the water and aquatic 
microorganisms harm because of the lack of sunlight. 

Besides, although MB is not a completely toxic dye, it 

has negative effects on humans and living when 
exposed for a long time. General effects which have 

seen in humans can be listed as vomiting, dizziness, 

skin diseases, etc. [4-7]. 

There are many processes to remove dyes from the 
aqueous environment. These processes are generally 

chemical, biological and photocatalytic oxidation as 

well as coagulation-flocculation, filtration, adsorption, 
membrane separation and ion-exchange. Adsorption is 

the most used process among them. This technique is 

frequently used because it is an economical, efficient, 

easy to apply and effective process [4,8]. 

http://dx.doi.org/10.17776/csj.861860
https://orcid.org/0000-0003-2876-3942
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Adsorption is generally defined as the attachment of 

atoms, ions or molecules in one phase to another phase. 

Although liquid-solid phase is widely used in general, 
it is also used in phases such as liquid-liquid, liquid-

gas and gas-solid systems. Clay, zeolite, bentonite, 

polymers and activated carbon are generally used as 
adsorbents in the adsorption process. It is important 

that the adsorbent used has high adsorption capacity, 

high surface area, easy accessibility and easy produce. 
Activated carbon is referable to other adsorbents in 

terms of high surface area, easy processing and easy 

availability compared to other adsorbents. In addition, 

activated carbons can be obtained commercially or 
easily synthesized. Activated carbon synthesis is 

generally obtained from agricultural wastes in recent 

years. Agricultural wastes are preferred because of 
their abundant easy access, low cost, easy storage and 

most importantly, their high carbon content [9-11]. 

The aim of this study is to determine methylene blue 
adsorption capacity and coherent isotherm model of 

commercial activated carbon. Also, it will be possible 

to compare other synthesized activated carbon samples 

in the literature and advantages and disadvantages of 

commercial activated carbon will be determined. 

2. Materials and Methods 

In this study, MB was used as the dye. MB is a cationic 
dye with the formula C16H18N3SCI and a molecular 

weight of 373,9 g mol-1. The molecular structure of MB 

has dimensions of 1.43 nm in width, 0.40 nm in 
thickness, and 0.61 nm in depth [12]. The formula is 

shown in Figure 1. 

 

Figure 1. Methylene Blue 

In this study, MB (ISOLAB C.I.52015, Turkey) was 

weighed 1 gram and added into a 1 litre volumetric 

flask and the total volume was completed to 1 litre. In 

this way, obtained a stock solution of 1000 ppm. The 
stock solution was diluted into 250ppm, 300 ppm, 350 

ppm and 400 ppm solutions. The diluted solutions were 

taken into 100 ml flasks and 0,1 grams of active carbon 
was added. The mouths of the flasks were covered with 

paraffin and mixed for 24 hours in a miprolab brand 

mixer at 195 rpm. The highest peak value was 
determined by scanning the MB solutions in the 

Agilent brand Cary-60 UV-VIS device between 200-

800 nm as shown in Figure 2. 

2.1. Adsorbance 

The activated carbon used in this study was obtained 

commercially. Activated carbon is a product with code 

KIM-AC / 01CP / 091006 belonging to Kimetsan 

company (Turkey). 

 

Figure 2. UV-Vis scanning of MB solution 

2.2. Isotherm equations 

2.2.1. Langmuir isotherm 

Langmuir isotherm equation (Equation 1) was derived 

in 1918 by Irving Langmuir based on some 

assumptions. According to Irving Langmuir, 
adsorption takes place in a single layer and allows the 

calculation of the adsorption capacity. It also assumes 

that there is no interaction between the adsorbed 

molecules and that the entire adsorption field has the 
same energy. At the end of the adsorption process, the 

energy and adsorption rate is constant. In short, the 

maximum adsorption capacity is reached in the 
equilibrium state and the surface is covered in a single 

layer. 

Ce

qe
=

1

bxQo
×

Ce

Qo
            (1) 

According to this equation, Ce/qe versus Ce is plotted. 

1/qm gives the slope, 1 / KLxqm gives intercept. In the 
equation, Ce: The amount of MB remaining in the 

solution at the end of the adsorption (mg/L), qe: The 

amount of MB adsorbed on the activated carbon 
(mg/g), b: Langmuir constant, Qo: The maximum 

amount of adsorbed substance forming a monolayer 

surface [13]. 

2.2.2. Freundlich isotherm 

Freundlich isotherm equation (Equation 2) was derived 

in 1906 by Herbert Max Finley Freundlich. According 

to H.M. Finley Freundlich, the areas on the adsorbent 
have heterogeneous energy and may differ in the 

adsorption areas. In addition, adsorption takes place 

not in a single layer, but in a multi-layer. 
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𝑞𝑒 = 𝐾𝐹  𝑥 𝐶𝑒

1

𝑛                 (2) 

The equation that occurred by linearization of Equation 

(2)  is given in Equation 3. 

𝑙𝑜𝑔𝑞𝑒 = 𝑙𝑜𝑔𝐾𝐹  𝑥 
1

𝑛
log𝐶𝑒             (3) 

logCe versus logqe is plotted according to the 

Freundlich equation. The slope is 1 / n and the intercept 
gives the logKF value. Ce: The amount of MB 

remaining in the solution at the end of the adsorption 

(mg/L), qe: The amount of MB adsorbed on the 

activated carbon (mg/g), KF shows the experimental 
adsorption capacity (1/mg), n adsorption density 

(without units) [14]. 

2.2.3. Temkin isotherm 

Temkin isotherm assumes that there are adsorbent-

adsorbate interactions. Very low and high 

concentration is ignored according to the model. In this 
model, the heat of adsorption decreases linearly. In 

other isotherms, this decrease is given logarithmically. 

The nonliner equation of the temkin isotherm is given 

in equation 4. 

𝑞𝑒 =
𝑅𝑇

𝑏𝑇
ln (𝐾𝑇𝐶𝑒)              (4) 

The equation that occurred by linearization of Equation 

(4)  is given in Equation 5. 

𝑞𝑒 = 𝑏𝑇𝑙𝑛𝐾𝑇 + 𝑏𝑇𝑙𝑛𝐶𝑒                 (5) 

According to this equation, qe versus lnCe is plotted. 

The slope gives bT while the intercept gives the value 
of bTlnKT. According to this equation, qe: MB adsorbed 

on activated carbon (mg/g), Ce: Indicates the amount 

of MB remaining in the liquid phase (mg/L). bT is 
calculated from the value of RT/b. R is the ideal gas 

constant, T (°K) is the temperature and b is the temkin 

constant. KT is the binding energy [15]. 

2.2.4. Harkins-Jura isotherm 

According to Harkins-Jura isotherm model, there are 

micro and mesopores in the structure and multi-layer 

adsorption is available. Isotherm equation is given in 

equation 6. 

1

𝑞𝑒
2 =

𝐵𝐻

𝐴𝐻
−  

1

𝐴𝐻
𝑙𝑜𝑔𝐶𝑒                (6) 

According to this equation, 
1

𝑞𝑒
2 versus log Ce is 

plotted. Slope gives 1/AH, intercept gives BH/AH 

values. Ce: The amount of MB remaining in the liquid 

phase in equilibrium (mg/L), qe: The amount of MB 

adsorbed on the activated carbon (mg/g), AH, BH are 

the isotherm constants [16]. 

2.2.5. Halsey isotherm 

Halsey equation (Equation 7) is based on multi-layer 

adsorption with the adsorbate having micro and 

mesopores. 

𝑙𝑛𝑞𝑒 =
1

𝑛
𝑙𝑛𝑘 −

1

𝑛
𝑙𝑛𝐶𝑒               (7) 

According to this equation, lnqe versus lnCe is plotted. 

The slope is 1/n, intercept is 
1

𝑛
 lnk. Ce: the amount of 

MB remaining in the liquid phase (mg/L), qe: the 

amount of MB adsorbed on the activated carbon 

(mg/g), k value is the isotherm constant [16]. 

2.2.6. Dubinin- Radushkevich (D-R) isotherm 

It is an equation derived based on the micropore 

volume filling theory put forward for gas phase 

adsorption. In this model, the adsorption is assumed to 
occur with the multilayer model. Generally, this model 

is used to calculate adsorption energy. Dubinin-

Radushkevich isotherm equation is given in equation 
8. Potential energy and adsorption energy calculation 

equations are given in equations 9 and 10, respectively. 

𝑙𝑛𝑞𝑒 = 𝑙𝑛𝑞𝑚 − 𝐾′𝜀2            (8) 

𝜀 = 𝑅𝑇𝑙𝑛(1 +
1

𝐶𝑒
)               (9) 

𝐸 =
1

√2𝐾′
            (10) 

lnqe against the 𝜀2 (square of the potential energy) is 

plotted. qm: theoretical adsorption capacity (mg/g) and 

from the intercept and slope of this line, the constants 

of qm and K are found, respectively. R: gas constant 
(8.314 J mol-1 K-1), T: absolute temperature (°K), K': 

Isotherm constants related to adsorption energy, ε: 

potential Polanyi. The average adsorption energy (E) 
help us predict the adsorption mechanism. If the E 

value is 8-16 kj mol-1, the adsorption process is 

characterized by ion exchange. If E <8 kj mol-1, 
adsorption can be considered as physical, if 20 <E <40 

kjmol-1, adsorption can be considered chemical [17]. 

2.2.7. Janovich isotherm 

According to the Janovich isotherm, Langmuir 
assumes that the isotherm is valid in adsorption. But it 

is assumed to be important in the interactions between 

the adsorbate and the adsorbent, which are not in the 
Langmuir isotherm. The Janovich equation is given in 

equation 11. 

𝑞𝑒 = 𝑞𝑚(1 − 𝑒𝐾𝑗𝐶𝑒 )        (11) 

𝑙𝑛𝑞𝑒 = ln𝑞𝑚 − 𝐾𝑗𝐶𝑒          (12) 

The equation that occurred by linearization of Equation 

(11)  is given in Equation 12. 
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lnqe versus Ce is plotted. Slope gives value Kj. qm: 

theoretical adsorption capacity (mg/g), qe: amount 

adsorbed to equilibrium (mg/g), Ce: amount remaining 
in equilibrium solution (mg/L), Kj is janovich's 

constant [18]. 

2.2.8. Redlich-Peterson isotherm 

Redlich-Peterson isotherm is a mixture of two different 

isotherms, langmuir and Freundlich. Although the 

adsorption mechanism is a mixture, it assumes that 

adsorption takes place in a multi-layer. This isotherm 

equation is given in Equation 13. 

ln
𝐶𝑒

𝑞𝑒
= 𝛽𝑙𝑛𝐶𝑒 − 𝑙𝑛𝐴          (13) 

ln
𝐶𝑒

𝑞𝑒
  versus 𝑙𝑛𝐶𝑒  is plotted. The slope gives 𝛽 and 

intercept gives the value of lnA. Ce: amount remaining 

in equilibrium solution (mg/L), qe: amount adsorbed in 

equilibrium (mg/g), β and A are Redlich-Peterson 

constant [19]. 

2.2.9. Henry’s isotherm 

It is known as the most basic adsorption isotherm. This 

isotherm is generally valid at very low concentrations. 

It increases the adsorption capacity of the adsorbate by 

increasing the surface area. Henry's isotherm equation 

is given in equation 14. 

𝑞𝑒 = 𝐾𝐻𝐸𝑋𝐶𝑒             (14) 

According to this equation, qe versus Ce is plotted. 

From the slope of the graph, the Henry constant KHE is 

found. In the equation, qe: Amount adsorbed in 

equilibrium (mg/g), Ce: Amount remaining in the 

solution in equilibrium (mg/L) [19]. 

2.2.10. Hills isotherm 

According to Hills isotherm model,  homogeneous 

adsorbates are bound to adsorbents. Therefore, it 

affects other active sites on the surfaces of adsorbates 

and effect adsorption. The adsorption equation derived 

in this direction is given in equation 15. 

log (
𝑞𝑒

𝑞𝑆𝐻− 𝑞𝑒
) = 𝑛𝐻𝑙𝑜𝑔𝐶𝑒 − log𝐾𝐷       (15) 

 

log (
𝑞𝑒

𝑞𝑆𝐻− 𝑞𝑒
) versus log 𝐶𝑒  is plotted. In the resulting 

graph, 𝑛𝐻  is found from the slope and KD from 

intercept. In the equation, KD and 𝑛𝐻 hills constant, qe: 

adsorption amount of activated carbon (mg/g), Ce: 

Amount remaining in the solution in equilibrium 

(mg/L) [18]. 

3. Results and Discussion 

Adsorption is similar to an equilibrium reaction. When 

the solution is brought into contact with a certain 
amount of adsorbate, the concentration of the adsorbed 

material in the solution decreases until it reaches 

equilibrium with those on the adsorbent surface. After 
the adsorption balance is established, the concentration 

of the adsorbed substance in the solution phase remains 

constant. The amount of adsorbed that can be retained 

by an adsorbent is a function of the concentration and 
temperature of the adsorbed. Generally, the amount of 

material adsorbed is determined as a function of the 

concentration at constant temperature. The result 
function called adsorption isotherm is obtained by 

plotting the amount of solute adsorbed, in unit adsorber 

weight, against the solute concentration remaining in 
the solution in equilibrium at constant temperature. 

Adsorption isotherms are essential for our 

understanding of how adsorption occurs. From the 

isotherms drawn using adsorption equations, it can be 
predicted how adsorption takes place. According to 

correlation coefficients in the adsorption isotherms 

drawn, it is decided which isotherm suits and how the 
adsorption takes place. If the correlation coefficient 

(R2)has a value between 0 and 1, this indicates a 

positive relationship between the two variables. In 
other words, as the value of one variable increases, the 

other tends to increase. How clearly this relationship 

can be demonstrated depends on the value of R2. If the 

value of R2 is close to 1, the relationship between the 
two variables can be demonstrated well. However, as 

the value of R2 approaches 0, it can be said that there 

may be only a weak relationship between the two 
variables or that the available data (or the sensitivity of 

the data) are insufficient to reveal such a relationship. 

At this point, it means that the adsorption mechanism 

of the isotherm is applied to a correlation coefficient 
close to 1. In this study, adsorption isotherms were 

drawn in order to learn the relationship between two 

variables. The adsorption isotherms drawn are given in 
Figure 3.
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Figure 3. A. Langmuir Isotherm B. Freundlich Isotherm C. Temkin Isotherm D. Harkins-Jura Isotherm E. Halsey Isotherm F. 

Dubinin- Radushkevich Isotherm G. Janovich Isotherm H. Redlich-Peterson Isotherm I. Henry Isotherm J. Hills Isotherm 
 

Using the correlation coefficients (R2 values) obtained 
from the isotherm graphs shown in Figure 3, their 

applicability was evaluated and the R2 values obtained 

for each isotherm are given in Table 1. In addition, the 

constants of each isotherm were determined by using 
the slopes and intercept of the graphics in Figure 3. 

These constants are also given in Table 1.

Table 1. Constant parametres and correlation coefficients 

Langmuir  Freundlich  Temkin  

Qo (mg/g) 208,3 KF (L/mg) 259,47 -bT (J/mol) 8,33 

b (L/mg) 1,26 n 27,47 KTx10-14 (L/g) 3,51 

R2 0,9954 R2 0,6503 R2 0,665 

Harkins-Jura  Halsey  Janovich  

-AHx10-4 33 -n 0,17 qm (mg/g) 241,89 

-BH 3,3 k 1,238 Kjx10-4 (L/g) 8 

R2 0,6214 R2 0,6503 R2 0,5934 

Redlich-Peterson  Henry  Hills  

A (L/g) 259,48 -KHE 0,172 −𝑛𝐻x10-2 8 

𝛽 1,036 R2 0,6006 KD
 1,8 

R2 0,9993   R2 0,6703 

D-R      

qm (mg/g) 217,58     

-Kx10-7 (mol2/j2) 5     

R2 0,6285     

E (kj/mol) 1000     

 

According to Table 1, the correlation coefficients are 

listed as Redlich-Peterson ˃ Langmuir ˃ Hills 

˃Temkin ˃ Freundlich = Halsey ˃Harkins-Jura ˃ 
Dubinin-Radushkevich ˃Henry ˃Janovich. When the 

correlation coefficients are examined, the closest 

isotherms to 1 are Redlich-Peterson and Langmuir 
isotherms. Therefore, since the correlation values of 

the adsorption mechanism are very close to each other, 

it can be assumed that it occurs according to Redlich-

Peterson and Langmuir. When these two isotherm 
equations are examined, it is seen that the equations 

have similar properties. The Redlich-Peterson equation 

is based on the Langmuir equation and is obtained by 

combining this equation with the Freundlich equation. 
This equation obtained is similar to Freunlich's at high 

concentrations, while low concentrations are similar to 

Langmuir equation [20]. 

Table 2 demonstrates adsorption capacity of the 

different kinds of activated carbon used for MB 

removal.
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Table 2. Adsorption capacity of different activated carbon 

Adsorbent Raw Metarial Activation Chemical/Gas 
MB Adsorption 

Capacity 
Ref. 

Commercial Activated 

Carbon 
- - NiFe2O4 167.45 mg/g [22] 

Activate Carbons - - 
Silver 

Nanoparticles 
416. 66 mg/g [23] 

Activated Carbon Walnutt Shell 
Physical 

Activation 
CO2 174,81 mg/g [24] 

Activated Carbon 
Platanus 

Orientalis 

Chemical 

Activation 
ZnCl2 138,88 mg/g [25] 

Activated Carbon Almond Shell 
Chemical 

Activation 
ZnCl2 201.40 mg/g [26] 

Activated Carbon Sucrose 
Chemical 

Activation 
KOH 1666.66 mg/g [27] 

Activated Carbon Almond Shells 
Chemical 

Activation 
H2SO4 131.58 mg/g [28] 

Activated Carbon 
Peach Kernel 

Shells 

Physical 

Activation 
CO2 3,67 mg/g [29] 

Activated Carbon Pistachio Shell 
Physical 

Activation 
CO2 93,45 mg/g [30] 

Commercial Activated 

Carbon 
- - - 208,3 mg/g 

This 

Study 

 

4. Conclusions 

MB adsorption has been studied on commercially 
obtained activated carbon and applied to 10 different 

adsorption isotherms to understand the adsorption 

mechanism. The adsorption mechanism was 
estimated by examining their suitability to the 

isotherm equations on the line of the obtained 

results. The suitability of the isotherm equations was 

determined according to the correlation coefficients 
(R2) of the isotherms. The two isotherms with the 

highest correlation coefficients were Redlich-

Peterson and Langmuir. Since the correlation 
coefficients of other isotherm graphs are very low, 

the adsorption mechanisms in which the equations 

are explained are not correct for this study. Since the 

Redlich Peterson equation has the highest 
correlation coefficient, it can be thought that the 

adsorption mechanism occurs in this way. However, 

since this equation consists of a mixture of two 
different equations which are Langmuir and 

Freundlich equations, it is necessary to investigate 

which isotherm the equation integrate. The linear 
state of the Redrich-Peterson equation is shown in 

equation 13. Since the constant value of β in this 

equation is approximately equal to 1, the equation is 

reduced to the Langmuir equation [18,21]. In this 
case, the adsorption mechanism in the study 

integrate the definition of Langmuir. Adsorption 

took place in a single layer with a homogeneous 

adsorbent surface. 
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Abstract  

Hydrogen, which is obtained by water splitting using the electrolysis method, is one of the 

cleanest and most environmentally friendly energy carriers. However, since this production 

method is expensive, it is not preferred in industrial hydrogen production. Researchers 

working on this subject have intensified their studies to reduce costs. One of the most 
important factors determining the cost is the development of effective and inexpensive cathode 

and anode materials. In this study, the catalysts obtained by electrochemical deposition of 

nickel on the graphite rod, cobalt oxide using the drag effect and electrochemical platinum 

deposition on it, were used as the cathode material. The surface characterizations of the 

obtained catalysts were carried out using SEM and XRD techniques. The electrochemical 

properties of the catalysts were analyzed using electrochemical impedance spectroscopy, 

linear sweep voltammetry and potentiodynamic polarization methods. It was determined that 

the most effective nickel deposition time is 10 seconds, CoO content is 1.9 mg and platinum 

deposition time is 45 seconds. The initial potential for the hydrogen evolution reaction of the 

catalyst which has the highest catalytic efficiency was 75 mV and current density was 

determined as 500 mA cm-2 at the cathodic 0.5 VSHE overvoltage.  
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1. Introduction 

In the world, the effects of global warming caused by 

greenhouse gases in the atmosphere caused by fossil 

fuels used to meet the world's increasing energy needs 
are being felt day by day. [1, 2]. Therefore, the demand 

for clean and renewable energy sources is increasing 

day by day. [3]. Hydrogen is preferred as an alternative 

clean energy source to fossil fuels due to its high 
energy density, abundance, and environmental 

friendliness. [4, 5]. There are many methods for 

producing hydrogen. About 50% of global hydrogen 
demand is met by natural gas steam reform, 30% by oil 

reform, 18% by coal gasification, 3.9% by electrolysis 

of water and 0.1% by other sources [6-9]. To eliminate 

the negative effects of fossil fuel use on the 
environment, human health and climate, it is necessary 

to produce hydrogen from clean and abundant sources 

with environmentally friendly methods. [10-14]. The 
name of this hydrogen production method is green 

hydrogen production. Hydrogen production by 

electrolysis of water is one of the green production 
technologies. The purity of the hydrogen obtained by 

this method is quite high. However, one of the main 

problems of this production method is that the 

production cost is high compared to other methods. 
Developing effective and inexpensive cathode and 

anode materials in electrolysis processes has an 

important place in terms of cost. Therefore, researchers 
focused on the development of catalysts for a low-cost 

effective anode and cathode material. [15]. Different 

combinations of catalysts are formed using a single 

metal[16-18], binary [19-24], ternary metal alloys [25-
27] or metal oxides[28-31]. These combinations can be 

obtained by attaching to the support electrode with 

different applications such as metallurgical sintering 
method [24], electrochemical deposition method [32-

34], slurry application method [35] or spray coating 

method [31, 36].  In these applications, nickel-based 
catalysts are one of the most widely used metals 

because they are electrochemically advantageous and 

relatively inexpensive. [37-41]. Another element that 

is frequently used in the reactions of obtaining 
hydrogen by the electrolysis of water is cobalt and its 

oxide compounds. [31, 42-44] . Noble metals are often 

added in trace amounts to reduce the hydrogen 
evolution overvoltage. [45]. Platinum is one of the 

http://dx.doi.org/10.17776/csj.957198
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noble metals most capable of producing hydrogen 

among these noble metals. 

In this study, metallic nickel (Ni) was 
electrochemically deposited on a graphite rod (C). It is 

known that metal oxides create a synergistic effect with 

metals. [30]. Therefore, during metallic nickel 
deposition, nano-structured cobalt oxide (CoO) was 

added to the nickel deposition bath and suspended in 

the solution to attach the surface by the drag effect. 
Finally, trace amounts of platinum (Pt) were 

electrochemically deposited on the Ni-CoO 

combination. The obtained catalysts were 

electrochemically analyzed for hydrogen evolution 
reaction in alkaline medium using electrochemical 

impedance spectroscopy (EIS), linear sweep 

voltammetry (LSV), and potentiodynamic polarization 

techniques.  

2. Experimental Method 

2.1. Material and method 

Cylindrical graphite rods of 10 cm length were used as 

support electrodes in the experiments. These rods are 

insulated with polyester material, leaving only the 
lower ends open. The area of this active circular part 

that remains open is 0.283 cm2. Before each 

experiment, these rods were sanded with 1200 grit 
sandpaper, then washed with distilled water, acetone 

and again with distilled water, respectively. The cobalt 

oxide nanoparticles used in the study were synthesized 

as follows; 50 ml 0.6 M Co(NO3)2 . 6H2O (Fluka, ≥ 

98%) at 50℃ which was filled into a burette was added 

to 50 ml 3.2 M NaOH (Sigma-Aldrich, ≥ 99%) at 50℃ 

which is mixed dropwise. Then, 50 ml H2O2 (Merck , 
50 % w/w) was added dropwise by using burette to this 

stirred solution. The precipitate was filtered off and 

washed with distilled water. The resulting precipitate 

was dried at 110℃ for 10 hours [46]. Electrochemical 

deposition and analyzes were performed using 

potentiostat (Gamry interface 1000E). 

Three electrode techniques were used for 
electrochemical analyzes. Here, Pt sheet with a surface 

area of 2 cm2 as the anode (CE), Ag / AgCl as the 

reference electrode, and catalysts loaded on the 
graphite rod as the cathode (WE) were used. In these 

analyses, 1.0 M KOH solution was used as the 

electrolyte. EIS, LSV and potentiodynamic 
polarization techniques were used to determine the 

catalytic efficiency for hydrogen production.  EIS 

measurements were obtained in the frequency range of 

106 to 0.01 Hz with an amplitude of 10 mV. LSV 
measurements were made at a scan rate of 1 mV s-1 

between 0 V and cathodic 0.5 V. 

2.2. Experimental 

Graphite rods were electrochemically coated with a 

current density of 340.0 mA cm-2 in a nickel bath, the 

composition of which is given in Table 1. Therefore, 

three different deposition times (10, 60, and 110 s) 

were applied and denoted as Nit. Here t represents the 

nickel deposition time. 

Table 1. Compositions of electrochemical deposition baths for Ni and Pt. 

 NiSO4 .6H2O H3BO3 NiCl2.6H2O K2PtCl6 Total Volume 

Ni Bath 30 g 1.25 g 1 g --- 100 mL 

Pt Bath --- --- --- 0,1M (pH=1) 100 mL 

 

After determining the most effective deposition time 
for nickel, CoO nanoparticles were added into the 

nickel bath and suspended solution was obtained. In 

this way, while nickel deposition is done 
electrochemically, CoO is also deposited on the 

surface with the drag effect. In this section, five 

different CoO amounts (0.1 mg, 1.0 mg, 1.3 mg, 1.9 

mg, and 3.7 mg CoO) were prepared and the obtained 
catalysts were denoted as Nit-CoO(Xmg). Here x 

represents the amount of CoO added to the nickel-

plating bath. Finally, platinum (Pt) was 
electrochemically deposited on Nit-CoO(Xmg)  catalyst. 

In this section, metallic platinum was deposited with a 
current density of 3,53 mA cm-2 in three different 

deposition times (15, 30, and 45 s). This obtained 

catalyst was denoted as Nit-CoO(Xmg)_Ptt. 

After the Nit, Nit-CoO(Xmg) , and Nit-CoO(Xmg)_Ptt 

catalysts were prepared, the efficiency of the obtained 

catalysts in terms of hydrogen production was 

analyzed using EIS, LSV and potentiodynamic 
polarization techniques. Total hydrogen production for 

the best catalysts was calculated using a reverse 

burette[28]. Hydrogen produced at the cathode was 
collected in the reverse burette and after one hour the 
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total volume of hydrogen produced was measured. 

Experiments were carried out at 20 ℃  and under 736 

mmHg pressure. Pt electrode was used as the anode 
and 1.0 M KOH solution was used as the electrolyte. 

Surface characterization and elemental analyses of the 

catalysts were carried out with Field emission scanning 
electron microscope (FEI Quanta 650 Field Emission 

SEM) coupled with energy dispersive X-ray (EDX). 

The powder XRD measurements were performed with 

PANalytical EMPYREAN, 2θ angle between 5° and 

90°.  

3.   Results and Discussion 

The LSV technique was used to characterize all the 

catalysts obtained for hydrogen evolution reaction 

(HER). The overvoltage-current density curves for 
different nickel-deposition times on the graphite rod 

(C) given in Fig. 1 were taken at a scan rate of 1 mV s-

1 and in the range of 0 V and cathodic 0.5 VSHE. When 
Fig. 1 is examined, the initial potential of the HER for 

C is -0.35 V. Initial potentials of HER for Ni(10s), Ni(60s) 

ve Ni(110s) were shown in Fig. 1 as -0.26 V, -0.30 V and 

-0.29 V, respectively. 

Comparing the curves, it is seen that the highest 

cathodic current density and the lowest overvoltage for 

HER belong to Ni(10s) catalyst.

 

Figure 1. LSV diagrams of C, Ni(10s), Ni(60s), and Ni(110s) 

catalyst.  

EIS measurements at the overvoltage region provide 

information about the charge transfer resistance of 

catalyst for hydrogen evolution reaction. The Nyquist 
graphs obtained for the prepared catalysts at -0.3 VSHE 

in 1.0 M KOH solution were given in Fig. 2. The 

Nyquist graph for C is given in the inset graph. When 
Fig. 2 is examined, it is seen that all catalysts have a 

time constant due to charge transfer resistance and 

Ni(10s) catalyst has the lowest charge transfer resistance.  

It is known that metal-metal oxide composition has 

positive effects for catalysts used in hydrogen 

production [28]. Therefore, the effect of CoO on the 

HER was investigated by adding to the catalyst 
structure. Metal oxides are usually attached to the 

catalyst structure using conductive adhesives such as 

Polyvinylidene fluoride and carboxymethyl cellulose. 
These adhesives create additional resistance. To avoid 

such negative effects, CoO nanoparticles were added 

to the catalyst structure by the drag effect during 
electrochemical nickel deposition. Different amounts 

of CoO (0.1 mg, 1 mg, 1.3 mg, 1.9 mg, and 3.7 mg 

CoO) were added to the nickel deposition bath to 

obtain a suspended CoO nickel bath. 

The effect of CoO attachment during nickel deposition 

was investigated for HER using LSV and EIS 

techniques. The overvoltage (vs. SHE) – current 
density plots of catalysts defined as Nit-CoO(Xmg)  was 

given Fig. 3. When the figure is examined, the initial 

potentials of hydrogen evolution for Ni(10s), Ni(10s)-
CoO(0.1mg), Ni(10s)-CoO(1.0mg), Ni(10s)-CoO(1.3mg), Ni(10s)-

CoO(1.9mg) ve Ni(10s)-CoO(3.7mg) catalysts were obtained 

as  -0.26 V, -0.32 V, -0.34 V, -0.28 V, -0.22 V, and -

0.27 V, respectively. Comparing the curves obtained 
for the prepared catalysts at -0.3 VSHE overvoltage, it 

was determined that the highest current density was 

19.6 mA cm-2 and the lowest overvoltage for HER was 
-0.22 V. These values belong to Ni(10s)-CoO(1.9mg) 

catalyst. 

 

Figure 2. Nyquist diagrams of C, Ni(10s), Ni(60s) ve Ni(110s) 

catalyst 
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Figure 3. LSV diagrams of Ni(10s), Ni(10s)-CoO(0.1mg), Ni(10s)-
CoO(1.0mg), Ni(10s)-CoO(1.3mg), Ni(10s)-CoO(1.9mg) and Ni(10s)-

CoO(3.7mg) catalysts 

EIS measurements for Ni(10s), Ni(10s)-CoO(0.1mg), Ni(10s)-

CoO(1.0mg), Ni(10s)-CoO(1.3mg), Ni(10s)-CoO(1.9mg) and 
Ni(10s)-CoO(3.7mg) catalysts were taken in 1.0 M KOH 

solution and -0.3 VSHE overvoltage were given in Fig. 

4. When the curves in Fig. 4 were compared, it is seen 

that the lowest charge transfer resistance (2.6 Ω cm2) 

belongs to Ni(10s)-CoO(1.9mg) catalyst. 

 

Figure 4. Nyquist diagrams of Ni(10s), Ni(10s)-CoO(0.1mg), 

Ni(10s)-CoO(1.0mg), Ni(10s)-CoO(1.3mg), Ni(10s)-CoO(1.9mg) and 

Ni(10s)-CoO(3.7mg) catalysts 

One of the noble metals, Pt, was electrochemically 
deposited on the Ni(10s)-CoO(1.9mg) catalyst to increase 

the catalytic efficiency. Since it is a metal with high 

catalytic efficiency but expensive, so deposition times 

are kept short. Metallic Pt was deposited at a current 
density of 3.53 mA cm-2 in three different deposition 

times (15, 30 and 45 s). Prepared Nit-CoO(Xmg)_Ptt 

catalysts were electrochemically analyzed for HER 
activity using LSV and EIS techniques. Fig. 5 shows 

the overvoltage (vs. SHE) – current density plots of 

catalysts identified as Nit-CoO(Xmg)_Ptt. When the 

figure is examined, the starting potentials of hydrogen 

evolution of catalysts Ni(10s)-CoO(01.9mg), Ni(10s)-

CoO(1.9mg)_Pt15, Ni(10s)-CoO(1.9mg)_Pt30, and Ni(10s)-
CoO(1.9mg)_Pt45 are seen as -0.22 V, -0.13 V, -0.10 V 

and -0.075 V, respectively. When the curves at -0.3 

VSHE overvoltage were compared for the prepared 
catalysts, the highest cathodic current density was 

found to be 80.0 mA cm-2 and the lowest overvoltage 

value for HER was - 75 mV. These values belong to 

Ni(10s)-CoO(1.9mg)_Pt45 catalyst. 

To determine the catalytic activities of the platinum 

deposited catalysts, EIS measurements were taken at -

0.3 VSHE overvoltage. Nyquist plots for Ni(10s)-
CoO(01.9mg), Ni(10s)-CoO(1.9mg)_Pt15, Ni(10s)-

CoO(1.9mg)_Pt30, and Ni(10s)-CoO(1.9mg)_Pt45 catalysts 

were given in Fig. 6. When the figure is examined, it is 
seen that the lowest charge transfer resistance belongs 

to Ni(10s)-CoO(1.9mg)_Pt45 catalyst and is 0.35 Ω cm2. 

 

Figure 5. LSV diagrams of Ni(10s)-CoO(01.9mg), Ni(10s)-

CoO(1.9mg)_Pt15, Ni(10s)-CoO(1.9mg)_Pt30, and Ni(10s)-

CoO(1.9mg)_Pt45 catalysts. 

 

Figure 6. Nyquist diagrams of Ni(10s)-CoO(01.9mg), Ni(10s)-

CoO(1.9mg)_Pt15, Ni(10s)-CoO(1.9mg)_Pt30, and Ni(10s)-
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CoO(1.9mg)_Pt45 catalysts. Comparisons of the LSV curves 

of Ni(10s)-CoO(1.9mg)_Pt45 catalyst and 20% (w/w) Pt/C 

catalysts purchased commercially from ERDES 
Technology ve Chemistry Company in terms of HER 

are given in Fig. 7.  

 

Figure 7. LSV diagrams of Pt/C and Ni(10s)-CoO(1.9mg)_Pt45 

catalysts 

Initial potentials for HER of commercial Pt/C catalyst 

and Ni(10s)-CoO(1.9mg)_Pt45 catalyst were measured as 

cathodic 28 mV and 75 mV, respectively. The Pt/C 
catalyst appears to be more efficient when comparing 

the initial potentials for hydrogen evolution. However, 

the current densities of Pt/C and Ni(10s)-CoO(1.9mg)_Pt45 
catalyst at -0.5 VSHE overvoltage were measured as 88 

mA cm-2 and 500 mA cm-2, respectively. This shows 

that the current density of Ni(10s)-CoO(1.9mg)_Pt45 
catalyst at -0.5 VSHE overvoltage is 5 times higher than 

the commercial catalyst. 

The potentiodynamic polarization technique for 

catalysts Ni(10s), Ni(10s)-CoO(1.9mg), and Ni(10s)-
CoO(1.9mg)_Pt45 was applied at a scan rate of 10 mV s-1, 

in 1.0 M KOH solution in the range of  0 to 300 mV. 

Obtained data are graphed in Fig. 8. Current densities 
at some overvoltages, 50, 100 and 200 mV were used 

to compare the catalytic efficiency. Current densities at 

given overvoltages, Tafel constant (b) and i0 (-a/b), 

were given in Table 2. 

 

 

Table 2. Electrochemical data obtained from cathodic potentiodynamic polarization curves at different potentials. 

 -η50 

( mA cm-2) 

-η100 

(mA cm-2) 

-η200 

( mA cm-2) 

i0 

(mA cm-2) 

b 

(mV dec-1) 

Ni(10s) 2.87 2.80 2.58 3.11 288.71 

Ni(10s)-CoO(1,9mg) 2.73 2.62 2.29 2.97 248.62 

Ni(10s)-CoO(1,9mg)-Pt(45s) 2.84 2.32 1.39 4.04 73.53 

 

When the current densities obtained at a constant 

overvoltage are compared, it is seen that the Ni(10s)-

CoO(1.9mg)_Pt45 catalyst has a higher catalytic activity 

than the others. When the Tafel constant (b) values 
given in Fig. 8 are compared, the b values of Ni(10s) and 

Ni(10s)-CoO(1.9mg) catalysts have a value greater than 

120, and the b value for Ni(10s)-CoO(1.9mg)_Pt45 catalyst 
is less than 120. It can be understood that the hydrogen 

adsorption mechanism for the three catalysts is 

controlled according to Volmer- Heyrovsky 
mechanism. It is also seen that the rate determining 

reaction step for catalysts Ni(10s) and Ni(10s)-CoO(1.9mg) 

is Volmer and the rate determining reaction step for 

catalyst Ni(10s)-CoO(1.9mg)_Pt45 is Heyrovsky 

mechanism. 

Hydrogen evolution experiments in 1.0 M KOH 

solution using Pt/C, C, Ni(10s), Ni(10s)-CoO(1.9mg) ve 

Ni(10s)-CoO(1.9mg)_Pt45 catalysts were carried out for 1 

hour and at a current density of 200 mA cm-2. 

 

Figure 8. Cathodic potentiodynamic polarization curves of 

Ni(10s), Ni(10s)-CoO(1,9mg), and Ni(10s)-CoO(1,9mg)_Pt45 catalysts 

obtained in 1.0 M KOH solution. 

The results were given in Table 3. When the results are 

compared in terms of hydrogen production potential, it 

is seen that Ni(10s)-CoO(1.9mg)_Pt45 catalyst was more 
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effective. Considering the LSV curves in Fig. 7, it is 

seen that Pt/C is more effective at hydrogen output 

potential, but Ni(10s)-CoO(1.9mg)_Pt45 catalyst was more 

effective at higher overvoltages (≥ cathodic -150 mV). 

The hydrogen generation potentials in the overvoltage 

region in Table 3 confirm this. 

 

Table 3. Hydrogen production amounts of catalysts.  

 C Ni(10s) Ni(10s)-CoO(1.9mg) Ni(10s)-CoO(1.9mg)_Pt45 Pt/C 

Hydrogen 

Volume 

82.8 mL cm-2 85.4mL cm-2 86.2 mL cm-2 88.9 mL cm-2 87.2 mL cm-2 

 

XRD measurements were made on the PANalytical 
EMPYREAN instrument. XRD measurements of 

Ni(10s)-CoO(1.9mg)_Pt45 catalyst were given in Fig. 9. 

The peaks in the figure were defined using JCPDF 

No. 98-005-3781 (C), JCPDF No. 98-026-0169 (Ni), 
andJCPDF No. 98-010-5069 (Pt) reference cards. 

When the XRD graph was examined, two peaks 

belonging to C at 26.2 and 77.2, one peak belonging 
to Ni at 53.6 and two peaks belonging to Pt at 42.5 

and 82.8 were determined. The peak of CoO was not 

observed in the XRD graph. This is because CoO was 
attached to the structure by the drag effect during 

nickel deposition, so it remained under the nickel 

plate. Observation of the C peak in the structure 

supports that the surface was not completely covered 
and a catalyst with a porous structure was obtained.

 

Figure 9. XRD pattern of Ni(10s)-CoO(1.9mg)_Pt45 catalyst. 

SEM images of C (a), Ni(10s) (b), Ni(10s)-CoO(1.9mg) (c) 

ve Ni(10s)-CoO(1.9mg)_Pt45 (d) catalysts taken with 10.0 

kx magnification were given in Fig. 10. In Fig. 10a, 

carbon layers stacked on top of each other in the form 
of leaves are seen. Uniformly deposited nickel layers 

are shown in Fig. 10b. In Figure 10c, the presence of 

CoO in the structure is understood from the 

morphological differences in the structure due to the 
CoOs attached to the structure during nickel 

deposition. Finally, in Figure 10d, it is clearly seen that 

Pt is uniformly coated on the catalyst surface 

electrochemically, with a size of about 20-40 nm. 

 

 

 

 

Figure 10. SEM images of C (a), Ni(10s) (b), Ni(10s)-

CoO(1.9mg) (c), and Ni(10s)-CoO(1.9mg)_Pt45 (d) 

catalysts taken at 10.0 kx magnification. 

(a) 

(b) 

(c) 
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In addition, the surface composition and surface 

homogenization characterization of Ni(10s)-

CoO(1.9mg)_Pt45 catalyst using EDX and elemental 

mapping techniques were given in Fig. 11. When the 

figure is examined, it is seen that Nickel and CoO are 

uniformly deposited on the catalyst surface. 

 

Figure 11. Mapping and EDX results of Ni(10s)-

CoO(1,9mg)_Pt45 catalyst 

Conclusions 

In this study, catalysts with increased catalytic 

efficiency were obtained for HER by 
electrochemically deposited different compounds 

consisting of Ni, CoO and Pt on carbon support. All the 

obtained catalysts were analyzed by LSV and EIS 
techniques. In the nickel deposition process on carbon 

support, the most effective time for HER was 

determined as 10 seconds at 96 mA cm-2 and was 

shown as Ni(10s). CoO was added to the catalyst 
structure due to the catalytic efficiency-enhancing 

effect of metal-metal oxide structures for HER. In the 

process of adding CoO to the catalyst structure, the 
metal oxide was electrochemically deposited with a 

drag effect simultaneously during nickel deposition 

because avoid the negative effects of conductive 

adhesives. For deposition, different amounts of CoO 
were added to the Nickel bath and the most effective 

catalyst for HER was obtained when 1.9 mg of CoO 

was added, and it was symbolized as Ni(10s)-
CoO(1.9mg). The catalytic activities of noble metals 

are known. To increase the catalytic efficiency, traces 

of noble metals (Pt) were added electrochemically to 
the catalyst structure. Because Pt is quite expensive 

compared to other metals. Therefore, different 

deposition times were applied and the Pt deposition 

time for the most effective catalyst was determined as 
45 seconds and obtained catalyst was denoted as 

Ni(10s)-CoO(1.9mg)_Pt45. Elemental and surface 

characterizations of the obtained catalysts were made 

using SEM-EDX and XRD devices. According to 
these analyzes, it was observed that Ni, CoO and Pt 

were homogeneously distributed on the surface. The 

hydrogen production capabilities of the obtained 
catalysts were tested with the reverse burette method 

and it was determined that the Ni(10s)-CoO(1.9mg)_Pt45 

catalyst was more effective than the others. According 

to the potentiodynamic polarization technique, the 
hydrogen adsorption mechanism for the three catalysts 

is controlled by Volmer- Heyrovsky mechanism. It is 

also seen that the rate-determining reaction step for 
catalysts Ni(10s) and Ni(10s)-CoO(1.9mg) is Volmer 

and the rate-determining reaction step for catalyst 

Ni(10s)-CoO(1.9mg)_Pt45 is Heyrovsky mechanism. 
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 Abstract  

The current paper deals with the new modification of Bernstein-Stancu operators which 

preserve constant and Korovkin’s other test functions in limit case. We study the uniform 

convergence of the newly defined operators. The rate of convergence is investigated by 

means of the modulus of continuity, by using functions of Lipschitz class and by the help of 

Peetre-𝒦 functionals. Then a Voronovskaya type asymptotic formula for the newly 

constructed Bernstein-Stancu operators is presented. Finally, some graphs are given to 
illustrate the convergence properties of operators to some functions. 
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1. Introduction  

Approximation theory concerns with the approximation of functions by the help of simpler calculated functions. 

Linear positive operators play a crucial role in this area. The well-known linear and positive operators are 
Bernstein operators [1], which are defined as  

𝐵𝑠(𝑣; 𝑥) = ∑

𝑠

𝑚=0

(
 𝑠
𝑚

) 𝑥𝑠(1 − 𝑥)𝑠−𝑚𝑣 (
𝑚

𝑠
) ,    𝑠 ≥ 1 

for 𝑣 ∈ 𝐶[0,1] and 𝑥 ∈ [0,1]. In 1983, Stancu [2] studied a generalization of Bernstein operators  

𝑆𝑠
𝛼,𝛽

(𝑣; 𝑥) = ∑

𝑠

𝑚=0

(
 𝑠
𝑚

) 𝑥𝑚(1 − 𝑥)𝑠−𝑚𝑣 (
𝑚 + 𝛼

𝑠 + 𝛽
) 

with the condition 0 ≤ 𝛼 ≤ 𝛽. After that, various versions of  Bernstein operators are investigated by researchers 
such as [3-8]. Recently, a new modification of Bernstein operators is introduced by Usta [9] which unchanging 

constant test function and preserve Korovkin’s other test functions 𝑡 and 𝑡2 in limit case by  

𝐵𝑠
∗(𝑣; 𝑥) =

1

𝑠
∑

𝑠

𝑚=0

(
 𝑠
𝑚

) (𝑚 − 𝑠𝑥)2𝑥𝑚−1(1 − 𝑥)𝑠−𝑚−1𝑣 (
𝑚

𝑠
). 

And he proved the approximation properties of the 𝐵𝑠
∗(𝑣; 𝑥) operators. Motivated by this work, we construct a 

modification of Bernstein-Stancu operators. The new modification of Bernstein-Stancu operators is presented for 

𝑣 ∈ 𝐶[0,1] as follows:  

𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) =
1

𝑠
∑𝑠

𝑚=0 (
 𝑠
𝑚

) (𝑚 − 𝑠𝑥)2𝑥𝑚−1(1 − 𝑥)𝑠−𝑚−1𝑣 (
𝑚+𝛼

𝑠+𝛽
),                                                                   (1) 

where 0 ≤ 𝛼 ≤ 𝛽, 𝑥 ∈ (0,1) and 𝑠 ≥ 1.  

The aim of the current paper is to derive approximation properties for the operators (1) by working on Korovkin’s 
theorem [10].  

The rest of this paper is structured as follows: In Section 2, the certain elementary properties and uniform 
convergence of the newly constructed Bernstein-Stancu operators are investigated. In Section 3, the rate of 

convergence is studied, while Voronovskaya-type asymptotic formula is given in Section 4. In Section 5, the 

https://orcid.org/0000-0001-7837-2785
https://orcid.org/0000-0002-7738-903X
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numerical examples are illustrated to show the prosperousness of the theoretical results and the effectiveness of 

the defined operators. Finally, a brief conclusion about the paper is given in Section 6. 

2. Approximation Properties of 𝑩𝒔
𝜶,𝜷

 

In this part, we give some important auxiliary results which will be used in proving our main results of the 

following sections. First of all, we determine moments, central moments and some limit results for the operators 

(1). 

Lemma 2.1 For every 𝑥 ∈ (0,1) and 0 ≤ 𝛼 ≤ 𝛽, we write  

 

𝐵𝑠
𝛼,𝛽

(𝑒0; 𝑥) = 1, 

𝐵𝑠
𝛼,𝛽

(𝑒1; 𝑥) =
𝑠 − 2

𝑠 + 𝛽
𝑥 +

𝛼 + 1

𝑠 + 𝛽
, 

𝐵𝑠
𝛼,𝛽

(𝑒2; 𝑥) =
𝑠2 − 7𝑠 + 6

(𝑠 + 𝛽)2
𝑥2 +

(5 + 2𝛼)𝑠 − 6 − 4𝛼

(𝑠 + 𝛽)2
𝑥 +

(𝛼 + 1)2

(𝑠 + 𝛽)2
, 

𝐵𝑠
𝛼,𝛽

(𝑒3; 𝑥) =
𝑠3 − 15𝑠2 + 38𝑠 − 24

(𝑠 + 𝛽)3
𝑥3 +

(12 + 3𝛼)𝑠2 − (48 + 21𝛼)𝑠 + 36 + 18𝛼

(𝑠 + 𝛽)3
𝑥2

+
(13 + 15𝛼 + 3𝛼2)𝑠 − 14 − 18𝛼 − 6𝛼2

(𝑠 + 𝛽)3
𝑥 +

(𝛼 + 1)3

(𝑠 + 𝛽)3
, 

𝐵𝑠
𝛼,𝛽

(𝑒4; 𝑥) =
1

(𝛽 + 𝑠)4(𝑥 − 1)
(−1 + 𝛼4(𝑥 − 1) + (10 − 8𝑠)𝑥 + (−180 + 240𝑠 − 61𝑠2)𝑥2 + (390 − 615𝑠

+ 247𝑠2 − 22𝑠3)𝑥3 − (360 − 630𝑠 + 317𝑠2 − 48𝑠3 + 𝑠4)𝑥4 + (120 − 226𝑠 + 131𝑠2

− 26𝑠3 + 𝑠4)𝑥5 + 4𝛼3(𝑥 − 1)(1 + (−2 + 𝑠)𝑥)
+ 6𝛼2(𝑥 − 1)(1 + (−6 + 5𝑠)𝑥 + (6 − 7𝑠 + 𝑠2)𝑥2) + 4𝛼(𝑥 − 1)(1 + (−14 + 13𝑠)𝑥

+ 12(3 − 4𝑠 + 𝑠2)𝑥2 + (−24 + 38𝑠 − 15𝑠2 + 𝑠3)𝑥3)), 

 

where 𝑒𝑚 = 𝑡𝑚 for 𝑚 = 0,1,2,3,4. 
  

Lemma 2.2 For every 𝑥 ∈ (0,1) and 0 ≤ 𝛼 ≤ 𝛽, we have 

 

𝐵𝑠
𝛼,𝛽(𝑡 − 𝑥; 𝑥) = −

2 + 𝛽

𝑠 + 𝛽
𝑥 +

𝛼 + 1

𝑠 + 𝛽
, 

𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)2; 𝑥) =
−3𝑠 + 6 + 4𝛽 + 𝛽2

(𝑠 + 𝛽)2
𝑥2 +

3𝑠 − (6 + 4𝛼 + 2(𝛼 + 1)𝛽)

(𝑠 + 𝛽)2
𝑥 +

(𝛼 + 1)2

(𝑠 + 𝛽)2
, 

𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)4; 𝑥) =
1

(𝛽 + 𝑠)4(𝑥 − 1)
(−1 + 𝛼4(𝑥 − 1) + 2(5 + 2𝛽 − 2𝑠)𝑥 − (6𝛽2 + 𝛽(60 − 40𝑠) 

                              +15(12 − 12𝑠 + 𝑠2))𝑥2 + (4𝛽3 − 6𝛽2(−7 + 3𝑠) − 40𝛽(−5 + 4𝑠) + 5(78 − 83𝑠     
+ 9𝑠2))𝑥3 − (12𝛽3 + 𝛽4 − 36𝛽2(−2 + 𝑠) − 40𝛽(−6 + 5𝑠) + 15(24 − 26𝑠 + 3𝑠2))𝑥4  

     +(8𝛽3 + 𝛽4 + 𝛽(96 − 80𝑠) − 18𝛽2(−2 + 𝑠) + 5(24 − 26𝑠 + 3𝑠2))𝑥5 

     −4𝛼3(𝑥 − 1)(−1 + (2 + 𝛽)𝑥) + 6𝛼2(𝑥 − 1)(1 + (−6 − 2𝛽 + 3𝑠)𝑥 

                  +(6 + 4𝛽 + 𝛽2 − 3𝑠)𝑥2)  − 4𝛼(𝑥 − 1)(−1 + (14 + 3𝛽 − 10𝑠)𝑥 − 3(12 + 𝛽2 −

                                     3𝛽(−2 + 𝑠) − 10𝑠)𝑥2 + (24 + 6𝛽2 + 𝛽3 − 9𝛽(−2 + 𝑠) − 20𝑠)𝑥3)).          (2) 

 

Proof. 

 
With the help of the following equalities 

 

𝐵𝑠
𝛼,𝛽

(𝑡 − 𝑥; 𝑥) = 𝐵𝑠
𝛼,𝛽

(𝑒1; 𝑥) − 𝑥𝐵𝑠
𝛼,𝛽

(1; 𝑥), 
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𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)2; 𝑥) = 𝐵𝑠
𝛼,𝛽

(𝑒2; 𝑥) − 2𝑥𝐵𝑠
𝛼,𝛽

(𝑒1; 𝑥) + 𝑥2𝐵𝑠
𝛼,𝛽

(1; 𝑥), 

𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)4; 𝑥) = 𝐵𝑠
𝛼,𝛽

(𝑒4; 𝑥) − 4𝑥𝐵𝑠
𝛼,𝛽

(𝑒3; 𝑥) + 6𝑥2𝐵𝑠
𝛼,𝛽

(𝑒2; 𝑥) − 4𝑥3𝐵𝑠
𝛼,𝛽

(𝑒1; 𝑥) + 𝑥4𝐵𝑠
𝛼,𝛽

(1; 𝑥), 

 

and with the help of Lemma 2.1, we get the desired results.  

 
Lemma 2.3 We have following results  

 lim
𝑠→∞

𝑠𝐵𝑠
𝛼,𝛽

(𝑡 − 𝑥; 𝑥) = −(2 + 𝛽)𝑥 + 𝛼 + 1, (3) 

 lim
𝑠→∞

𝑠𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)2; 𝑥) = 3𝑥(1 − 𝑥), (4) 

 lim
𝑠→∞

𝑠2𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)4; 𝑥) = 15(𝑥 − 1)2𝑥2 . (5) 

 

Let the Banach space of all continuous functions 𝑣 on [0,1] is denoted by 𝐶[0,1] endowed with the norm  

 ‖𝑣‖ = 𝑚𝑎𝑥
𝑥∈(0,1)

|𝑣(𝑥)|. 

 Theorem 2.1 For every 𝑣 ∈ 𝐶[0,1], 𝑥 ∈ (0,1) and 0 ≤ 𝛼 ≤ 𝛽  

 ‖𝐵𝑠
𝛼,𝛽

(𝑣) − 𝑣‖ → 0, (6) 

 uniformly as 𝑠 → ∞.   

 

Proof. 

 
It can be seen clearly from Lemma 2.1 that  

  

 lim
𝑠→∞

𝐵𝑠
𝛼,𝛽

(𝑒𝑖; 𝑥) = 𝑡𝑖 ,        𝑖 = 0,1,2.  

 

Thus, we conclude the proof of the theorem thanks to the result of Korovkin’s theorem [10].  

  
3. Rate of Convergence 

In this section, we study the rate of convergence with the help of modulus of continuity, by using functions that 

belong to Lipschitz class and with the help of Peetre-𝒦 functionals, respectively.  

For 𝑣 ∈ 𝐶[0,1], the modulus of continuity is given by  

𝜔(𝑣, 𝛿): = sup
|𝑡−𝑥|≤𝛿

sup
   𝑥∈(0,1)

|𝑣(𝑡) − 𝑣(𝑥)|,    𝛿 > 0. 

Modulus of continuity of function 𝑣 has the property as follows: 

|𝑣(𝑡) − 𝑣(𝑥)| ≤ (1 +
(t−𝑥)2

𝛿2
)  𝜔(𝑣, δ). 

 

Theorem 3.1 For every 𝑥 ∈ (0,1), 𝑣 ∈ 𝐶[0,1] and 0 ≤ 𝛼 ≤ 𝛽,  

|𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| ≤ 2𝜔(𝑣, 𝛿𝑠(x)).                                     (7) 

 

Here,   

𝛿𝑠(x) =
√𝛼2 + 2𝛼 + 1 + (3𝑠 − (6 + 4𝛼 + 2(𝛼 + 1)𝛽))𝑥 + (−3𝑠 + 6 + 4𝛽 + 𝛽2)𝑥2

𝑠 + 𝛽
. 
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Proof.  

|𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| = |
1

𝑠
∑

𝑠

𝑚=0

(
𝑠
𝑚

) (𝑚 − 𝑠𝑥)2𝑥𝑚−1(1 − 𝑥)𝑠−𝑚−1𝑣 (
𝑚 + 𝛼

𝑠 + 𝛽
) − 𝑣(𝑥)| 

        ≤
1

𝑠
∑𝑠

𝑚=0 (
𝑠
𝑚

) (𝑚 − 𝑠𝑥)2𝑥𝑚−1(1 − 𝑥)𝑠−𝑚−1 |𝑣 (
𝑚+𝛼

𝑠+𝛽
) − 𝑣(𝑥)| 

        ≤
1

𝑠
∑𝑠

𝑚=0 (
𝑠
𝑚

) (𝑚 − 𝑠𝑥)2𝑥𝑚−1(1 − 𝑥)𝑠−𝑚−1 (1 +
1

𝛿2

(𝑚+𝛼−𝑥(𝑠+𝛽))2

(𝑠+𝛽)2
) 𝜔(𝑣, 𝛿) 

        = (1 +
1

𝛿2

𝛼2+2𝛼+1+(3𝑠−(6+4𝛼+2(𝛼+1)𝛽))𝑥+(−3𝑠+6+4𝛽+𝛽2)𝑥2

(𝑠+𝛽)2
) 𝜔(𝑣, 𝛿). 

If we choose  

𝛿 = 𝛿𝑠(x) =
√𝛼2 + 2𝛼 + 1 + (3𝑠 − (6 + 4𝛼 + 2(𝛼 + 1)𝛽))𝑥 + (−3𝑠 + 6 + 4𝛽 + 𝛽2)𝑥2

𝑠 + 𝛽
, 

then we achieve that  

  

|𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| ≤ 2𝜔 (𝑣,
√𝛼2 + 2𝛼 + 1 + (3𝑠 − (6 + 4𝛼 + 2(𝛼 + 1)𝛽))𝑥 + (−3𝑠 + 6 + 4𝛽 + 𝛽2)𝑥2

𝑠 + 𝛽
), 

which is the desired result. 
 

Just now, we investigate the rate of convergence of 𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) by using functions of Lipschitz class. Let’s recall 

that a function 𝑣 ∈ 𝐿𝑖𝑝𝐾(𝑐) on (0,1) if the inequality  

 

|𝑣(𝑡) − 𝑣(𝑥)| ≤ 𝐾|𝑡 − 𝑥|𝑐   ;  ∀𝑡, 𝑥 ∈ (0,1)                                                                                                         (8) 

holds. 

 

Theorem 3.2 Let 𝑣 ∈ 𝐿𝑖𝑝𝐾(𝑐), 0 < 𝑐 ≤ 1, 0 ≤ 𝛼 ≤ 𝛽, then we have  

 

|𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| ≤ 𝐾[𝛿𝑠(𝑥)]𝑐 , 

 where  

𝛿𝑠(𝑥) =
√𝛼2 + 2𝛼 + 1 + (3𝑠 − (6 + 4𝛼 + 2(𝛼 + 1)𝛽))𝑥 + (−3𝑠 + 6 + 4𝛽 + 𝛽2)𝑥2

𝑠 + 𝛽
. 

Proof.  

Let 𝑣 ∈ 𝐿𝑖𝑝𝐾(𝑐),  0 < 𝑐 ≤ 1 and 0 ≤ 𝛼 ≤ 𝛽. By using (8) and the linearity and monotonicity of the operators 

𝐵𝑠
𝛼,𝛽

 we have  

 

|𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| ≤ 𝐵𝑠
𝛼,𝛽

(|𝑣(𝑡) − 𝑣(𝑥)|; 𝑥) 

                    ≤ 𝐾𝐵𝑠
𝛼,𝛽

(|𝑡 − 𝑥|𝑐; 𝑥). 

By taking 𝑝 =
2

𝑐
, 𝑞 =

2

2−𝑐
 in the Hölder’s inequality, we get  

|𝐵𝑠
𝛼,𝛽(𝑣; 𝑥) − 𝑣(𝑥)| ≤ 𝐾 {𝐵𝑠

𝛼,𝛽((𝑡 − 𝑥)2; 𝑥)}

𝑐

2
 

                     ≤ 𝐾[𝛿𝑠(𝑥)]𝑐 

immediately. If we choose  
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𝛿𝑠(𝑥) =
√𝛼2 + 2𝛼 + 1 + (3𝑠 − (6 + 4𝛼 + 2(𝛼 + 1)𝛽))𝑥 + (−3𝑠 + 6 + 4𝛽 + 𝛽2)𝑥2

𝑠 + 𝛽
 

the proof is completed.  

Lastly, we mention the rate of convergence of our operator 𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) by means of Peetre-𝒦 functionals. First 

of all, we give the following lemma: 

 

Lemma 3.1 For 𝑥 ∈ (0,1), 𝑣 ∈ 𝐶[0,1] and 0 ≤ 𝛼 ≤ 𝛽, we have  

 

|𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥)| ≤ ||𝑣||. (9) 

 

Proof. 

From the definiton of 𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥), we write 

|𝐵𝑠
𝛼,𝛽(𝑣; 𝑥)| = |

1

𝑠
∑

𝑠

𝑚=0

(
𝑠
𝑚

) (𝑚 − 𝑠𝑥)2𝑥𝑚−1(1 − 𝑥)𝑠−𝑚−1𝑣 (
𝑚 + 𝛼

𝑠 + 𝛽
)| 

                       ≤
1

𝑠
∑

𝑠

𝑚=0

(
𝑠
𝑚

) (𝑚 − 𝑠𝑥)2𝑥𝑚−1(1 − 𝑥)𝑠−𝑚−1 |𝑣 (
𝑚 + 𝛼

𝑠 + 𝛽
)| 

                       ≤ ||𝑣||𝐵𝑠
𝛼,𝛽

(1; 𝑥) 

                       = ||𝑣||. 

 

Currently, we recall the properties of Peetre-𝒦 functionals. 𝐶2[0,1] is the space of the functions 𝑣, for which 

𝑣, 𝑣′ and 𝑣′′ are continuous on [0,1].  We define classical Peetre-𝒦 functional as follows:  

𝒦(𝑣, 𝛿): = inf
𝑢∈𝐶2[0,1]

{‖𝑣 − 𝑢‖𝐶[0,1] + 𝛿‖𝑢′′‖
𝐶[0,1]

} 

and second modulus of smoothness of the function is defined by  

𝜔2(𝑣, 𝛿): = sup
0<ℎ<𝛿

    sup
𝑥,𝑥+2ℎ∈(0,1)

|𝑣(𝑥 + 2ℎ) − 2𝑣(𝑥 + ℎ) + 𝑣(𝑥)| 

where 𝛿 > 0. By [11], it is known that for 𝐴 > 0  

𝒦(𝑣, 𝛿) ≤ 𝐴𝜔2(𝑣, √𝛿). 

 

Theorem 3.3 Let 𝑥 ∈ (0,1), 𝑣 ∈ 𝐶[0,1] and 0 ≤ 𝛼 ≤ 𝛽. Then we have for all 𝑠 ∈ ℕ, there exists a positive 
constant A such that,  

|𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| ≤ 𝐴𝜔2(𝑣, 𝛼𝑠(𝑥)) + 2𝜔(𝑣, 𝛽𝑠(𝑥)), 

where   

𝛼𝑠(𝑥) = √
3 + 6𝛼 + 3𝛼2 − 6𝛼(2 + 𝛽)𝑥 − 2(8 + 3𝛽 − 3𝑠)𝑥 + (16 + 12𝛽 + 3𝛽2 − 6𝑠)𝑥2

2(𝑠 + 𝛽)2
 

and  

𝛽𝑠(𝑥) = |
1 + 𝛼 − (2 + 𝛽)𝑥

𝑠 + 𝛽
|. 

Proof.   

 

Define an auxiliary operator 𝐵𝑠
∗: 𝐶[0,1] → 𝐶[0,1] by  

𝐵𝑠
∗(𝑢; 𝑥) = 𝐵𝑠

𝛼,𝛽
(𝑢; 𝑥) − 𝑢 (

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
) + 𝑢(𝑥). (10) 
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From Lemma 2.1, we have  

 

𝐵𝑠
∗(1; 𝑥) = 1 

𝐵𝑠
∗(𝑡 − 𝑥; 𝑥) = 𝐵𝑠

𝛼,𝛽
((𝑡 − 𝑥); 𝑥) − (

(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
− 𝑥) + 𝑥 − 𝑥 

         = (−
2+𝛽

𝑠+𝛽
𝑥 +

𝛼+1

𝑠+𝛽
) − (

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
− 𝑥) + 𝑥 − 𝑥 

                         = 0. (11) 

For a given function 𝑢 ∈ 𝐶2[0,1], we have by the Taylor expansion that  

𝑢(𝑡) = 𝑢(𝑥) + (𝑡 − 𝑥)𝑢′(𝑥) + ∫
𝑡

𝑥
(𝑡 − 𝑚)𝑢′′(𝑚)𝑑𝑚,   𝑡 ∈ (0,1). (12) 

Applying 𝐵𝑠
∗ operator to the both sides of the equation (12), we obtain  

𝐵𝑠
∗(𝑢; 𝑥) = 𝐵𝑠

∗ (𝑢(𝑥) + (𝑡 − 𝑥)𝑢′(𝑥) + ∫
𝑡

𝑥

(𝑡 − 𝑚)𝑢′′(𝑚)𝑑𝑚; 𝑥) 

                 = 𝑢(𝑥) + 𝐵𝑠
∗((𝑡 − 𝑥)𝑢′(𝑥); 𝑥) + 𝐵𝑠

∗ (∫
𝑡

𝑥

(𝑡 − 𝑚)𝑢′′(𝑚)𝑑𝑚; 𝑥). 

So,  

𝐵𝑠
∗(𝑢; 𝑥) − 𝑢(𝑥) = 𝑢′(𝑥)𝐵𝑠

∗((𝑡 − 𝑥); 𝑥) + 𝐵𝑠
∗ (∫

𝑡

𝑥

(𝑡 − 𝑚)𝑢′′(𝑚)𝑑𝑚; 𝑥). 

By using (10) and (11), we get  

𝐵𝑠
∗(𝑢; 𝑥) − 𝑢(𝑥) = 𝐵𝑠

∗ (∫
𝑡

𝑥

(𝑡 − 𝑚)𝑢′′(𝑚)𝑑𝑚; 𝑥) 

  = 𝐵𝑠
𝛼,𝛽 (∫

𝑡

𝑥
(𝑡 − 𝑚)𝑢′′(𝑚)𝑑𝑚; 𝑥) − ∫

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
𝑥

(
(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
− 𝑚) 𝑢′′(𝑚)𝑑𝑚 

        + ∫
𝑥

𝑥
(

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
− 𝑚) 𝑢′′(𝑚)𝑑𝑚. (13) 

Furthermore,  

|∫
𝑡

𝑥

(𝑡 − 𝑚)𝑢′′(𝑚)𝑑𝑚| ≤ ∫
𝑡

𝑥

|𝑡 − 𝑚||𝑢′′(𝑚)|𝑑𝑚 ≤ ||𝑢′′|| ∫
𝑡

𝑥

|𝑡 − 𝑚|𝑑𝑚 

              ≤ (𝑡 − 𝑥)2||𝑢′′||, (14) 

and  

|∫

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽

𝑥

(
(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
− 𝑢) 𝑢′′(𝑚)𝑑𝑚| ≤ ||𝑢′′|| ∫

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽

𝑥

(
(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
− 𝑚) 𝑑𝑚 

                                                       =
||𝑢′′||

2
((

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
)

2

− 2
(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
𝑥 + 𝑥2) 

                                                      =
||𝑢′′||

2
(

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
− 𝑥)

2

. (15) 

 

Let’s rewrite (14) and (15) in the absolute value of (13). Then we obtain  
 

|𝐵𝑠
∗(𝑢; 𝑥) − 𝑢(𝑥)| ≤ ||𝑢′′||𝐵𝑠

𝛼,𝛽
((𝑡 − 𝑥)2; 𝑥) +

||𝑢′′||

2
(

(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
− 𝑥)

2

 

     = ||𝑢′′|| (𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)2; 𝑥) +
1

2
(

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
− 𝑥)

2

) 

     = ||𝑢′′||𝛼𝑠
2(𝑥), 
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where  

                   𝛼𝑠(𝑥) = √𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)2; 𝑥) +
1

2
(

(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
− 𝑥)

2

 

                               = √
3 + 6𝛼 + 3𝛼2 − 6𝛼(2 + 𝛽)𝑥 − 2(8 + 3𝛽 − 3𝑠)𝑥 + (16 + 12𝛽 + 3𝛽2 − 6𝑠)𝑥2

2(𝑠 + 𝛽)2
. 

Now, we will find an upper bound for the auxiliary operator 𝐵𝑠
∗(𝑢; 𝑥). In the light of the Lemma 3.1, we get  

|𝐵𝑠
∗(𝑢; 𝑥)| = |𝐵𝑠

𝛼,𝛽
(𝑢; 𝑥) − 𝑢 (

(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
) + 𝑢(𝑥)| 

                    ≤ |𝐵𝑠
𝛼,𝛽

(𝑢; 𝑥)| + |𝑢 (
(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
)| + |𝑢(𝑥)| 

                    ≤ 3||𝑢||. 

Accordingly,  

|𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| = |𝐵𝑠
∗(𝑣; 𝑥) − 𝑣(𝑥) + 𝑣 (

(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
) − 𝑣(𝑥) + 𝑢(𝑥) − 𝑢(𝑥) 

                +𝐵𝑠
∗(𝑢; 𝑥) − 𝐵𝑠

∗(𝑢; 𝑥)| 

        ≤ |𝐵𝑠
∗(𝑣 − 𝑢; 𝑥) − (𝑣 − 𝑢)(𝑥)| + |𝐵𝑠

∗(𝑢; 𝑥) − 𝑢(𝑥)| + |𝑣 (
(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
) − 𝑣(𝑥)| 

        ≤ 4||𝑣 − 𝑢|| + ||𝑢′′||𝛼𝑠
2(𝑥) + 𝜔(𝑣, 𝛽𝑠(𝑥)) (1 +

|
(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
−𝑥|

𝛽𝑠(𝑥)
) 

         = 4||𝑣 − 𝑢|| + ||𝑢′′||𝛼𝑠
2(𝑥) + 2𝜔 (𝑣, |

(𝑠−2)𝑥+𝛼+1

𝑠+𝛽
− 𝑥|), (16) 

where  

                          𝛽𝑠(𝑥) = |
(𝑠 − 2)𝑥 + 𝛼 + 1

𝑠 + 𝛽
− 𝑥| 

                                      = |
1 + 𝛼 − (2 + 𝛽)𝑥

𝑠 + 𝛽
|. 

Finally, for all 𝑣 ∈ 𝐶2[0,1] take the infimum of the equation (16). We achieve 

 |𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| ≤ 4𝒦(𝑢, 𝛼𝑠
2(𝑥)) + 2𝜔(𝑣, 𝛽𝑠(𝑥)). (17) 

As a result, using the property of Peetre-𝒦 functional, we obtain  

 |𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)| ≤ 𝐴𝜔2(𝑣, 𝛼𝑠(𝑥)) + 2𝜔(𝑣, 𝛽𝑠(𝑥)). (18) 

Thus the proof is completed. 

 

 

 

4. Voronovskaya-Type Theorem 
 

In 1932, Voronovskaya [12] obtain the convergence speed of the the 𝐵𝑠(𝑣; 𝑥) operators to the function 𝑣. In this 

section, we give a Voronovskaya-type asymptotic formula for 𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) operators.  

 

Theorem 4.1 Let 𝑣 be integrable on the interval (0,1), also 𝑢′ and 𝑢′′ exist at a fixed point 𝑥 ∈ (0,1). Then we 
have  

 lim
𝑠→∞

𝑠 (𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)) = (−(2 + 𝛽)𝑥 + 𝛼 + 1)𝑣′(𝑥) +
3

2
𝑥(1 − 𝑥)𝑣′′(𝑥). (19) 

Proof. 
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By using the well-known Taylor’s formula, we write  

 𝑣(𝑡) = 𝑣(𝑥) + (𝑡 − 𝑥)𝑣′(𝑥) +
(𝑡−𝑥)2

2
𝑣′′(𝑥) + ℛ(𝑡, 𝑥)(𝑡 − 𝑥)2, (20) 

where ℛ(𝑡, 𝑥): =
𝑣′′(𝜉)−𝑣′′(𝑥)

2
 is Peano form of the remainder term such that 𝜉 lying between 𝑥 and 𝑡. Also, 

lim
𝑡→𝑥

ℛ(𝑡, 𝑥) = 0. By applying 𝐵𝑠
𝛼,𝛽

 operators to (20), we get  

𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥) = 𝑣′(𝑥)𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥); 𝑥) +
𝑣′′(𝑥)

2
𝐵𝑠

𝛼,𝛽
((𝑡 − 𝑥)2; 𝑥) 

                                      +𝐵𝑠
𝛼,𝛽

(ℛ(𝑡, 𝑥)(𝑡 − 𝑥)2; 𝑥). (21) 

When we multiply (21) by 𝑠 and take the limit as 𝑠 goes to infinity, we achieve  

lim
𝑠→∞

𝑠 (𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)) = lim
𝑠→∞

𝑠𝑣′(𝑥)𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥); 𝑥) + lim
𝑠→∞

𝑠
𝑣′′(𝑥)

2
𝐵𝑠

𝛼,𝛽
((𝑡 − 𝑥)2; 𝑥) 

                       + lim
𝑠→∞

𝑠𝐵𝑠
𝛼,𝛽

(ℛ(𝑡, 𝑥)(𝑡 − 𝑥)2; 𝑥). 

Considering Lemma 2.3, Eqn. (3) and Eqn. (4) we obtain  

lim
𝑠→∞

𝑠𝑣′(𝑥)𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥); 𝑥) = 𝑣′(𝑥) lim
𝑠→∞

𝑠𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥); 𝑥) 

                      = 𝑣′(𝑥)(−(2 + 𝛽)𝑥 + 𝛼 + 1) 

and  

lim
𝑠→∞

𝑠
𝑣′′(𝑥)

2
𝐵𝑠

𝛼,𝛽
((𝑡 − 𝑥)2; 𝑥) =

𝑣′′(𝑥)

2
lim
𝑠→∞

𝑠𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)2; 𝑥) 

                                                        =
𝑣′′(𝑥)

2
(3𝑥 − 3𝑥2). 

Therefore, we have  

lim
𝑠→∞

𝑠 (𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)) = (−(2 + 𝛽)𝑥 + 𝛼 + 1)𝑣′(𝑥) +
3

2
𝑥(1 − 𝑥)𝑣′′(𝑥) 

                                                       + lim
𝑠→∞

𝑠𝐵𝑠
𝛼,𝛽

(ℛ(𝑡, 𝑥)(𝑡 − 𝑥)2; 𝑥). (22) 

In order to complete the proof, we need to prove that  

                                                     lim
𝑠→∞

𝑠𝐵𝑠
𝛼,𝛽

(ℛ(𝑡, 𝑥)(𝑡 − 𝑥)2; 𝑥). 

Using the Cauchy-Schwarz inequality for the remainder term, we obtain  

 𝑠𝐵𝑠
𝛼,𝛽

(ℛ(𝑡, 𝑥)(𝑡 − 𝑥)2; 𝑥) ≤ √𝐵𝑠
𝛼,𝛽

(ℛ2(𝑡, 𝑥); 𝑥)√𝑠2𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)4; 𝑥). (23) 

We already know the term 𝐵𝑠
𝛼,𝛽

((𝑡 − 𝑥)4; 𝑥) from Eqn. (2). Since ℛ2(. , 𝑥) is continuous at 𝑡 ∈ (0,1) and 

lim
𝑡→𝑥

ℛ(𝑡, 𝑥) = 0, we observe that  

 lim
𝑠→∞

𝐵𝑠
𝛼,𝛽

(ℛ2(𝑡, 𝑥); 𝑥) = ℛ2(𝑥, 𝑥) = 0. (24) 

Hence, by using (2), (23), (24) and positivity of the linear operators 𝐵𝑠
𝛼,𝛽

, we have  

 lim
𝑠→∞

𝑠𝐵𝑠
𝛼,𝛽

(ℛ(𝑡, 𝑥)(𝑡 − 𝑥)2; 𝑥) = 0. (25) 

Finally, by substituting (25) in (22) we deduce  

 lim
𝑠→∞

𝑠 (𝐵𝑠
𝛼,𝛽

(𝑣; 𝑥) − 𝑣(𝑥)) = (−(2 + 𝛽)𝑥 + 𝛼 + 1)𝑣′(𝑥) +
3

2
𝑥(1 − 𝑥)𝑣′′(𝑥) 

as desired. 
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5. Graphical Analysis 
 

In this section, we show the convergence of the newly constructed operators 𝐵𝑠
𝛼,𝛽

 with function 𝑣.  

Let the the function 𝑣 be  

𝑣(𝑥) = tan (
𝑥

16
) (

𝑥

8
)

2

(1 −
𝑥

4
)

3

. 

We know that, the operators 𝐵𝑠
𝛼,𝛽

 have been given for the interval (0,1). For this reason, we define the interval  

[0 + 𝜖, 1 − 𝜖], where 𝜖 = 0.0001.  

Then for 𝛼 = 1.01 and 𝛽 = 1.02, we have plotted the convergence of the 𝐵𝑠
∗ Bernstein operators [7] and newly 

constructed 𝐵𝑠
𝛼,𝛽

 Bernstein-Stancu operators to the function 𝑣 in Fig. 1 for different 𝑠 values.  

 
Figure 1. Convergence of 𝐵𝑠

𝛼,𝛽
(𝑣; 𝑥) and 𝐵𝑠

∗(𝑣; 𝑥) to the function 𝑣(x) for different values of 𝑠 with fixed 𝛼 = 1.01, 𝛽 = 1.02. 

 

The maximum error estimation for operators 𝐵𝑠
𝛼,𝛽

 and 𝐵𝑠
∗ to the function 𝑣(𝑥) = tan (

𝑥

16
) (

𝑥

8
)

2
(1 −

𝑥

4
)

3

 is 

presented in Table 1 for the interval 𝑥 ∈ [0 + 𝜖, 1 − 𝜖].  
 
Table 1. Error estimation table 

 

s Max
𝑥∈[0+𝜖,1−𝜖]

| 𝐵𝑠
∗(𝑣; 𝑥) − 𝑣(𝑥)| Max

𝑥∈[0+𝜖,1−𝜖]
|𝐵𝑠

𝛼,𝛽(𝑣; 𝑥) − 𝑣(𝑥)| 

25 3.17794. 10−5 3.05525. 10−5 

75 1.06654. 10−5 1.05226. 10−5 

100 8.00549. 10−6 7.92454. 10−6 

170 4.71371. 10−6 4.68533. 10−6 

   

 

 

For a second example, let the the function 𝑣 be  

𝑣(𝑥) =
𝑥3

3
−

𝑥2

10
+

3𝑥

10
 

and [0 + 𝜖, 0.8 − 𝜖] where 𝜖 = 0.01. Then for 𝛼 = 0.01 and 𝛽 = 0.1, we have plotted the convergence of the 

𝐵𝑠
𝛼,𝛽

 Bernstein-Stancu operators to the function 𝑣 in Fig. 2 for 𝑠 = 170.  
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Figure 2. Convergence of 𝐵𝑠

𝛼,𝛽
(𝑣; 𝑥) for 𝑠 = 170 with fixed 𝛼 = 0.01, 𝛽 = 0.1. 

 

The error estimation for operators 𝐵𝑠
𝛼,𝛽

 to the function 𝑣(𝑥) =
𝑥3

3
−

𝑥2

10
+

3𝑥

10
 is presented in Table 2 at the points 

x=0.1, 0.2, 0.4, 0.6 and x=0.79.  Additionally, maximum error for  Bernstein-Stancu operators to the function 𝑣 is 

calculated for 𝑥 ∈ [0 + 𝜖, 0.8 − 𝜖], 𝜖 = 0.01. . 
 

Table 2. Error estimation table 

 

s Error for   

x=0.1 

Error for 

x=0.2 

Error for 

x=0.4 

Error for 

x=0.6 

Error for 

x=0.79 
Max

𝑥∈[0+𝜖,0.8−𝜖]
|𝐵𝑠

𝛼,𝛽
(𝑣; 𝑥) − 𝑣(x)| 

25 0.00962 0.00944 0.01114 0.00827 0.00663 0.01157 

75    0.00313 0.00305 0.00373 0.00291 0.00210 0.00388 

100 0.00234 0.00227 0.00280 0.00220 0.00156 0.00291 

170 0.00137 0.00133 0.00164 0.00130 0.00091 0.00171 
       

 

As we can see in Fig. 1 and Fig. 2, the newly defined Bernstein-Stancu operators present good approximation 

behaviour in function approximation. 

 

6. Conclusion 

 
In this paper, we investigated Stancu-type generalization of the new modification of Bernstein operators. We 

examined that the newly defined Bernstein-Stancu operators fix constant and preserve Korovkin’s other test 

functions in limit case. Also, we improved many approximation properties such as the rate of approximation, 
Voronovskaya-type asymptotic formula. Furthermore, we demonstrated the theoretical results by using graphical 

representations. 

Conflicts of interest 

The authors declared there is no conflict of interest associated with this work. 

References   

[1] Bernstein S.N., Démonstration du théorem de 

Weierstrass fondée sur le calculu des probabilités, 

Commun. Kharkov Math. Soc., 13(2) (1912) 1-2. 

 

[2] Stancu D.D., Approximation of function by 
means of a new generalized Bernstein operator, 

Calcolo,  20(2) (1983) 211-229. 

 



Sofyalıoğlu, Kanat / Cumhuriyet Sci. J., 42(4) (2021) 862-872 

872 

 

[3] Cai Q.-B., Lian B.-Y., Zhou G., Approximation 

properties of 𝜆-Bernstein operators, J. Inequal. 

Appl., 61 (2018) 1-11. 

[4] Kajla A., Acar T., Blending type approximation 

by generalized Bernstein-Durrmeyer type 

operators, Miskolc Math. Notes, 19(1) (2018)  

319-336. 

[5] Mohiuddine S.A., Özger F., Approximation of 

functions by Stancu variant of Bernstein-
Kantorovich operators based on shape parameter 

α, RACSAM, 114(70) (2020) 1-17. 

[6] Srivastava H.M., Özger F., Mohiuddine SA., 

Construction of Stancu-type Bernstein operators 

based on Bezier bases with shape parameter 𝜆, 

Symmetry, 11(3) (2019) 1-22. 

[7] Cai Q.-B., Dinlemez Kantar Ü., Çekim B., 
Approximation properties for the genuine 

modified Bernstein-Durrmeyer-Stancu operators, 

Appl. Math. J. Chinese Univ., 35(4)  (2020)  468-

478. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[8] Cai Q.-B., Cheng W.-T., Çekim B., 

Bivariatea α, q-Bernstein-Kantorovich operators 

and GBS operators of bivariate α, q-Bernstein-
Kantorovich type, Mathematics, 7(12) (2019) 1-

18.  

[9] Usta F., On New Modification of Bernstein 
Operators: Theory and Applications, Iran J. Sci. 

Technol. Trans. Sci., 44 (2020) 1119–1124. 

[10] Korovkin P.P., On convergence of linear 
operators in the space of continuous functions 

(Russian), Dokl. Akad. Nauk SSSR (N.S.), 90 

(1953) 961-964. 

[11] DeVore R.A., Lorentz G.G., Constructive 

Approximation, Springer, Berlin, (1993) 177. 

[12] Voronovskaya E., Determination de la forme 

asymptotique dapproximation des functions par 
polynomes de M. Bernstein, C R Acad. Sci. URSS, 

79 (1932) 79–85. 



 

Cumhuriyet Science Journal 
e-ISSN: 2587-246X                                             Cumhuriyet Sci. J., 42(4) (2021) 873-877 
   ISSN: 2587-2680                                                             http://dx.doi.org/10.17776/csj.910296    

 

 

*Corresponding author. e-mail address: anilaltinkaya@gazi.edu.tr 

http://dergipark.gov.tr/csj     ©2021 Faculty of Science, Sivas Cumhuriyet University 

 
 

On the curvatures of the ruled surfaces of b-lift curves 

Anıl ALTINKAYA1,*  , Mustafa ÇALIŞKAN 1  

1 Gazi University, Faculty of Science, Department of Mathematics, Ankara/TURKEY    

  

 Abstract  

In this study, we defined a new curve which is called the B-Lift curve, also obtained the Frenet 

vectors of the B-Lift curve. The ruled surfaces have been produced by taking base curves B-

Lift curves. Moreover, the tangent, normal, and binormal surfaces of the B-Lift curve are 

introduced. Besides, the Darboux frame of these ruled surfaces is created. The 

characterizations of these ruled surfaces are also given and the cases of base curves as the 

asymptotic curve, geodesic curve, principal line are examined. Finally, examples of these ruled 

surfaces are given and we illustrate them. 

Article info 

History:  
Received:05.04.2021 

Accepted:12.10.2021 

Keywords:                        
B-lift, Natural lift, 

Ruled surface,  

Darboux frame, 
Curvature. 

 

1. Introduction  

In differential geometry, surfaces have important 

places and concepts in many disciplines such as 

kinematics, physics, computer science, etc. One of the 

most important of these surfaces is the ruled surface. A 
ruled surface is defined by a straight line that moves 

along a curve [1]. Many geometers have attracted the 

attention of ruled surfaces. T. Mert and M. Atçeken 
studied the ruled surfaces in de-Sitter and Hyperbolic 

3-space [2-4]. E. Karaca and M. Çalışkan also studied 

the ruled surfaces generated by the natural lift curves 

on the Pseudo-Sphere [5]. E. Ergün and M. Çalışkan 
created ruled surfaces by accepting the base curve as a 

natural lift curve and they studied the integral 

invariants of these ruled surfaces [6]. The definition of 
the natural lift was given for the first time in Thorpe's 

book [7]. According to the definition, the natural lift 

curve is formed by combining the endpoints of the unit 

tangent vectors of the main curve. 

S. Izumiya and N. Takeuchi examined the curves in 

terms of the geometry on the ruled surfaces. The 

principal normal surface of a space curve is defined as 
a ruled surface whose rules are given by the principal 

normal curve. They said that principal normal surfaces 

are by definition related to Bertrand curves and studied 
the general helices and Bertrand curves as curves on 

the ruled surfaces. General helices are a generalization 

of circular helices. In other words, the concept of 
Bertrand curves is a generalization of the concept of 

circular helices [8]. A curve is called a general helix if 

the tangent vector of the curve makes a constant angle 

with a fixed straight line. If both  𝜅 ≠ 0 and 𝜏 > 0 are 

constant, a curve is called a circular helix. M. A. 
Lancert proved that a curve is a general helix if and 

only if the ratio of curvatures along the curve is 

constant [9]. 

The Darboux frame along surface curves in 3-
dimensional Euclidean space is a well-known concept. 

French mathematician Jean Gaston Darboux gave this 

field its name. It's an expansion of the Frenet-Serret 
frame applied to the surface geometry. Darboux frame 

is a natural moving frame built on a surface. Using this 

frame, the characteristics of the curve as a geodesic 
curve, asymptotic curve, or principal line can be given 

[10]. 

In this article, based on Thorpe’s definition, we defined 

a new curve which is called the B-Lift curve, also  
calculated the Frenet vectors of this curve. Besides, 

introduced the ruled surfaces which are called tangent, 

principal normal, binormal surfaces by accepting the 
base curve as a B-Lift curve. After that, the Darboux 

frame of these surfaces was created and the situation of 

the geodesic curve, asymptotic curve, principal line of 

the B-Lift curve was examined. 

2. Preliminaries 

In this section, basic definitions and theorems for 

understanding this article are given.  

Let �⃗� = (𝑎1, 𝑎2, 𝑎3) be a vector in ℝ3. The norm is 

defined as ||�⃗�|| = √𝑎1
2 + 𝑎2

2 + 𝑎3
2. If ||�⃗�|| is equal 

to 1, then �⃗� is called unit vector in ℝ3. For the vectors 

https://orcid.org/0000-0003-2382-6596
https://orcid.org/0000-0003-0342-571X
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�⃗� = (𝑎1, 𝑎2, 𝑎3) and �⃗⃗� = (𝑏1, 𝑏2, 𝑏3) in ℝ3, the inner 

product is defined as < �⃗�, �⃗⃗� >= 𝑎1𝑏1 + 𝑎2𝑏2 + 𝑎3𝑏3. 

If 𝛾′(𝑠) ≠ 0, 𝛾: 𝐼 → ℝ3 is called the regular curve, for 

all 𝑠 ∈ 𝐼. If 𝛾′(𝑠) is equal to 1 then the curve 𝛾: 𝐼 → ℝ3 

is a unit speed curve [1].  

Assume that 𝛾 is a unit speed curve. {𝑇(𝑠), 𝑁(𝑠), 𝐵(𝑠)} 

is called Frenet-Serret frame of the curve 𝛾(𝑠). 

𝑇(𝑠) = 𝛾′(𝑠) is the unit tangent vector of the curve 

𝛾(𝑠). The unit principal normal and binormal vectors 

are defined by 𝑁(𝑠) =
𝛾′′(𝑠) 

||𝛾′′(𝑠)||
 and 𝐵(𝑠) =

𝑇(𝑠)𝑥𝑁(𝑠), respectively. Frenet-Serret formulas of the 

unit speed curve 𝛾(𝑠) are given as follows: 

𝑇′(𝑠) = 𝜅(𝑠)𝑁(𝑠) 

𝑁′(𝑠) = −𝜅(𝑠)𝑇(𝑠) + 𝜏(𝑠)𝐵(𝑠) 

𝐵′(𝑠) = − 𝜏(𝑠)𝑁(𝑠) , 

where 𝜅(𝑠) = 𝛾′′(𝑠)  and 𝜏(𝑠) = −< 𝐵′(𝑠) , 𝑁(𝑠) > 

are the curvature and torsion of the curve 𝛾(𝑠), 

respectively [6]. 

Definition 1 [1] Let 𝛾: 𝐼 → 𝑀 be a unit speed curve, 

where 𝑀 ⊂ ℝ3 is a hypersurface. We called an integral 

curve to the curve 𝛾 if 

𝛾′(𝑠) = X(𝛾(𝑠)), 

where X is a differentiable vector field on M. 

Definition 2 [6] Let 𝛾: 𝐼 → 𝑀 be a unit speed curve. 

The natural lift curve 𝛾 ̅: 𝐼 → 𝑇𝑀 of the curve 𝛾 is 

defined as follows: 

𝛾 ̅(𝑠) = (𝛾(𝑠), 𝛾′(𝑠)) = 𝛾′(𝑠)|𝛾(𝑠). 

Then, we can write 

𝑑𝛾 ̅(𝑠)

𝑑𝑠
=

𝑑

𝑑𝑠
(𝛾′(𝑠))|𝛾(𝑠) = 𝐷𝛾′(𝑠)𝛾′(𝑠), 

where D is Levi-Civita connection in ℝ3. 

Definition 3 [1] Let 𝛾 be a regular curve and 𝑤 be a 

unit direction of a straight line in ℝ3, then the ruled 

surface  

𝜑(𝑠, 𝑣) = 𝛾(𝑠) + 𝑣𝑤(𝑠). 

Definition 4 [6] Let 𝛾 be a regular curve in ℝ3 and 

the set {𝑇(𝑠), 𝑁(𝑠), 𝐵(𝑠)} be the Frenet vectors of the 

curve 𝛾. Then the tangent, principal normal and 

binormal surfaces of the curve 𝛾 are given in the 

following equalities: 

𝜑𝑇(𝑠, 𝑣) = 𝛾(𝑠) + 𝑣𝑇(𝑠) 

𝜑𝑁(𝑠, 𝑣) = 𝛾(𝑠) + 𝑣𝑁(𝑠) 

𝜑𝐵(𝑠, 𝑣) = 𝛾(𝑠) + 𝑣𝐵(𝑠) 

For the unit normal vector of the ruled surface 𝜑, we 

have 
𝜑𝑠×𝜑𝑣

||𝜑𝑠×𝜑𝑣||
. 

Definition 5 [1] Let 𝑀 be a surface in ℝ3 and 𝛾 be a 

curve on 𝑀. Then the set {𝑇, 𝑉, 𝑈} defines a frame 

which is called Darboux frame, where 𝑇 = 𝛾′, U is a 

unit normal vector of 𝑀 and 𝑉 = 𝑈 × 𝑇. Frenet-Serret 

formulas for the Darboux frame follow as: 

(
𝑇′
𝑉′
𝑈′

) = (

0 𝑘𝑔 𝑘𝑛

−𝑘𝑔 0 𝜏𝑔

−𝑘𝑛 −𝜏𝑔 0
) (

𝑇
𝑉
𝑈

), 

where 𝑘𝑔 =< 𝑈 × 𝑇, 𝑇′ >, 𝑘𝑛 =< 𝛾′′ , 𝑈 > and 𝜏𝑔 =

< 𝑇, 𝑈 × 𝑈′ > are the geodesic curvature, normal 

curvature and geodesic torsion, respectively. 

Definition 6 [1] Let a regular curve 𝛾 lie on a surface 

𝑀. Then the followings are provided: 

(1) 𝛾 is a geodesic curve if and only if 𝑘𝑔 = 0. 

(2) 𝛾 is an asymptotic curve if and only if 𝑘𝑛 = 0. 

(3) 𝛾 is a principal line if and only if 𝜏𝑔 = 0. 

3.   Curvatures of the Ruled Surfaces of B-Lift 

Curves 

In this part, defined the B-Lift curve and the Frenet 

vectors of the B-Lift curve are calculated. Moreover, 

the tangent, principal normal, binormal surfaces are 

constructed and the Darboux frames of these surfaces 
are created. Besides, the geodesic curve, asymptotic 

curve, principal line of the B-Lift curve are examined. 

Definition 7 For any unit speed curve 𝛾: 𝐼 → 𝑀, 

𝛾𝐵: 𝐼 → 𝑇𝑀 is called the B-Lift curve of 𝛾 which 

provides the following equation: 

𝛾𝐵(𝑠) = (𝛾(𝑠), 𝐵(𝑠)) = 𝐵(𝑠)|𝛾(𝑠),                          (1) 

where B is binormal vector of the curve 𝛾. 

Theorem 8 Let 𝛾𝐵  be the B-Lift curve of a regular 

curve 𝛾. Then the following equations are provided: 
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𝑇𝐵(𝑠) = −𝑁(𝑠), 

  𝑁𝐵(𝑠) =
𝜅(𝑠)

||𝑊(𝑠)||
𝑇(𝑠) −

𝜏(𝑠)

||𝑊(𝑠)||
𝐵(𝑠),                         (2) 

𝐵𝐵(𝑠) =
𝜏(𝑠)

||𝑊(𝑠)||
𝑇(𝑠) +

𝜅(𝑠)

||𝑊(𝑠)||
𝐵(𝑠), 

where {𝑇(𝑠), 𝑁(𝑠), 𝐵(𝑠)} and {𝑇𝐵(𝑠), 𝑁𝐵(𝑠), 𝐵𝐵(𝑠)} 

are the Frenet vectors of the curve 𝛾 and 𝛾𝐵 , 

respectively. Furthermore, 𝜅 is the curvature, 𝜏 is the 

torsion and the Darboux vector 𝑊 = 𝜏𝑇 + 𝜅𝐵 of the 

curve 𝛾. (The torsion will be taken greater than zero.) 

(i) Let 𝛾𝐵  be the B-Lift curve of the regular curve 𝛾. 

Then the tangent surface of the B-Lift curve is 

𝜑𝑇𝐵
(𝑠, 𝑣) = 𝛾𝐵(𝑠) + 𝑣𝑇𝐵(𝑠).                                  (3) 

From (1) and (2), we have 

𝜑𝑇𝐵
(𝑠, 𝑣) = 𝐵(𝑠) + 𝑣(−𝑁(𝑠)),                              (4) 

(𝜑𝑇𝐵
)𝑠 = −𝜏𝑁 + 𝑣(𝜅𝑇 − 𝜏𝐵),                                       (5)                                       

(𝜑𝑇𝐵
)𝑣 = −𝑁.                                                          (6) 

The unit normal of the ruled surface 𝜑𝑇𝐵
 is 

𝑈𝑇𝐵
=

(𝜑𝑇𝐵
)𝑠×(𝜑𝑇𝐵

)𝑣

||(𝜑𝑇𝐵
)𝑠×(𝜑𝑇𝐵

)𝑣||
=

(−𝑣𝜏,0,−𝑣𝜅)

√𝑣2𝜅2+𝑣2𝜏2
 .                (7) 

1) 𝑘𝑔 = < 𝑈𝑇𝐵
× 𝑇𝐵 ,  𝑇𝐵

′ > 

          = −𝑣(𝜅2 + 𝜏2) ≠ 0. 

2) 𝑘𝑛 = < 𝛾𝐵
′′, 𝑈𝑇𝐵

> 

          = −𝑣(𝜅𝜅′ + 𝜏𝜏′). 

3) 𝜏𝑔 =< 𝑇𝐵 , 𝑈𝑇𝐵
× 𝑈𝑇𝐵

′
> 

         = 𝑣2(
𝜏

𝜅
)′𝜅2. 

Corollary 9 For the regular curve 𝛾,  (𝜅𝜅′ + 𝜏𝜏′) = 0 

if and only if 𝛾𝐵  is the asymptotic curve of the ruled 

surface 𝜑𝑇𝐵
. 

Corollary 10 𝛾 is a general helix curve if and only if 

𝛾𝐵  is a principal line of the ruled surface 𝜑𝑇𝐵
. 

(ii) Let 𝛾𝐵  be the B-Lift curve of the regular curve 𝛾. 

Then the principal normal surface of the B-Lift curve 

is 

𝜑𝑁𝐵
(𝑠, 𝑣) = 𝛾𝐵(𝑠) + 𝑣𝑁𝐵(𝑠).             (8) 

From (1) and (2), the following equations are hold: 

𝜑𝑁𝐵
(𝑠, 𝑣) = 𝐵(𝑠) + 𝑣(

𝜅(𝑠)

||𝑊(𝑠)||
𝑇(𝑠) −

𝜏(𝑠)

||𝑊(𝑠)||
𝐵(𝑠) (9) 

(𝜑𝑁𝐵
)𝑠 = −𝜏𝑁 + 𝑣(

𝜅′

||𝑊||
𝑇 +

𝜅2+𝜏2

||𝑊||
𝑁 −

𝜏′

||𝑊||
𝐵),  (10)                                       

(𝜑𝑁𝐵
)𝑣 =

𝜅

||𝑊||
𝑇 −

𝜏

||𝑊||
𝐵.                                     (11) 

(𝜑𝑁𝐵
)𝑠 × (𝜑𝑁𝐵

)𝑣 = (−𝜏 +
𝜏2

||𝑊||
 ,

𝑣

||𝑊||
2 (𝜅′𝜏 −

𝜅𝜏′) , −𝜅 +
𝜅𝜏

||𝑊||
)                                                    (12) 

The unit normal of the ruled surface 𝜑𝑁𝐵
 is 

𝑈𝑁𝐵
=

(𝜑𝑁𝐵
)𝑠×(𝜑𝑁𝐵

)𝑣

||(𝜑𝑁𝐵
)𝑠×(𝜑𝑁𝐵

)𝑣||
 .                                    (13) 

1) 𝑘𝑔 = < 𝑈𝑁𝐵
× 𝑇𝐵 ,  𝑇𝐵

′ > 

          =
(𝜅2+𝜏2)(𝜏−1)

||𝑊||
. 

2) 𝑘𝑛 = < 𝛾𝐵
′′, 𝑈𝑁𝐵

> 

          = −𝑣
𝜏′(𝜅′𝜏−𝜅𝜏′)

||𝑊||2 . 

3) 𝜏𝑔 =< 𝑇𝐵 , 𝑈𝑁𝐵
× 𝑈𝑁𝐵

′ > 

         = (𝜏′𝜅 − 𝜅′𝜏). [1 +
𝜏2

||𝑊||2 −
2𝜏

||𝑊||
]. 

Corollary 11 For the regular curve 𝛾,  𝜏 = 1 if and 

only if 𝛾𝐵  is the geodesic curve of the ruled surface 

𝜑𝑁𝐵
. 

Corollary 12 𝛾 is a general helix curve if and only if 

𝛾𝐵  is an asymptotic curve of the ruled surface 𝜑𝑁𝐵
. 

Corollary 13 𝛾 is a general helix curve if and only if 

𝛾𝐵  is a principal line of the ruled surface 𝜑𝑁𝐵
. 

(iii) Let 𝛾𝐵  be the B-Lift curve of the regular curve 𝛾. 

Then the binormal surface of the B-Lift curve is 

𝜑𝐵𝐵
(𝑠, 𝑣) = 𝛾𝐵(𝑠) + 𝑣𝐵𝐵(𝑠).                                (14) 

From (1) and (2), we know 

𝜑𝐵𝐵
(𝑠, 𝑣) = 𝐵(𝑠) + 𝑣(

𝜏(𝑠)

||𝑊(𝑠)||
𝑇(𝑠) +

𝜅(𝑠)

||𝑊(𝑠)||
𝐵(𝑠)) 

      

                                                                               (15) 

(𝜑𝐵𝐵
)𝑠 = −𝜏𝑁 + 𝑣(

𝜏′

||𝑊||
𝑇 +

𝜅′

||𝑊||
𝐵),                   (16)                                       

(𝜑𝐵𝐵
)𝑣 =

𝜏

||𝑊||
𝑇 +

𝜅

||𝑊||
𝐵.                                     (17) 



Altınkaya, Çalışkan / Cumhuriyet Sci. J., 42(4) (2021) 873-877 

 
 

876 

 

 (𝜑𝐵𝐵
)𝑠 × (𝜑𝐵𝐵

)𝑣 = (−
𝜅𝜏

||𝑊||
 , −𝑣

(𝜅′𝜏−𝜅𝜏′)

||𝑊||
2  ,

𝜏2

||𝑊||
).                                    

(18) 

The unit normal of the ruled surface 𝜑𝐵𝐵
 is 

 𝑈𝐵𝐵
=

(𝜑𝐵𝐵
)𝑠×(𝜑𝐵𝐵

)𝑣

||(𝜑𝐵𝐵
)𝑠×(𝜑𝐵𝐵

)𝑣||
 .                                   (13) 

1) 𝑘𝑔 = < 𝑈𝐵𝐵
× 𝑇𝐵 ,  𝑇𝐵

′ > 

         = 0. 

2) 𝑘𝑛 = < 𝛾𝐵
′′, 𝑈𝐵𝐵

> 

          = −
𝜏2

||𝑊||
(𝜅2 + 𝜏2) − 𝑣

𝜏′

||𝑊||
2 (𝜅′𝜏 − 𝜅𝜏′). 

3) 𝜏𝑔 =< 𝑇𝐵 , 𝑈𝐵𝐵
× 𝑈𝐵𝐵

′ > 

         =
𝜏2(𝜅𝜏′−𝜅′𝜏)

||𝑊||2 . 

Corollary 14 𝛾𝐵  is the geodesic curve of the ruled 

surface 𝜑𝐵𝐵
. 

Corollary 15 𝛾 is a general helix curve if and only if 

𝛾𝐵  is a principal line of the ruled surface 𝜑𝐵𝐵
. 

Example 16 Consider the general helix curve given by 

𝛾(𝑠) = (
1

3
𝑠

3

2 ,
1

3
(1 − 𝑠)

3

2 ,
√3

2
𝑠). 

Frenet vectors of the curve 𝛾(𝑠) are given as follows: 

𝑇(𝑠) = (
1

2
𝑠

1

2 , −
1

2
(1 − 𝑠)

1

2 ,
√3

2
) 

𝑁(𝑠) = ((1 − 𝑠)
1

2, 𝑠
1

2, 0) 

𝐵(𝑠) = ( −
√3

2
𝑠

1

2,
√3

2
(1 − 𝑠)

1

2,
1

2
). 

Then the B-Lift curve of the curve 𝛾(𝑠) is 

𝛾𝐵(𝑠) = ( −
√3

2
𝑠

1

2,
√3

2
(1 − 𝑠)

1

2,
1

2
). 

Frenet vectors of the curve 𝛾𝐵  are obtained as 

follows: 

𝑇𝐵(𝑠) = (−(1 − 𝑠)
1

2, − 𝑠
1

2, 0) 

𝑁𝐵(𝑠) = (𝑠
1

2, −(1 − 𝑠)
1

2, 0) 

𝐵𝐵(𝑠) = (0,0,1). 

The tangent, principal normal and binormal surfaces of 

the curve 𝛾𝐵  are 

𝜑𝑇𝐵
(𝑠, 𝑣) = 𝛾𝐵(𝑠) + 𝑣𝑇𝐵(𝑠)

= ( −
√3

2
𝑠

1

2,
√3

2
(1 − 𝑠)

1

2,
1

2
)

+ 𝑣 (−(1 − 𝑠)
1

2, − 𝑠
1

2, 0) 

𝜑𝑁𝐵
(𝑠, 𝑣) = 𝛾𝐵(𝑠) + 𝑣𝑁𝐵(𝑠) 

                  = ( −
√3

2
𝑠

1

2,
√3

2
(1 − 𝑠)

1

2,
1

2
) +

𝑣 (𝑠
1

2, −(1 − 𝑠)
1

2, 0) 

𝜑𝐵𝐵
(𝑠, 𝑣) = 𝛾𝐵(𝑠) + 𝑣𝐵𝐵(𝑠) 

                 = ( −
√3

2
𝑠

1

2,
√3

2
(1 − 𝑠)

1

2,
1

2
) + 𝑣(0,0,1). 

 

 
Figure 1. The tangent surface 𝜑𝑇𝐵

 of the curve 𝛾𝐵 . 

 
Figure 2. The principal normal surface 𝜑𝑁𝐵

 of the curve 

𝛾𝐵 . 
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Figure 3. The binormal surface 𝜑𝐵𝐵

 of the curve 𝛾𝐵 . 

 

(i) For the ruled surface 𝜑𝑇𝐵
, since 𝛾𝐵  is the general 

helix, from Corollary 10, 𝛾𝐵  is a principal line of the 

ruled surface 𝜑𝑇𝐵
. 

(ii) For the ruled surface 𝜑𝑁𝐵
, since 𝛾𝐵  is the general 

helix, from Corollary 12-13, 𝛾𝐵  are an asymptotic 

curve and principal line of the ruled surface 𝜑𝑁𝐵
. 

(iii) For the ruled surface 𝜑𝐵𝐵
, from Corollary 14, 𝛾𝐵  

is a geodesic curve of the ruled surface 𝜑𝐵𝐵
 and since 

𝛾𝐵  is the general helix, from Corollary 15, 𝛾𝐵  is a 

principal line of the ruled surface 𝜑𝐵𝐵
. 
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 Abstract  

It is a difficult task for decision-makers to accurately state a membership degree in the range 

[0,1]. The virtual fuzzy parameterized soft sets (VFPSSs) proposed to overcome this 

problem is an effective mathematical tool constructed, including the abilities of fuzzy sets 

and soft sets. In this paper,  algebraic operations of VFPSSs are defined and examined these 

operations' properties. Then, a decision-making algorithm is proposed by the aforesaid 

operations. Finally, the proposed algorithm is succesfully applied to a decision-making 

problem. 
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1. Introduction 

It is almost impossible with classical mathematics to 

express the uncertainty of available data for problems 

encountered in many fields. Moreover; it is essential 

to accurately express these data for these areas to 
obtain accurate results close to the ideal. For this 

reason, many researchers have tried to construct a 

mathematical model for fuzzy data encountered in 
uncertain environments. Two of these studies is the 

fuzzy sets [1] and rough sets [2]. However; as pointed 

out by Molodtsov [3], the aforesaid concepts have 

certain difficulties expressing uncertainty. Molodtsov 
stated that these difficulties resulted from the lack of a 

parameterization tool and proposed a new approach, 

i.e., soft sets, free from these difficulties. Thanks to its 
success in expressing the uncertainty problems 

encountered, this concept has been successfully 

applied to many areas [4-8]. 

Many hybrid sets [9-17] have been developed using 

soft sets and the others [1,2,18]. One of them is fuzzy 

parameterized soft sets [19]. Unlike soft sets, the 

parameter set of this set theory is a fuzzy set that can 
express uncertainty better. Therefore, it is preferable 

in the solution of problems containing such 

uncertainties. However, it is a difficult task for a 
decision-maker to express the membership of a 

parameter fully. In other words, it is uneasy about 

expressing a value in the range [0,1] correctly. The 

virtual fuzzy parameterized soft sets (VFPSSs) [20], 

which generalize fuzzy parameterized soft sets, 
overcome the uncertainties. The most important 

advantages of this concept are as follows: 

 The ability of decision-makers to express a 

decision-making problem by considering their 

margins of error.  

 To be able to observe this change in the case 
that the margins of error may vary (see ref 

[20]). 

In VFPSSs, the lower and upper parameter sets of a 
parameter set are defined to express each parameter's 

membership degrees more clearly.  With these 

advantages, it is a better mathematical model than 
fuzzy parameterized soft sets for uncertainty. The 

algebraic operators studied for fuzzy parameterized 

soft sets are quite successful in constructing a better 

decision-making process for uncertainty [22]. In this 
paper, since the virtual fuzzy parameterized soft set 

theory is still very new, 𝑡-norm and 𝑠-norm products 

of this theory are defined. In addition, when we 
compare the success of the algebraic operators 

examined for both mathematical models in decision-

making processes, it is clear that the algebraic 

operators proposed in this paper offer better 
approaches. Because the membership degrees 

expressed by the decision-makers are given 

independently in the definition of virtual fuzzy 

https://orcid.org/0000-0003-3875-1398
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parameterized soft sets, which improves the data 

transfer received from the decision-makers in terms of 

increasing the reliability of the results in uncertain 
environments. Since the mathematical model 

discussed in our paper makes the decision-makers 

independent, it is an advantage that makes it more 
dominant than the contribution of other mathematical 

models to the decision-making processes. Moreover, 

beyond this situation, it is aimed to build a better 

approach with the contribution of algebraic operators. 

To this end, a decision-making method that can be 
used in expressing uncertain situations is proposed by 

using these products. Finally, using the proposed 

algorithm, the solution to an uncertainty problem is 
exemplified. 

 

2. Materials and Methods 

In this section, some definitions and results are reminded. Detailed explanations related to virtual fuzzy 

parameterized soft sets can be found in [20]. 

Throughout this paper, let 𝑈 = {𝑢1, 𝑢2, … , 𝑢𝑛} be a universe set, 𝑃 = {𝑝1, 𝑝2,… , 𝑝𝑚} be a set of parameters and 

𝑋 be a fuzzy set over 𝑃. In this case, the lower virtual parameter set and the upper virtual parameter set are 

expressed as  𝑃 = {𝑝1
𝛼1
, 𝑝2
𝛼2
, … 𝑝𝑚

𝛼𝑚
} and 𝑃 = {𝑝1

𝛼1 , 𝑝2
𝛼2 , … , 𝑝𝑚

𝛼𝑚} respectively. Also, let 2𝑈 denotes the power 

set of 𝑈 and ∅ ≠ 𝐴 ⊆ 𝑃. 

Definition 2.1. [1] A fuzzy set 𝑋 over 𝑈 is a set defined by 𝜇𝑋: 𝑈 → [0,1]. μX is called the membership 

function of 𝑋, and the value 𝜇𝑋(𝑢) is called the grade of membership of 𝑢 ∈ 𝑈. Thus, a fuzzy set 𝑋 over 𝑈 can 

be represented as follows:   

𝑋 = {(𝜇𝑋(𝑢)/𝑢): 𝑢 ∈ 𝑈, 𝜇𝑋(𝑢) ∈ [0,1]}                                                                                                                   

Definition 2.2. [2] A pair (𝐹, 𝑃) is called a soft set over 𝑈, where F is a mapping given by 𝐹: 𝑃 → 2𝑈. In other 

words, a soft set over 𝑈 is a parameterized family of subsets of 𝑈 for 𝑝 ∈ 𝑃, 𝐹(𝑝) may be considered as the set 

of p-approximate elements of (𝐹, 𝑃). 

Definition 2.3. [21] 𝑡-norms are associative, monotonic and commutative two valued functions 𝑡 that map from 

[0, 1]  ×  [0, 1] to [0, 1]. These properties are formulated with the following conditions: 

i. 𝑡(0,0) = 0 and 𝑡(𝜇𝑋(𝑝), 1) = 𝑡(1, 𝜇𝑋(𝑝)) = 𝜇𝑋(𝑝), 𝑝 ∈ 𝑃, 

ii. If 𝜇𝑋1(𝑝) ≤ 𝜇𝑋3(𝑝) and 𝜇𝑋2(𝑝) ≤ 𝜇𝑋4(𝑝), then 𝑡 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) ≤ 𝑡 (𝜇𝑋3(𝑝), 𝜇𝑋4(𝑝)), 

iii. 𝑡 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) = 𝑡 (𝜇𝑋2(𝑝), 𝜇𝑋1(𝑝)), 

iv. 𝑡 (𝜇𝑋1(𝑝), 𝑡 (𝜇𝑋2(𝑝), 𝜇𝑋3(𝑝))) = 𝑡 (𝑡 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) , 𝜇𝑋3(𝑝)). 

 

Definition 2.4. [21] 𝑡-conorms (s-norms) are associative, monotonic and commutative two placed functions s 
which map from [0, 1]  × [0, 1] to [0, 1]. These properties are formulated with the following conditions: 

i. 𝑠(1,1) = 1 and 𝑠(𝜇𝑋(𝑝), 0) = 𝑠(0, 𝜇𝑋(𝑝)) = 𝜇𝑋(𝑝), 𝑝 ∈ 𝑃, 

ii. If 𝜇𝑋1(𝑝) ≤ 𝜇𝑋3(𝑝) and 𝜇𝑋2(𝑝) ≤ 𝜇𝑋4(𝑝), then 𝑠 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) ≤ 𝑠 (𝜇𝑋3(𝑝), 𝜇𝑋4(𝑝)), 

iii. 𝑠 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) = 𝑠 (𝜇𝑋2(𝑝), 𝜇𝑋1(𝑝)), 

iv. 𝑠 (𝜇𝑋1(𝑝), 𝑠 (𝜇𝑋2(𝑝), 𝜇𝑋3(𝑝))) = 𝑠 (𝑠 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) , 𝜇𝑋3(𝑝)). 

 

𝑡-norms and 𝑡-conorms are related in a sense of logical duality. Typical dual pairs of non parameterized 𝑡-norm 

and 𝑡-conorm are complied below: 

i. Drastic product: 

𝑡𝑤 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) = {
𝑚𝑖𝑛{𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)},   𝑚𝑎𝑥{𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)} = 1,

0,           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                  (1) 

ii. Drastic sum: 
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𝑠𝑤 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) = {
𝑚𝑎𝑥{𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)},   𝑚𝑖𝑛{𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)} = 0,

1,           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                  (2) 

iii. Bounded product: 

𝑡1 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  𝑚𝑎𝑥{0, 𝜇𝑋1(𝑝) + 𝜇𝑋2(𝑝) − 1}                                                                   (3) 

iv. Bounded sum: 

𝑠1 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  𝑚𝑖𝑛{1, 𝜇𝑋1(𝑝) + 𝜇𝑋2(𝑝)}                                                                           (4) 

v. Einstein product: 

𝑡1.5 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  
𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)

2−[𝜇𝑋1(𝑝)+𝜇𝑋2(𝑝)−𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)]
                                                                  (5) 

vi. Einstein sum: 

𝑠1.5 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  
𝜇𝑋1(𝑝)+𝜇𝑋2(𝑝)

1+𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)
                                                                                           (6) 

vii. Algebraic product: 

𝑡2 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)                                                                                              (7) 

viii. Algebraic sum: 

𝑠2 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  𝜇𝑋1(𝑝) + 𝜇𝑋2(𝑝) − 𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)                                                             (8) 

ix. Hamacher product: 

𝑡2.5 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  
𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)

𝜇𝑋1(𝑝)+𝜇𝑋2(𝑝)−𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)
                                                                       (9) 

x. Hamacher sum: 

𝑠2.5 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  
𝜇𝑋1(𝑝)+𝜇𝑋2(𝑝)−2∙𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)

1−𝜇𝑋1(𝑝)𝜇𝑋2(𝑝)
                                                                   (10) 

xi. Minimum: 

𝑡3 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  𝑚𝑖𝑛{𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)}                                                                                (11) 

xii. Maximum: 

𝑠3 (𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)) =  𝑚𝑎𝑥{𝜇𝑋1(𝑝), 𝜇𝑋2(𝑝)}                                                                               (12) 

 

Definition 2.5. [20] Let 𝑋, 𝑋, 𝑋 be a fuzzy set over 𝑃, 𝑃, 𝑃, respectively. A virtual fuzzy parameterized soft set 

𝛹𝑋 over 𝑈 is defined as follows: 

𝛹𝑋 = 𝛶𝑋 ∪ 𝛶𝑋 ∪ 𝛶𝑋 

such that 

𝛶𝑋 = {(
𝜇𝑋(𝑝) − 𝛼

𝑝
, 𝜓𝑋(𝑝

𝛼)) : 𝑝𝛼 ∈ 𝑃, 𝑝 ∈ 𝑃, 𝜇𝑋(𝑝) ∈ [0,1], 0 ≤ 𝛼 < 𝜇𝑋(𝑝)}, 

𝛶𝑋 = {(
𝜇𝑋(𝑝)

𝑝
, 𝜓𝑋(𝑝)) : 𝑝 ∈ 𝑃, 𝜇𝑋(𝑝) ∈ [0,1]}, 

𝛶𝑋 = {(
𝜇𝑋(𝑝) + 𝛼

𝑝
, 𝜓𝑋(𝑝

𝛼)) : 𝑝 ∈ 𝑃, 𝑝𝛼 ∈ 𝑃,𝜇𝑋(𝑝) ∈ [0,1], 0 ≤ 𝛼 ≤ 1 − 𝜇𝑋(𝑝)}, 

where the functions 𝜓𝑋: 𝑃 → 2𝑈, 𝜓𝑋: 𝑃 → 2𝑈, 𝜓𝑋: 𝑃 → 2𝑈 are called lower approximate function, approximate 

function, upper approximate function, respectively, and the function 𝜇𝑋: 𝑃 → [0,1] is called membership 

function of the set 𝑋. Here, 𝜓𝑋(𝑝) = ∅ if 𝜇𝑋(𝑝) = 0. Moreover, 𝜓𝑋(𝑝
𝛼) = ∅ if 𝜇𝑋(𝑝) − 𝛼 = 0 and 𝜓𝑋(𝑝

𝛼) =

∅ if 𝜇𝑋(𝑝) + 𝛼 = 0. 
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From now on, 𝑉𝐹𝑃𝑆(𝑈) denotes the family of all virtual fuzzy parameterized soft sets over 𝑈 with 𝑃 as the set 

of parameters. 

Example 2.1. Let 𝑈 = {𝑢1, 𝑢2, 𝑢3 , 𝑢4, 𝑢5 , 𝑢6, 𝑢7} be a universe set, 𝑃 = {𝑝1, 𝑝2, 𝑝3, 𝑝4} be the set of parameters 

and 𝑋 = {0.5/𝑝2, 0.7/𝑝4} be a fuzzy set over 𝑃. If 𝑋 = {0.4/𝑝2, 0.35/𝑝4}, 𝑋 = {0.75/𝑝2, 0.9/𝑝4}, and 

𝜓𝑋(𝑝2
0.1) = {𝑢1, 𝑢3 , 𝑢4, 𝑢6 , 𝑢7},          𝜓𝑋(𝑝4

0.35) = {𝑢2 , 𝑢3, 𝑢4 , 𝑢5, 𝑢7}, 

𝜓𝑋(𝑝2) = {𝑢1, 𝑢4, 𝑢6, 𝑢7},          𝜓𝑋(𝑝4) = {𝑢2 , 𝑢4, 𝑢5 , 𝑢7}, 

𝜓𝑋(𝑝2
0.25) = {𝑢1 , 𝑢6, 𝑢7},          𝜓𝑋(𝑝4

0.2) = {𝑢2 , 𝑢5, 𝑢7}, 

then the virtual fuzzy parameterized soft set ΨX is written by 

𝛹𝑋 = {

(0.4/𝑝2, {𝑢1, 𝑢3, 𝑢4 , 𝑢6, 𝑢7}), (0.35/𝑝4, {𝑢2 , 𝑢3, 𝑢4 , 𝑢5, 𝑢7})

(0.5/𝑝2, {𝑢1, 𝑢4, 𝑢6 , 𝑢7}), (0.7/𝑝4, {𝑢2, 𝑢4, 𝑢5 , 𝑢7})

(0.75/𝑝2, {𝑢1, 𝑢6, 𝑢7}), (0.9/𝑝4, {𝑢2 , 𝑢5, 𝑢7})
} 

where  

𝛶𝑋 = {(0.4/𝑝2, {𝑢1 , 𝑢3, 𝑢4 , 𝑢6, 𝑢7}), (0.35/𝑝4, {𝑢2, 𝑢3, 𝑢4 , 𝑢5, 𝑢7})}, 

𝛶𝑋 = {(0.5/𝑝2, {𝑢1 , 𝑢4, 𝑢6 , 𝑢7}), (0.7/𝑝4, {𝑢2, 𝑢4, 𝑢5 , 𝑢7})} 

and 

𝛶𝑋 = {(0.75/𝑝2, {𝑢1, 𝑢6 , 𝑢7}), (0.9/𝑝4, {𝑢2, 𝑢5, 𝑢7})}. 

Definition 2.6. [20] Let 𝛹𝑋 ∈ 𝑉𝐹𝑃𝑆(𝑈). 

(i) If 𝜓𝑋(𝑝
𝛼) = 𝜓𝑋(𝑝) = 𝜓𝑋(𝑝

𝛼) = ∅ for all 𝑝𝛼 ∈ 𝑃, 𝑝 ∈ 𝑃, 𝑝𝛼 ∈ 𝑃, then virtual fuzzy 

parameterized soft set 𝛹𝑋 is called an 𝑋-empty VFPSS, denoted by 𝛹∅𝑋 . If 𝑋 = ∅, then 𝛹𝑋 is 

called an empty virtual fuzzy parameterized soft set, denoted by 𝛹∅. 

(ii) If 𝑋, 𝑋, 𝑋 are crisps subset of 𝑃, 𝑃, 𝑃, respectively, and 𝜓𝑋(𝑝
𝛼) = 𝜓𝑋(𝑝) = 𝜓𝑋(𝑝

𝛼) = 𝑈 for all 

𝑝𝛼 ∈ 𝑃, 𝑝 ∈ 𝑃, 𝑝𝛼 ∈ 𝑃, then virtual fuzzy parameterized soft set 𝛹𝑋 is called an 𝑋-universal 

VFPSS, denoted by 𝛹�̃�. If 𝑋 = 𝑃, then the 𝑋-universal virtual fuzzy parameterized soft set is 

called universal virtual fuzzy parameterized soft set, denoted by 𝛹�̃�. 

Definition 2.7. [20] Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, 𝛹𝑋 is a virtual fuzzy parameterized soft subset of 𝛹𝑌, 

denoted by 𝛹𝑋 ⊑̃ 𝛹𝑌, if 

i. 𝜇𝑋(𝑝) − 𝛼 ≤ 𝜇𝑌(𝑝) − 𝛽 and 𝜓𝑋(𝑝
𝛼) ⊆ 𝜓𝑌(𝑝

𝛽) for all 𝑝𝛼 , 𝑝𝛽 ∈ 𝑃, 

ii. 𝜇𝑋(𝑝) ≤ 𝜇𝑌(𝑝) and 𝜓𝑋(𝑝) ⊆ 𝜓𝑌(𝑝) for all 𝑝 ∈ 𝑃, 

iii. 𝜇𝑋(𝑝) + 𝛼 ≤ 𝜇𝑌(𝑝) + 𝛽 and 𝜓𝑋(𝑝
𝛼) ⊆ 𝜓𝑌 (𝑝

𝛽) for all 𝑝𝛼 , 𝑝𝛽 ∈ 𝑃. 

Also, 𝛹𝑋 is a virtual fuzzy parameterized soft equal to 𝛹𝑌, denoted by 𝛹𝑋 = 𝛹𝑌, if 

i. 𝜇𝑋(𝑝) − 𝛼 = 𝜇𝑌(𝑝) − 𝛽 and 𝜓𝑋(𝑝
𝛼) = 𝜓𝑌(𝑝

𝛽) for all 𝑝𝛼 , 𝑝𝛽 ∈ 𝑃, 
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ii. 𝜇𝑋(𝑝) = 𝜇𝑌(𝑝) and 𝜓𝑋(𝑝) = 𝜓𝑌(𝑝) for all 𝑝 ∈ 𝑃, 

iii. 𝜇𝑋(𝑝) + 𝛼 = 𝜇𝑌(𝑝) + 𝛽 and 𝜓𝑋(𝑝
𝛼) = 𝜓𝑌 (𝑝

𝛽) for all 𝑝𝛼 , 𝑝𝛽 ∈ 𝑃. 

Proposition 2.1. [20] Let 𝛹𝑋 ∈ 𝑉𝐹𝑃𝑆(𝑈). 𝑠 ( 𝜓𝑋(𝑝
𝛼)) ≤ 𝑠(𝜓𝑌(𝑝)) ≤ 𝑠 (𝜓𝑋(𝑝

𝛼)) is valid for all 𝑝𝛼 ∈ 𝑃, 𝑝 ∈

𝑃, 𝑝𝛼 ∈ 𝑃. 

Definition 2.8. [20] Let 𝛹𝑋 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, complement 𝛹𝑋, denoted by 𝛹𝑋
𝑐, is a virtual fuzzy 

parameterized soft set defined by the approximate and membership functions as 

i. 𝜇𝑋𝑐(𝑝) − �̃� = 1 − (𝜇𝑋(𝑝) − 𝛼) and 𝜓𝑋𝑐(𝑝
�̃�) = 𝑈/𝜓𝑋(𝑝

𝛼) for all 𝑝𝛼 , 𝑝�̃� ∈ 𝑃, 

ii. 𝜇𝑋𝑐(𝑝) = 1 − 𝜇𝑋(𝑝) and 𝜓𝑋𝑐(𝑝) = 𝑈/𝜓𝑋(𝑝) for all 𝑝 ∈ 𝑃, 

iii. 𝜇𝑋𝑐(𝑝) + �̃� = 1 − (𝜇𝑋(𝑝) + 𝛼) and 𝜓𝑋𝑐 (𝑝
�̃�) = 𝑈/𝜓𝑋(𝑝

𝛼) for all 𝑝𝛼 , 𝑝�̃� ∈ 𝑃. 

Definition 2.9. [20] Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, union 𝛹𝑋 and 𝛹𝑌, denoted by 𝛹𝑋 ⊔̃ 𝛹𝑌, is defined by 

i. 𝜇𝑋∪𝑌(𝑝) − 𝛾 = 𝑚𝑎𝑥 {𝜇𝑋(𝑝) − 𝛼, 𝜇𝑌(𝑝) − 𝛽} and 𝜓𝑋∪𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∪ 𝜓𝑌(𝑝
𝛽) for all 

𝑝𝛼 , 𝑝𝛽 , 𝑝𝛾 ∈ 𝑃, 

ii. 𝜇𝑋∪𝑌(𝑝) = 𝑚𝑎𝑥{𝜇𝑋(𝑝), 𝜇𝑌(𝑝)} and 𝜓𝑋∪𝑌(𝑝) = 𝜓𝑋(𝑝) ∪ 𝜓𝑌(𝑝) for all 𝑝 ∈ 𝑃, 

iii. 𝜇𝑋∪𝑌(𝑝) + 𝛾 = 𝑚𝑎𝑥{𝜇𝑋(𝑝) + 𝛼, 𝜇𝑌(𝑝) + 𝛽} and 𝜓𝑋∪𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∪ 𝜓𝑌 (𝑝
𝛽) for all 

𝑝𝛼 , 𝑝𝛽 , 𝑝𝛾 ∈ 𝑃. 

Definition 2.10. [20] Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, intersection 𝛹𝑋 and 𝛹𝑌, denoted by 𝛹𝑋 ⊓̃ 𝛹𝑌, is defined 

by 

i. 𝜇𝑋∩𝑌(𝑝) − 𝛾 = 𝑚𝑖𝑛{𝜇𝑋(𝑝) − 𝛼, 𝜇𝑌(𝑝) − 𝛽} and 𝜓𝑋∩𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∩ 𝜓𝑌(𝑝
𝛽) for all 

𝑝𝛼 , 𝑝𝛽 , 𝑝𝛾 ∈ 𝑃, 

ii. 𝜇𝑋∩𝑌(𝑝) = 𝑚𝑖𝑛{𝜇𝑋(𝑝), 𝜇𝑌(𝑝)} and 𝜓𝑋∩𝑌(𝑝) = 𝜓𝑋(𝑝) ∩ 𝜓𝑌(𝑝) for all 𝑝 ∈ 𝑃, 

iii. 𝜇𝑋∩𝑌(𝑝) + 𝛾 = 𝑚𝑖𝑛{𝜇𝑋(𝑝) + 𝛼, 𝜇𝑌(𝑝) + 𝛽} and 𝜓𝑋∩𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∩ 𝜓𝑌 (𝑝
𝛽) for all 

𝑝𝛼 , 𝑝𝛽 , 𝑝𝛾 ∈ 𝑃. 

3. 𝒕-Norm and 𝒕-Conorm Products of Virtual Fuzzy Parameterized Soft Sets 

Definition 3.1. Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, the AND-𝑡-norm of 𝛹𝑋 and 𝛹𝑌, denoted by 𝛹𝑋 ⊠̌ 𝛹𝑌, is the 

virtual fuzzy parameterized soft set defined as follows: 

𝜇𝑋⊠̌𝑌: 𝑃 → [0,1],    𝜇𝑋⊠̌𝑌(𝑝
𝛾) = (𝜇𝑋(𝑝) − 𝛼) ∙ (𝜇𝑌(𝑝) − 𝛽),                                                                         (13) 

𝜇𝑋⊠̌𝑌: 𝑃 → [0,1],    𝜇𝑋⊠̌𝑌(𝑝) = 𝜇𝑋(𝑝) ∙ 𝜇𝑌(𝑝),                                                                                                 (14) 

𝜇𝑋⊠̌𝑌: 𝑃 → [0,1],    𝜇𝑋⊠̌𝑌(𝑝
𝛾) = (𝜇𝑋(𝑝) + 𝛼) ∙ (𝜇𝑌(𝑝) + 𝛽)                                                                           (15) 

and 

𝜓𝑋⊠̌𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊠̌𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∩ 𝜓𝑌(𝑝
𝛽)                                                                                          (16) 
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𝜓𝑋⊠̌𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊠̌𝑌(𝑝) = 𝜓𝑋(𝑝) ∩ 𝜓𝑌(𝑝),                                                                                                (17)  

𝜓𝑋⊠̌𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊠̌𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∩ 𝜓𝑌 (𝑝
𝛽)                                                                                        (18) 

where the functions 𝜓𝑋⊠̌𝑌, 𝜓𝑋⊠̌𝑌, 𝜓𝑋⊠̌𝑌 are called lower approximate function, approximate function, upper 

approximate function of  𝛹𝑋 ⊠̌ 𝛹𝑌, respectively, and 𝜇𝑋⊠̌𝑌, 𝜇𝑋⊠̌𝑌, 𝜇𝑋⊠̌𝑌 are called lower membership 

function, membership function, upper membership function of  𝛹𝑋 ⊠̌ 𝛹𝑌, respectively. 

Definition 3.2. Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, the OR-𝑡-norm of 𝛹𝑋 and 𝛹𝑌, denoted by 𝛹𝑋 ⊠𝛹𝑌, is the 

virtual fuzzy parameterized soft set defined as follows: 

𝜇𝑋⊠𝑌: 𝑃 → [0,1],    𝜇𝑋⊠𝑌(𝑝
𝛾) = (𝜇𝑋(𝑝) − 𝛼) ∙ (𝜇𝑌(𝑝) − 𝛽),                                                                         (19) 

𝜇𝑋⊠𝑌: 𝑃 → [0,1],    𝜇𝑋⊠𝑌(𝑝) = 𝜇𝑋(𝑝) ∙ 𝜇𝑌(𝑝),                                                                                                 (20) 

𝜇𝑋⊠𝑌: 𝑃 → [0,1],    𝜇𝑋⊠𝑌(𝑝
𝛾) = (𝜇𝑋(𝑝) + 𝛼) ∙ (𝜇𝑌(𝑝) + 𝛽)                                                                           (21) 

and 

𝜓𝑋⊠𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊠𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∪ 𝜓𝑌(𝑝
𝛽)                                                                                          (22) 

𝜓𝑋⊠𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊠𝑌(𝑝) = 𝜓𝑋(𝑝) ∪ 𝜓𝑌(𝑝),                                                                                                (23)  

𝜓𝑋⊠𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊠𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∪ 𝜓𝑌 (𝑝
𝛽)                                                                                        (24) 

where the functions 𝜓𝑋⊠𝑌, 𝜓𝑋⊠𝑌, 𝜓𝑋⊠𝑌 are called lower approximate function, approximate function, upper 

approximate function of  𝛹𝑋⊠𝛹𝑌, respectively, and 𝜇𝑋⊠𝑌, 𝜇𝑋⊠𝑌, 𝜇𝑋⊠𝑌 are called lower membership 

function, membership function, upper membership function of  𝛹𝑋 ⊠𝛹𝑌, respectively. 

Definition 3.3. Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, the OR-𝑡-conorm of 𝛹𝑋 and 𝛹𝑌, denoted by 𝛹𝑋⊞𝛹𝑌, is the 

VFPSS defined as follows: 

𝜇𝑋⊞𝑌: 𝑃 → [0,1],    𝜇𝑋⊞𝑌(𝑝
𝛾) = [(𝜇𝑋(𝑝) − 𝛼) + (𝜇𝑌(𝑝) − 𝛽)] − (𝜇𝑋(𝑝) − 𝛼) ∙ (𝜇𝑌(𝑝) − 𝛽),                   (25) 

𝜇𝑋⊞𝑌: 𝑃 → [0,1],    𝜇𝑋⊞𝑌(𝑝) = 𝜇𝑋(𝑝) + 𝜇𝑌(𝑝) − 𝜇𝑋(𝑝) ∙ 𝜇𝑌(𝑝),                                                                    (26) 

𝜇𝑋⊞𝑌: 𝑃 → [0,1],    𝜇𝑋⊞𝑌(𝑝
𝛾) = [(𝜇𝑋(𝑝) + 𝛼) + (𝜇𝑌(𝑝) + 𝛽)] − (𝜇𝑋(𝑝) + 𝛼) ∙ (𝜇𝑌(𝑝) + 𝛽)                     (27) 

and 

𝜓𝑋⊞𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊞𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∪ 𝜓𝑌(𝑝
𝛽)                                                                                          (28) 

𝜓𝑋⊞𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊞𝑌(𝑝) = 𝜓𝑋(𝑝) ∪ 𝜓𝑌(𝑝),                                                                                                (29)  

𝜓𝑋⊞𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊞𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∪ 𝜓𝑌 (𝑝
𝛽)                                                                                        (30) 

where the functions 𝜓𝑋⊞𝑌, 𝜓𝑋⊞𝑌, 𝜓𝑋⊞𝑌 are called lower approximate function, approximate function, upper 

approximate function of 𝛹𝑋 ⊞𝛹𝑌, respectively, and 𝜇𝑋⊞𝑌, 𝜇𝑋⊞𝑌, 𝜇𝑋⊞𝑌 are called lower membership 

function, membership function, upper membership function of  𝛹𝑋 ⊞𝛹𝑌, respectively. 

Definition 3.4. Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, the AND-𝑡-conorm of 𝛹𝑋 and 𝛹𝑌, denoted by 𝛹𝑋 ⊞̌ 𝛹𝑌, is the 

VFPSS defined as follows: 

𝜇𝑋⊞̌𝑌: 𝑃 → [0,1],    𝜇𝑋⊞̌𝑌(𝑝
𝛾) = [(𝜇𝑋(𝑝) − 𝛼) + (𝜇𝑌(𝑝) − 𝛽)] − (𝜇𝑋(𝑝) − 𝛼) ∙ (𝜇𝑌(𝑝) − 𝛽),                   (31) 

𝜇𝑋⊞̌𝑌: 𝑃 → [0,1],    𝜇𝑋⊞̌𝑌(𝑝) = 𝜇𝑋(𝑝) + 𝜇𝑌(𝑝) − 𝜇𝑋(𝑝) ∙ 𝜇𝑌(𝑝),                                                                    (32) 
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𝜇𝑋⊞̌𝑌: 𝑃 → [0,1],    𝜇𝑋⊞̌𝑌(𝑝
𝛾) = [(𝜇𝑋(𝑝) + 𝛼) + (𝜇𝑌(𝑝) + 𝛽)] − (𝜇𝑋(𝑝) + 𝛼) ∙ (𝜇𝑌(𝑝) + 𝛽)                     (33) 

and 

𝜓𝑋⊞̌𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊞̌𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∩ 𝜓𝑌(𝑝
𝛽)                                                                                          (34) 

𝜓𝑋⊞̌𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊞̌𝑌(𝑝) = 𝜓𝑋(𝑝) ∩ 𝜓𝑌(𝑝),                                                                                                (35)  

𝜓𝑋⊞̌𝑌: 𝑃 → 2𝑈 ,     𝜓𝑋⊞̌𝑌(𝑝
𝛾) = 𝜓𝑋(𝑝

𝛼) ∩ 𝜓𝑌 (𝑝
𝛽)                                                                                        (36) 

where the functions 𝜓𝑋⊞̌𝑌, 𝜓𝑋⊞̌𝑌, 𝜓𝑋⊞̌𝑌 are called lower approximate function, approximate function, upper 

approximate function of 𝛹𝑋 ⊞̌ 𝛹𝑌, respectively, and 𝜇𝑋⊞̌𝑌, 𝜇𝑋⊞̌𝑌, 𝜇𝑋⊞̌𝑌 are called lower membership 

function, membership function, upper membership function of  𝛹𝑋 ⊞̌ 𝛹𝑌, respectively. 

Example 3.1. Let 𝑈 = {𝑢1, 𝑢2, 𝑢3 , 𝑢4, 𝑢5 , 𝑢6, 𝑢7 , 𝑢8} be an universe set, 𝑃 = {𝑝1, 𝑝2, 𝑝3, 𝑝4, 𝑝5} be the set of 

parameters and 𝑋 = {0.64/𝑝2, 0.55/𝑝4}, 𝑌 = {0.3/𝑝2, 0.48/𝑝3} are two fuzzy sets over 𝑃. If  

𝑋 = {0.42/𝑝2, 0.45/𝑝4},   𝑋 = {0.7/𝑝2, 0.85/𝑝4} 

and 

𝑌 = {0.2/𝑝2, 0.3/𝑝3},   𝑌 = {0.5/𝑝2, 0.65/𝑝3}, 

then the virtual fuzzy parameterized soft sets 𝛹𝑋 and 𝛹𝑌 are written by 

𝛹𝑋 = {

(0.42/𝑝2, {𝑢1, 𝑢2, 𝑢3 , 𝑢7, 𝑢8}), (0.45/𝑝4, {𝑢1, 𝑢3, 𝑢5 , 𝑢6, 𝑢8})

(0.64/𝑝2, {𝑢2, 𝑢3 , 𝑢7, 𝑢8}), (0.55/𝑝4, {𝑢3, 𝑢5, 𝑢6 , 𝑢8})

(0.7/𝑝2, {𝑢2, 𝑢3 , 𝑢8}), (0.85/𝑝4, {𝑢3, 𝑢6 , 𝑢8})
} 

and 

𝛹𝑌 = {

(0.2/𝑝2, {𝑢1, 𝑢2 , 𝑢4, 𝑢5 , 𝑢7}), (0.3/𝑝3, {𝑢1, 𝑢3 , 𝑢4, 𝑢5 , 𝑢6})

(0.3/𝑝2, {𝑢2, 𝑢4 , 𝑢5, 𝑢7}), (0.48/𝑝3, {𝑢3, 𝑢4, 𝑢5, 𝑢6})

(0.5/𝑝2, {𝑢2 , 𝑢4, 𝑢5}), (0.65/𝑝3, {𝑢4, 𝑢5, 𝑢6})
}. 

Then, 

𝛹𝑋 ⊞𝛹𝑌 =

{
 

 
(0.536/𝑝2, {𝑢1, 𝑢2 , 𝑢3, 𝑢4 , 𝑢5, 𝑢7 , 𝑢8}), (0.3/𝑝3, {𝑢1, 𝑢3 , 𝑢4, 𝑢5 , 𝑢6}),
(0.45/𝑝4, {𝑢1 , 𝑢3, 𝑢5 , 𝑢6, 𝑢8}), (0.748/𝑝2, {𝑢2, 𝑢3, 𝑢4 , 𝑢5, 𝑢7 , 𝑢8}),

(0.48/𝑝3, {𝑢3, 𝑢4, 𝑢5, 𝑢6}), (0.55/𝑝4, {𝑢3 , 𝑢5, 𝑢6 , 𝑢8}),
(0.85/𝑝2, {𝑢2, 𝑢3, 𝑢4, 𝑢5 , 𝑢8}), (0.65/𝑝3, {𝑢4, 𝑢5 , 𝑢6}), (0.85/𝑝4, {𝑢3 , 𝑢6, 𝑢8})}

 

 
 

Proposition 3.1. Let 𝛹𝑋 , 𝛹∅, 𝛹�̃� ∈ 𝑉𝐹𝑃𝑆(𝑈). Then,  

i. 𝛹𝑋⊞𝛹�̃� = 𝛹�̃�, 

ii. 𝛹𝑋 ⊠̌ 𝛹�̃� = 𝛹𝑋, 

iii. 𝛹𝑋⊞𝛹∅ = 𝛹𝑋, 

iv. 𝛹𝑋 ⊠̌ 𝛹∅ = 𝛹∅. 

Proof.   Straightforward. 

Proposition 3.2. Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, 

i. (𝛹𝑋⊞𝛹𝑌)
𝑐 = 𝛹𝑋

𝑐 ⊠̌ 𝛹𝑌
𝑐, 
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ii. (𝛹𝑋 ⊠̌ 𝛹𝑌)
𝑐
= 𝛹𝑋

𝑐⊞𝛹𝑌
𝑐, 

iii. (𝛹𝑋⊠𝛹𝑌)
𝑐 = 𝛹𝑋

𝑐 ⊞̌ 𝛹𝑌
𝑐, 

iv. (𝛹𝑋 ⊞̌ 𝛹𝑌)
𝑐
= 𝛹𝑋

𝑐⊠𝛹𝑌
𝑐. 

Proof.   i. For all 𝑝𝛾 ∈ 𝑃, 

𝜇(𝑋⊞𝑌)𝑐(𝑝
𝛾) = 1 − 𝜇𝑋⊞𝑌(𝑝

𝛾) 

= 1 − ([(𝜇𝑋(𝑝) − 𝛼) + (𝜇𝑌(𝑝) − 𝛽)] − (𝜇𝑋(𝑝) − 𝛼) ∙ (𝜇𝑌(𝑝) − 𝛽)) 

= 1 − 𝜇𝑋(𝑝) + 𝛼 − 𝜇𝑌(𝑝) + 𝛽 + (𝜇𝑋(𝑝) − 𝛼) ∙ (𝜇𝑌(𝑝) − 𝛽) 

= (1 − 𝜇𝑋(𝑝) + 𝛼) (1 − 𝜇𝑌(𝑝) + 𝛽) 

= 𝜇𝑋𝑐⊠̌𝑌𝑐(𝑝
𝛾) 

for all 𝑝 ∈ 𝑃, 

𝜇(𝑋⊞𝑌)𝑐(𝑝) = 1 − 𝜇𝑋⊞𝑌(𝑝) 

= 1 − (𝜇𝑋(𝑝) + 𝜇𝑌(𝑝) − 𝜇𝑋(𝑝) ∙ 𝜇𝑌(𝑝)) 

= 1 − 𝜇𝑋(𝑝) − 𝜇𝑌(𝑝) + 𝜇𝑋(𝑝) ∙ 𝜇𝑌(𝑝) 
= (1 − 𝜇𝑋(𝑝))(1 − 𝜇𝑌(𝑝)) 

= 𝜇𝑋𝑐⊠̌𝑌𝑐(𝑝) 

for all 𝑝𝛾 ∈ 𝑃, 

𝜇(𝑋⊞𝑌)𝑐(𝑝
𝛾) = 1 − 𝜇𝑋⊞𝑌(𝑝

𝛾) 

= 1− ([(𝜇𝑋(𝑝) + 𝛼) + (𝜇𝑌(𝑝) + 𝛽)] − (𝜇𝑋(𝑝) + 𝛼) ∙ (𝜇𝑌(𝑝) + 𝛽)) 

= 1− 𝜇𝑋(𝑝) − 𝛼 − 𝜇𝑌(𝑝) − 𝛽 + (𝜇𝑋(𝑝) + 𝛼) ∙ (𝜇𝑌(𝑝) + 𝛽) 

= (1 − 𝜇𝑋(𝑝) − 𝛼)(1 − 𝜇𝑌(𝑝) − 𝛽) 

= 𝜇𝑋𝑐⊠̌𝑌𝑐(𝑝
𝛾) 

and for all 𝑝𝛼 , 𝑝𝛽 , 𝑝𝛾 ∈ 𝑃, 𝑝 ∈ 𝑃 and 𝑝𝛼 , 𝑝𝛽 , 𝑝𝛾 ∈ 𝑃; 

𝜓(𝑋⊞𝑌)𝑐(𝑝
𝛾) = 𝑈 ∖ (𝜓𝑋(𝑝

𝛼) ∪ 𝜓𝑌(𝑝
𝛽)) = (𝑈 ∖ 𝜓𝑋(𝑝

𝛼)) ∪ (𝑈 ∖ 𝜓𝑌(𝑝
𝛽)) = 𝜓𝑋𝑐(𝑝

𝛼) ∩ 𝜓𝑌𝑐(𝑝
𝛽), 

𝜓(𝑋⊞𝑌)𝑐(𝑝) = 𝑈 ∖ (𝜓𝑋(𝑝) ∪ 𝜓𝑌(𝑝)) = (𝑈 ∖ 𝜓𝑋(𝑝)) ∪ (𝑈 ∖ 𝜓𝑌(𝑝)) = 𝜓𝑋𝑐(𝑝) ∩ 𝜓𝑌𝑐(𝑝), 

𝜓(𝑋⊞𝑌)𝑐(𝑝
𝛾) = 𝑈 ∖ (𝜓𝑋(𝑝

𝛼) ∪ 𝜓𝑌 (𝑝
𝛽)) = (𝑈 ∖ 𝜓𝑋(𝑝

𝛼)) ∪ (𝑈 ∖ 𝜓𝑌 (𝑝
𝛽)) = 𝜓𝑋𝑐(𝑝

𝛼) ∩ 𝜓𝑌𝑐 (𝑝
𝛽). 

The remaining parts can also be proved in a similar way. 

Proposition 3.3. Let 𝛹𝑋 , 𝛹𝑌 , 𝛹𝑍 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, for ⋆= {⊠̌,⊠,⊞̌,⊞} and ∗= {∩,∪}, 

i. 𝛹𝑋 ⋆ 𝛹𝑌 = 𝛹𝑌 ⋆ 𝛹𝑋 
ii. 𝛹𝑋 ⋆ (𝛹𝑌 ⋆ 𝛹𝑍) = (𝛹𝑋 ⋆ 𝛹𝑌) ⋆ 𝛹𝑍, 

iii. 𝛹𝑋 ⋆ (𝛹𝑌 ∗ 𝛹𝑍) = (𝛹𝑋 ⋆ 𝛹𝑌) ∗ (𝛹𝑋 ⋆ 𝛹𝑍), 

Proof.   Straightforward. 
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4. The Proposed Decision-Making Model 

In this section, we propose a different decision-making method in expressing uncertainty problems using virtual 
fuzzy parameterized soft sets. For this, we first define the fuzzy decision sets of a given universe set using the 

OR-𝑡-norm, AND-𝑡-norm, OR-𝑡-conorm and AND-𝑡-conorm. Then, we propose an algorithm by using the 

defined fuzzy decision sets. 

Definition 4.1. Let 𝛹𝑋 , 𝛹𝑌 ∈ 𝑉𝐹𝑃𝑆(𝑈). Then, the OR-fuzzy decision set of 𝛹𝑋⊞𝛹𝑌, denoted 𝛯𝛹𝑋⊞𝛹𝑌 , is 

defined by 

𝛯𝛹𝑋⊞𝛹𝑌 = {
𝜇⊞(𝑢𝑗)

𝑢𝑗
: 𝑢𝑗 ∈ 𝑈 } 

which is a fuzzy set over 𝑈, its membership function μ⊞ is defined by 𝜇⊞: 𝑈 → [0,1], 

𝜇⊞(𝑢𝑗) =
1

3𝑛
∑

[
 
 
 
 𝜇𝑋⊞𝑌 (𝑝𝑖

𝛾
) ∙ 𝜒

𝜓𝑋⊞𝑌(𝑝𝑖
𝛾
)
(𝑢𝑗) +

𝜇𝑋⊞𝑌(𝑝𝑖) ∙ 𝜒𝜓𝑋⊞𝑌(𝑝𝑖)(𝑢𝑗) +

𝜇𝑋⊞𝑌 (𝑝𝑖
𝛾) ∙ 𝜒

𝜓𝑋⊞𝑌(𝑝𝑖
𝛾
)
(𝑢𝑗) ]

 
 
 
 

1≤𝑖≤𝑚
1≤𝑗≤𝑛

                                                                                      (37) 

where 

𝜒
𝜓𝑋⊞𝑌(𝑝𝑖

𝛾
)
(𝑢𝑗) = {

1,   𝑢𝑗 ∈ 𝜓𝑋⊞𝑌 (𝑝𝑖
𝛾
)

0,   𝑢𝑗 ∉ 𝜓𝑋⊞𝑌 (𝑝𝑖
𝛾
)
,                                                                                                           (38) 

𝜒𝜓𝑋⊞𝑌(𝑝𝑖)(𝑢𝑗) = {
1,   𝑢𝑗 ∈ 𝜓𝑋⊞𝑌(𝑝𝑖)

0,   𝑢𝑗 ∉ 𝜓𝑋⊞𝑌(𝑝𝑖)
                                                                                                               (39) 

and 

𝜒
𝜓𝑋⊞𝑌(𝑝𝑖

𝛾
)
(𝑢𝑗) = {

1,   𝑢𝑗 ∈ 𝜓𝑋⊞𝑌 (𝑝𝑖
𝛾)

0,   𝑢𝑗 ∉ 𝜓𝑋⊞𝑌 (𝑝𝑖
𝛾)
.                                                                                                           (40) 

Here, the fuzzy decision sets 𝛯𝛹𝑋⊠̌𝛹𝑌 , 𝛯𝛹𝑋⊠𝛹𝑌  and 𝛯𝛹𝑋⊞̌𝛹𝑌  are defined in a similar way. 

Next, we construct the algorithm given below for decision-making (i.e., the application of a virtual fuzzy 

parameterized soft set): 

Algorithm 

Step 1: Choose fuzzy subsets 𝑋 and 𝑌 over 𝑃, (also “fuzzy subsets 𝑋 and 𝑌 over 𝑃” and “fuzzy subsets 𝑋 and 𝑌 

over 𝑃”) 

Step 2: Construct the virtual fuzzy parameterized soft sets 𝛹𝑋 and 𝛹𝑌 over 𝑈, 

Step 3: Find the OR-𝑡-conorm 𝛹𝑋⊞𝛹𝑌, 

Step 4: Compute the OR-fuzzy decision set 𝛯𝛹𝑋⊞𝛹𝑌 . 

Step 5: Find r, for which 𝜇𝛯𝛹𝑋⊞𝛹𝑌
(𝑢𝑟) = 𝑚𝑎𝑥 {𝜇𝛯𝛹𝑋⊞𝛹𝑌

(𝑢): 𝑢 ∈ 𝑈}. 



 

887 

 

Dalkılıç, Demirtaş. / Cumhuriyet Sci. J., 42(4) (2021) 878-889 
 

Note that, for other defined products, an algorithm can be constructed similar to the algorithm given above. 

Now, we show the steps and principle of the above algorithm by using the following example. It should also be 

noted that the examples to be given for algorithms created by using other products can be expressed in a similar 

way. 

Example 4.1. Suppose a school wants to choose the students that best suit its parameters. For this, the school 

has posted an announcement. According to the announcement, a three-stage exam will be held for candidate 

students. Then; the set of candidate students applying for admission to the school is 𝑈 =
{𝑢1, 𝑢2 , 𝑢3, 𝑢4 , 𝑢5, 𝑢6 , 𝑢7, 𝑢8 , 𝑢9} and the set of parameters the school requires from students is 𝑃 =
{𝑝1, 𝑝2, 𝑝3, 𝑝4} = {𝑠𝑒𝑙𝑓 − 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑡, 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙, 𝑤𝑖𝑙𝑙𝑖𝑛𝑔 𝑡𝑜 𝑙𝑒𝑎𝑟𝑛, 𝑡𝑎𝑙𝑒𝑛𝑡𝑒𝑑}. 

Step 1: Suppose that the school administration has selected two experts, X and Y, who are authorized on this 

subject. The fuzzy sets in which each expert express his opinion on this subject are as follows: 

𝑋 = {0.5/𝑝1, 0.65/𝑝3}, 𝑋 = {0.56/𝑝1, 0.72/𝑝3},        𝑋 = {0.76/𝑝1, 0.84/𝑝3} 

and  

𝑌 = {0.45/𝑝3, 0.36/𝑝4}, 𝑌 = {0.62/𝑝3, 0.5/𝑝4},       𝑌 = {0.75/𝑝3, 0.67/𝑝4} 

over 𝑃, 𝑃, 𝑃, respectively. 

Step 2: The results obtained based on the opinions of the experts are expressed as virtual fuzzy parameterized 

soft sets 𝛹𝑋 and 𝛹𝑌 over 𝑈 as follows: 

𝛹𝑋 = {

(0.5/𝑝1, {𝑢2, 𝑢4 , 𝑢5, 𝑢7 , 𝑢9}), (0.65/𝑝3, {𝑢1, 𝑢4, 𝑢6 , 𝑢7, 𝑢8})

(0.56/𝑝1, {𝑢2, 𝑢5, 𝑢7 , 𝑢9}), (0.72/𝑝3, {𝑢1, 𝑢4, 𝑢6 , 𝑢8})

(0.76/𝑝1, {𝑢2, 𝑢7 , 𝑢9}), (0.84/𝑝3, {𝑢1, 𝑢4, 𝑢8})
} 

𝛹𝑌 = {

(0.45/𝑝3, {𝑢1, 𝑢2 , 𝑢4, 𝑢5 , 𝑢7}), (0.36/𝑝4, {𝑢1, 𝑢3 , 𝑢4, 𝑢5, 𝑢6})

(0.62/𝑝3, {𝑢2 , 𝑢4, 𝑢5 , 𝑢7}), (0.5/𝑝4, {𝑢3, 𝑢4, 𝑢5 , 𝑢6})

(0.75/𝑝3, {𝑢2, 𝑢4 , 𝑢5}), (0.67/𝑝4, {𝑢4, 𝑢5, 𝑢6})
}. 

Step 3: The OR-𝑡-conorm of  𝛹𝑋 and 𝛹𝑌 is formed as, 

𝛹𝑋⊞𝛹𝑌 =

{
 

 
(0.5/𝑝1, {𝑢2, 𝑢4 , 𝑢5, 𝑢7 , 𝑢9}), (0.8075/𝑝3, {𝑢1, 𝑢2 , 𝑢4, 𝑢5, 𝑢6 , 𝑢7, 𝑢8}),

(0.36/𝑝4, {𝑢1, 𝑢3, 𝑢4 , 𝑢5, 𝑢6}), (0.56/𝑝1, {𝑢2, 𝑢5 , 𝑢7, 𝑢9}),
(0.8936/𝑝3, {𝑢1, 𝑢2, 𝑢4 , 𝑢5, 𝑢6 , 𝑢7, 𝑢8}), (0.5/𝑝4, {𝑢3 , 𝑢4, 𝑢5 , 𝑢6}),

(0.76/𝑝1, {𝑢2, 𝑢7 , 𝑢9}), (0.96/𝑝3, {𝑢1, 𝑢2, 𝑢4 , 𝑢5, 𝑢8}), (0.67/𝑝4, {𝑢4, 𝑢5 , 𝑢6})}
 

 
 

Step 4: The OR-fuzzy decision set of 𝛹𝑋⊞𝛹𝑌 is computed as 

𝛯𝛹𝑋⊞𝛹𝑌 =

{
 

 
0.112

𝑢1
,
0.166

𝑢2
,
0.032

𝑢3
,
0.174

𝑢4
,
0.194

𝑢5
0.120

𝑢6
,
0.130

𝑢7
,
0.099

𝑢8
,
0.067

𝑢9 }
 

 

 

For example, the value 𝜇⊞(𝑢7) for 𝑢7 is calculated as follows: 

𝜇⊞(𝑢7) =
1

3 ∙ 9
∑ [0.5 + 0.8075 + 0 + 0.56 + 0.8936 + 0 + 0.76 + 0 + 0] =

3.5211

27
≅ 0.130

1≤𝑖≤4
1≤𝑗≤9
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Step 5: We conclude from the values of u that 𝜇𝛯𝛹𝑋⊞𝛹𝑌
(𝑢5) = 𝑚𝑎𝑥 {𝜇𝛯𝛹𝑋⊞𝛹𝑌

(𝑢): 𝑢 ∈ 𝑈} = 0.194 and hence 

𝑟 = 5. Thus 𝑢5 is the optimal choice candidate and so 𝑢5 is the most suitable student candidate for the desired 

parameters. 

5. Conclusion 
 

To date, many hybrid sets have been constructed by considering fuzzy sets and soft sets. However, these sets 
have not questioned the margin of error of the decision-maker. For this reason, it is usual to encounter certain 

problems in solving uncertainty problems. This paper has focused on virtual fuzzy parameterized soft sets, 

which is the first mathematical model that can detect a possible margin of error in the data expressed by 
decision-makers. Moreover, the present study has studied the algebraic operations of VFPSSs. Afterward, a 

decision-making method has been proposed. We think that the approach given in this study can be instrumental 

in expressing with virtual fuzzy parameterized soft sets, which is a new mathematical model, the uncertainty 

problems encountered in fields such as current life state, computer science, decision making, etc. 
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 Abstract  

According to F. Klein, Geometry is the study of invariant properties of figures, i.e., properties 

unchanged under all motions.  In this article, we introduce 4-dimensional pseudo-Galilean 

transformations. Moreover, we study invariant properties under translation, shear and 

Minkowskian rotation motions. We have computed Frenet-Serret formulas of a curve and also 

we have found the fundamental theorem of curve theory in 4-dimensional pseudo-Galilean 

geometry.  
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1. Introduction  

Non-Euclidean geometry, literally is any geometry that is not the same as Euclidean geometry. The applications 

of Non-Euclidean geometry, [1] have been found in a lot of places of our life such as the theory of general 

relativity, celestial mechanics, cosmology. Another interesting application area is architecture. For example, in 

2009, the Tote restaurant in Mumbai was designed with aid of the fractal geometry, [1]. Galilean geometry is a 
geometry of the Galilean Relativity or shortly a non-Euclidean geometry. It is a bridge from Euclidean geometry 

to special relativity. It is a theory that is invariant under Galilean transformations stated by Yaglom. Galilean 

geometry is worked in detail in [2-4]. 

In 1998, pseudo-Galilean  geometry 
3

1  as analog to  [2] and [4] is defined by Divjak, [5]. This work [5] also 

includes the theory of curves in 
3

1 . Then, a lot of papers such as [5- 12] in pseudo-Galilean geometry 
3

1 ,  have 

been worked. In this paper, 4-dimensional pseudo-Galilean geometry 
4

1  will be defined and the curves in 
4

1  

will be considered. 

2. Minkowski Space 
3

1   

In this section, we give some fundamental information to construct a new geometry about 3- dimensional 
Minkowski space. Thus, we will be able to consider Galilean transformations in 3- dimensional Minkowski space. 

Let us consider 3 dimensional Minkowski space  3

1 , , ,       and let the Lorentzian inner product of

 1 2 3, ,x x xx  and   3

1 2 3 1, , ,y y y y  be  

1 1 2 2 3 3, .x y x y x y  x y  

The norm of x  
3

1  is denoted by x  and defined as 

, .x x x  

https://orcid.org/0000-0002-0256-1472
https://orcid.org/0000-0002-8296-6495
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A vector x  
3

1  is called a spacelike, timelike and null (light-like) vector if , 0x x  or ,x 0  , 0x x  

and  , 0x x  for ,x 0 respectively, [13,14]. A timelike vector is said to be positive (resp. negative) if and 

only if 
3 0x   (resp. 

3 0).x   

Let x  and y  be positive (negative) timelike vectors in 
3

1 .  There is a unique non-negative real number   such 

that  

, cosh .x y x y  

This number is called the Lorentzian timelike angle between the vectors x  and .y  Let x  and y  be spacelike 

vectors in 
3

1  that span a spacelike vector subspace. There is a unique nonnegative real number   such that 

, cos .x y x y  

Let x  and y  be spacelike vectors in 
3

1  that span a timelike vector subspace. There is a unique nonnegative real 

number   such that 

, cosh .x y x y  

Let x  be a spacelike vector and y  be a timelike vector in 
3

1 .  Then, there is a unique real number 0   such 

that 

, sinh .x y x y  

Basic rotations (also called the elemental rotation) are rotations about one of the axes of a coordinate system. The 

following three basic rotation rotate vectors by an angle   about the x , y , or z axis, in 
3

1 .  The rotation by 

angle   about the axes x  is denoted by  xR   and is calculated as 

 

1 0 0

0 cosh sinh ,

0 sinh cosh

xR   

 

 
 


 
  

 

the rotation by angle   about the axes y  is denoted by  yR   and is obtained by 

 

cosh 0 sinh

0 1 0 ,

sinh 0 cosh

yR

 



 

 
 


 
  

 

and the rotation by angle   about the axes z  is denoted by  zR   and is calculated as: 

 

cos sin 0

sin cos 0 ,

0 0 1

zR

 

  

 
 

 
 
  

 

with the help of the article [15]. 

However, according to Euler’s rotation theorem, any general rotations in space 
3
 may be described using three 

basic rotations. As you see, the elemental rotations can occur about the axes of the fixed coordinate system 

(extrinsic rotations) or about the axes of a rotating coordinate system, which is initially aligned with the fixed 

one, and modifies its orientation after each elemental rotation. Without considering the possibility of using two 
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different conventions for the definition of the rotation axes (intrinsic or extrinsic), there exist twelve possible 

sequences of rotation axes, divided into two groups: by Proper Euler angles ( ,z x zR R R  ,x y xR R R  ,y z yR R R  

,z y zR R R  ,x z xR R R  )y x yR R R  and by Tait–Bryan angles  ( ,x y zR R R  ,y z xR R R ,z x yR R R  ,x z yR R R  ,z y xR R R  

).y x zR R R  Similarly, the rotation matrices in 
3

1  can be obtained from above three using matrix multiplication. 

For example, the product  

     

cosh cos cosh sin sinh sinh cos sinh sin

 

cosh sinh cos

cosh sin cosh cos sinh sinh sin sinh cos cosh sinh sin

sinh cosh sinh cosh c

 

osh

z y xR R R R

           

              

    

  
 

    
 
  

 

represents a rotation whose yaw, pitch, and roll angles are ,   and   about axes , , ,z y x respectively. 

Moreover, the product 

     

cos cos cosh sin sin cos sin cosh cos sin sinh sin

cos sin cosh cos sin cosh cos cos sin sin sinh cos

sinh sin sinh cos cosh

 z x zR R R R

           

              

    

  
 

    
 
  

               (1)   

represents a rotation whose angles , ,    about axes , , .z x z  

Also, rotations in Minkowski space, preserve the types of vectors. One can be found more information about 

Minkowski space in [13-21]. 

3. Pseudo-Galiean Geometry 
4

1    

Let  , ,x y z  and  , ,x y z  
 be two referance frames in 

3

1 . We know that there is the relation 

cos cos cosh sin sin cos sin cosh cos sin sinh sin

cos sin cosh cos sin cosh cos cos sin sin sinh cos

sinh sin sinh cos cosh

x x a

y y b

z z c

           

           

    







        
       

           
             

 

between these two frames from (1). If the origin point O  of referans frame  , ,x y z  with constant velocity v  

on a non-null line l  moves according to relative frame  , ,x y z  
, then there are two cases with respect to l  for 

coordinates    ,a t b t  and  c t  of point O  at the moment t  where 1 2
ˆ ˆ, ,x Ol y Ol     and 3

ˆz Ol    by 

aid of [13]: 

Case 1 : if l  is timelike, then one can be written 

 

 

 

 

 

 

1

2

3

sinh

sinh ,

cosh

a t a v t

b t b v t

c t c v t







   
   

    
      

 

where 
2 2 3

1 2 3sinh sinh cosh 1     . 

So, the relation between the coordinates  , ,x y z  
 and  , ,x y z  of the point A  is given by  

 

 
1

2

cos cos cosh sin sin cos sin cosh cos sin sinh sin sinh

cos sin cosh cos sin cosh cos cos sin sin sinh cos sinh

sinh sin sinh cos cosh cosh

x x a v t

y y b v t

z z c v

            

            

     







       
     

          
            3

.

t

 
 
 
 
 
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By adding the relation t t d    which expresses the possibility of shifting the time origin, we arrive at the 

formulas  

       

       

       

1

2

3

cos cos cosh sin sin cos sin cosh cos sin sinh sinh sin

cos sin cosh cos sin sin sin cosh cos cos sinh sinh cos

sinh sin sinh cos cosh cosh

,

x a x y t v z

y b x y t v z

z c x y z t v

t d t

            

            

     









       


      


    
  

 

which give the relation between two coordinate systems the pseudo-Galilean motions. The motions can be split 

into three motions: a rotation about the t  axis; a shear in the direction of 

vector   1 2 3sinh , sinh , cosh ,0v v v  v , and a translation determined by the vector  , , ,a b c d . If the 

motion is arranged as x  instead of time parameter t  and , ,y z w instead of space parameter , , ,x y z  

respectively, we get  

       

       

       

1

2

3

sinh cos cos cosh sin sin cos sin cosh cos sin sinh sin

sinh cos sin cosh cos sin sin sin cosh cos cos sinh cos

cosh sinh sin sinh cos cosh

x d x

y a v x y z w

z b v x y z w

w c v x y z w

            

            

     









  


      


      
     

 

where 
2 2 3

1 2 3sinh sinh cosh 1     . 

 

Case 2: Similary, if l  is spacelike, then there are four situations and it can be easily calculated such as above. 

 

Finally, if we calculate the two cases then we obtain the following equations  

     

     

     

cos cos cosh sin sin cos sin cosh cos sin sinh sin

cos sin cosh cos sin sin sin cosh cos cos sinh cos

sinh sin sinh cos cosh

x d x

y a vex y z w

z b vfx y z w

w c vgx y z w

           

           

    









  


      


      
     

           (2)     

where the coefficents , ,e f g are angles such that 
2 2 2 1.e f g    

So, the above equations are called 4-dimensional pseudo-Galilean transformations. The invariant theory under 4-
dimensional pseudo-Galilean transformations is called 4-dimensional pseudo-Galilean geometry and is denoted 

by 
4

1 . 

 

4. Basic Information About 
4

1  

Let ( , , , )x y z wa  and 1 1 1 1( , , , )x y z wb  be vectors in the pseudo-Galilean space 
4

1 . The scalar product in 

the Pseudo-Galilean space 
4

1  is defined by 

1, .xx  a b  

A vector ( , , , )x y z wa  is said to be isotropic or special vector if 0.x   Otherwise, ( , , , )x y z wa  is called a 

non-isotropic. All unit non-isotropic vectors and isotropic vectors are of the form ( , , , ),x y z wa  0x   and 

(0, , , ),y z wp  respectively. Let (0, , , )y z wp  and 1 1 1(0, , , )y z wq  be two isotropic vectors. Then, the 

special scalar product of  isotropic vectors p  and q  is defined by 

1 1 1, .yy zz ww    a b  
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Along with the study, the special scalar product will be denoted by    product. The orthogonality of vectors in 

pseudo-Galilean space 
4

1 , a b , means that , 0  a b  for , 0.  a a  So, all isotropic vectors are 

orthogonal to the non-isotropic vectors. Also, the  -orthogonality of isotropic vectors p  and q  means that 

, 0.  p q   

 The norm of a vector a is defined by  

| |,xa  

and a  is called a unit vector  if 1.a  The norm of an isotropic vector p  is defined by 

2 2 2y z w   p  

and p  is called a unit isotropic vector if 1. p  Briefly, the vectors in 
4

1  are divided into two classes: the 

non-isotropic vector or the isotropic vectors which are spacelike, timelike or null.  

Let ( , , , )x y z wa , 1 1 1 1( , , , )x y z wb  and 2 2 2 2( , , , )x y z wc  be at least one non-isotropic vector in the 

pseudo-Galilean space 
4

1 , we introduce the vector product of a , b  and c  as the following: 

2 3 4

1 1 1 1

2 2 2 2

.
x y z w

x y z w

x y z z



   

0 e e e

a b c  

 

Especially, the vector product of isotropic vectors (0, , , )y z wp , 1 1 1(0, , , )y z wq  and 2 2 2(0, , , )y z wr  is 

introduced 

1 2 3 4

1 1 1

2 2 2

0
.

0

0

y z w

y z w

y z z



   

e e e e

p q r  

 

Here, 1 2 3, ,e e e and 4e are coordinate direction vectors which satisfy at follows:  

 

1 2 3 4

2 3 4 1

3 4 1 2

4 1 2 3.

,

,

,

 

  

  

  

   

e e e e

e e e e

e e e e

e e e e

 

Let  , , ,D E F G  be vectors in 
4

1 .  

i) If D  is a unit non-isotropic vector and  ,E F  are unit isotropic spacelike vectors and G  is a unit isotropic 

timelike vector, then  , , ,D E F G  is called an orthonormal basis of 
4

1 .    

ii) If D  is a unit non-isotropic vector and E  is a unit isotropic spacelike vector,  ,F G  are unit isotropic 

lightlike vectors such that ,


F G  1  ,  , , ,D E F G  is called a null basis (or null frame) of 
4

1 . 
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5. Construction of Frenet-Serret Frame in 
4

1  

Let   be a curve in 
4

1  given first by 

 ( ) ( ( ), ( ), ( ), ),t x t y t z t w t   

where   4( ), ( ), ( ),x t y t z t w t C  (the set of four-times continuously differentiable functions) and t  run through 

a real interval. If 
( )

0,
dx t

dt
  then the curve   is called an admissible curve. Otherwise, the curve   is called a 

non-admissible curve. From now on, we denote differentiation with respect to t  by a dash. 

I . 

An admissible curve given first by 

 ( ) ( ( ), ( ), ( ), ),t x t y t z t w t   

where ( ) 0x t  , the parameter of arc length is defined by 

( ) .ds x t dt dx   

For briefly, we assume ds dx  and s x  as the arc length of the curve  . Let an admissible curve   of the 

class 
rC ( 3)r   parameterized by arclength x , given in coordinate form  ( ) ( , ( ), ( ), ).x x y x z x w x   The 

first vector of the Frenet-Serret frame, namely the tangent vector of   is defined by 

  ( ) ( ) 1, ( ), ( ), .x x y x z x w x     T  

Since T  is a unit vector, so, we may express , 1.T T  Differentiating the last equation with respect to x , 

we have , 0. T T  Note that ( )x
T  can be a timelike, spacelike or null vector: 

So, we have computed Frenet-Serret formulas with respect to three conditions of  ( )x
T . 

A. Let  x
T  be a timelike vector: The vector function 


T  gives us the rotation measurement of  the curve  . 

The real valued function  

     
2 2 2

1k y z w


       T                                                                                                                        (3)   

is called the first curvature of the curve .  Now, we define the principal normal vector 

 
1k




T

N or  
 

  
1

1
0, ( ), ( ), .x y x z x w x

k x

  N   

Since  xN  is a timelike vector,    , 1x x

 N N  and    2 , 0.x x



 N N  So,  x
N  is a spacelike 

vector. Then,  x N 0  is a spacelike vector linearly independent with  .xN  We define second curvature of 

the curve   as 

   2 .k x x


 N  

The third vector field, namely binormal vector field of the curve   which is spacelike vector is defined by 

     

 

 1

2 1 1 1

1 ( ) ( )
( ) 0, , , .

w xy x z x
x

k x k x k x k x

  
       

                   

B                                         
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Therefore, the vector 1( ),xB  is both orthogonal to T  and N . Hence, the fourth unit vector is defined 

by 

     2 1( ) .x x x x  B T N B  

The basis  1 2, , ,T N B B  is positively oriented because det  1 2, , , 1.T N B B  We define the third curvature of 

the curve   by the inner product 

3 1 2, .k


 B B  

Here, as well known, the set  1 2 1 2 3, , , , , ,k k kT N B B  is called the Frenet-Serret apparatus of the curve .  And 

here, we know that the vectors are mutally orthogonal vectors satisfying 

1 1 2 2

1 2 1 2 1 2

, , , , 1,

, , , , , , 0.

  

  

    

     

T T N N B B B B

T N T B T B N B N B B B
 

Now, let calculate Frenet Serret equations. Considering the definitions above, firstly, we know that 

   1( ) .x k x x T N  

It is possible to define the vector 


N  according to frame  1 2, , ,T N B B  by  

               1 2 3 1 4 2( ) ,x x x x x x x x x       N T N B B  

,i   for 1 4.i   Multiply both sides by the vectors  1 2, , ,T N B B  and considering above the equations, 

we have, respectively 

     

     

       

1

2

3 1 2

, 0

, 0

,

x x x

x x x

x x x k x

















 

 

 

N T

N N

N B

 

By the definiton the the third vector field 1,B  we easily obtain 

 4 2, 0.x


  N B  

We immediately arrive at 

   2 1 .k x x N B  

In order to compute the vector function 1


B , let us decompose 

               1 1 2 3 1 4 2 ,x x x x x x x x       B T N B B  

where ,i   for 1 4.i   Similiar to 


N , we express 

     

       

     

       

1 1

2 1 2

3 1 1

4 1 2 3

, 0

,

, 0

,

x x x

x x x k x

x x x

x x x k x























 

 

 

 

B T

B N

B B

B B

 

so we get, 
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         1 2 3 2 .x k x x k x x  B N B                                                                                                                            (4) 

In an analogous way, we can write 

                 2 1 2 3 1 4 2 ,x x x x x x x x x       B T N B B  

where ,i   for 1 4.i   Then, with the aid of the equaiton (4), we can find  

     

     

       

     

1 2

2 2

3 2 1 3

3 2 2

, 0

, 0

,

, 0.

x x x

x x x

x x x k x

x x x























 

 

  

 

B T

B N

B B

B B

 

So, we have  2 3 1.k  B B  And we obtain the Frenet equations in matrix form  

1

2

2 3 11

3 22

0 0 0

0 0 0
.

0 0

0 0 0

k

k

k k

k









     
     
     
     
     

     

TT

NN

BB

BB

 

 

B.Let  x
T  be a spacelike vector: The first curvature of   is defined by 

     
2 2 2

1 .k y z w      

We define the principal normal vector  
 1

( )x
x

k x




T

N  and    , 1.x x

N N  So, we get 

   2 , 0.x x


 N N  Since  x
N  is orthogonal to the spacelike vector   ,xN   x

N  may be spacelike, 

timelike or lightlike.  

i.Assume that  x
N  is a spacelike vector. Again we write the second curvature 

2 ,k


 N  

and 

     

 

 1

2 1 1 1

1 ( ) ( )
( ) 0, , , .

w xy x z x
x

k x k x k x k x

  
       

                   

B  

Also, 

     2 1( )x x x x  B T N B  

and 

3 1 2, .k


 B B  

2 ( )xB  is a timelike vector. Similarly, the Frenet equations are 



 

898 

 

Akbıyık, Yüce / Cumhuriyet Sci. J., 42(4) (2021) 890-905 
 

1

2

2 3 11

3 22

0 0 0

0 0 0
.

0 0

0 0 0

k

k

k k

k









     
     
     
     
     
     

TT

NN

BB

BB

                                                                                                                               (5) 

ii.Assume that  x
N  is a timelike vector. The second curvature is  

   2k x x


 N   

and 

     

 

 1

2 1 1 1

1 ( ) ( )
( ) 0, , , .

w xy x z x
x

k x k x k x k x

  
       

                   

B  

Moreover,  

     2 1( )x x x x  B T N B   

and 

 
3 1 2, .k



 B B                                                                                                                                                                  (6) 

2 ( )xB  is a spacelike vector. The Frenet equations can be easily seen 

1

2

2 3 11

3 22

0 0 0

0 0 0
.

0 0

0 0 0

k

k

k k

k









     
     
     
     
     
     

TT

NN

BB

BB

                                                                                                                                                         (7) 

 

iii.Assume that  x
N is a lightlike vector.  We define the third vector field as  1( ) ,x xB N  which is linearly 

independent with  .xN  Let 2 ( )xB  be the unique lightlike vector such that 
1 2, 1


 B B  and it is orthogonal 

to  .xN  The vector 2 ( )xB  is the second binormal vector of .  The third curvature of the curve   

3 1 2, .k


  B B  The Frenet formulas are similar to above 

1

3 11

3 22

0 0 0

0 0 1 0
.

0 0 0

0 1 0

k

k

k









     
     
     
     
     

     

TT

NN

BB

BB

                                     

                                                                                                                     

C. Let  x
T  be a lightlike vector: The normal vector as    x xN T  and define the first binormal vector as 

   1 ,x xB N  which is a unit spacelike vector. The second binormal vector  2 xB  is unique lightlike vector 

which is orthogonal to  1 xB  such that    2, 1.x x

 N B  Thus,  1 2, , ,T N B B  is null frame. The Frenet 

formulas are 
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3 11

3 22

0 1 0 0

0 0 1 0
.

0 0 1

0 0 0

k

k









     
     
     
     
     
     

TT

NN

BB

BB

                                                                                                                                        (8) 

The third curvature of   is 
3 1 2, .k



  B B  

Corollary 5.1 The admissible curve  x  in 
4

1  classifies in the following cases: 

1) a curve with timelike normal vector N . 

2) three curves with spacelike normal vector N  and binormal vector 1B  which is spacelike, timelike or null. 

3)a curve with null normal vector N . 

II. 

A non-admissible curve   is given by the parametrization ( ) ( , ( ), ( ), ( ))t c y t z t w t  , where c  constant. So, 

a non-admissible curve   classify in the three kinds, spacelike, timelike, null curve, on 3 dimensional 

Minkowski Space x c  in 
4

1 .  Finally, with the help of [19], we can easily find the construction of Frenet-

Serret frames for a non-admissible curve  .  

6. The Fundamental Theorem 

Until now, we can construct the Frenet-Serret apparatus for a given curve. But, we have not yet addressed to what 

extent we can do inverse. Given some 1 2,k k  and 3k , we would like to know if it is possible to construct a curve 

to fit these functions. The fundamental theorem of curves says that it is possible to reconstruct the curve from 
only the curvature functions.   

Theorem 6.1  Let  1 0,k x    2 0k x   and  3 ,k x  ,x I  be three differentiable maps. Then, there exist 

three differential regular parametrized curves 
4

1: I  ,   ,x   with curvatures  1k x ,  2k x  and 

 3k x . 

Proof. Let 0x I  and let  , , ,D E F G  be an orthonormal basis, which it will be the initial conditions of an 

ordinary differential equation (ODE) system. Depending on the causal character of the vectors E  and F , we 
obtain three different cases:  

Firstly, if we want to obtain a curve with timelike normal N  and curvatures  1k x ,  2k x  and  3 ,k x  

respectively, then we consider that  , , ,D E F G  is orthonormal basis positively oriented and E  is timelike. In 

such case, we solve the ODE system of equations 

     

     

         

     

0 1 0 0

0 2 0 1 0

1 0 2 0 0 3 0 2 0

2 0 3 0 1 0

x k x x

x k x x

x k x x k x x

x k x x













 

 

T N

N B

B N B

B B

 

with initial condition 
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 

 

 

 

0

0

1 0

2 0 .

x

x

x

x









T D

N E

B F

B G

 

Let  1 2, , ,T N B B  be the unique solutions and define    
0

.
x

x
x u du   T  We prove that this curve is with 

timelike normal N  and curvatures  1k x ,  2k x  and  3 ,k x  respectively. We show that 

 1 2, , ,T N B B  is an orthonormal basis with the same causal properties that initial basis  , , , .D E F G  Consider 

the ODE system:  

1

2 1

1 1 2 1 2 1

2 2 3 1 2

, 2 ,

, 2 ,

, 2 , 2 ,

, 2 ,

k

k

k

k

 

  

 













 

 

T T N T

N N B N

B B N B B B

B B B B

 

1 2 1

1 1 1

2 1 1

1 2 1 1 2 3 2

2 2 1 2 3 1

1 2 2 2 3 2 2 3 1 1

, , ,

, ,

, ,

, , , ,

, , ,

, , , ,

k k

k

n k

k k k

n k k

k k k

   

  

   













 





  

 

  

T N N N T B

T B N B

T B N B

N B B B N N N B

N B B B N B

B B N B B B B B

 

with initial conditions at 0x x  given by  1, 1,1,1,0,0,0,0,0,0 .  On the other hand, the functions 

1 2 3 4 5 6 7 8 9 101, 1, 1, 1, 0, 0, 0, 0, 0, 0f f f f f f f f f f            satisfy the same ODE system and 

initial conditions. By uniqueness, 

1 1 2 2

1 2 1 2 1 2

, , , , 1

, , , , , , 0.

  

  

    

     

T T N N B B B B

T N T B T B N B N B B B
 

So,  1 2, , ,T N B B  is an orthonormal basis of 
4

1 , where N  is timelike. From the definition of ,  

   x x  T  and so   is a curve with timelike normal parametrized by arc lengh and curvatures of   are 1k

, 2k  and 3.k  

Secondly, if we want to obtain a curve with spacelike normal vector N  and spacelike binormal vector 1B  and 

curvatures 1k , 2k  and 3k , consider the initial conditions 

 

 

 

 

0

0

1 0

2 0 ,

x

x

x

x









T D

N E

B F

B G
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where  , , ,D E F G  is orthonormal basis and G  is timelike. Considering that the ODE system that we solve is 

(5), the proof is clear. 

Finally, if we are looking for a curve with spacelike normal and timelike binormal vector, the initial condition is 

an orthonormal basis  , , , ,D E F G  where F  is timelike and the ODE system (7). And the proof is similar. 

 

Theorem 6.2 Let  1 0,k x   and  3 ,k x  ,x I  be two smooth maps. Then, there exist a curve with spacelike 

normal N  and lightlike binormal 1B  with curvatures  1k x  and  3k x . 

Proof.  If we want to obtain a curve with spacelike normal N  and lightlike binormal 1B  with curvatures 

 1k x  and  3k x , respectively, then we consider that  , , ,D E F G  be the null frame of 
4

1  such that E  is 

spacelike and ,F G  are unit isotropic lightlike vectors such that ,


F G  1  . We pose the ODE system (8) 

with initial conditions 

 

 

 

 

0

0

1 0

2 0

,

,

,

.

x

x

x

x









T D

N E

B F

B G

 

Let  1 2, , ,T N B B  be the unique solution and define    
0

.
x

x
x u du   T  We prove that   is a curve with 

spacelike normal N  and null binormal vector 1B . First, we consider the next ODE system of 10 equations: 

1

1

1 1 3 1 1

2 2 1 3 2 2

1 2 1

1 1 1

2 1 1

1 1 1 3 1

2 1 2 3 2

1 2 3 1 2 1 3 1 2

, 2 ,

, 2 ,

, 2 ,

, 2 , 2 ,

, , ,

, ,

, ,

, , ,

, , , ,

, , , ,

k

k

k

k k

k

k

k

k

k k

 

 

  

  

   

   

























 

 





 

  

  

T T N T

N N N B

B B B B

B B N B B B

T N N N T B

T B N B

T B N B

N B B B N B

N B B B N N N B

B B B B B N B B

 

with initial conditions at 0x x  given by  1,1,0,0,0,0,0,0,0, 1 .  On the other hand, the functions 

1 2 3 4 5 6 7 8 9 101, 1, 0, 0, 0, 0, 0, 0, 0, 1f f f f f f f f f f            

satisfy the same ODE system and initial conditions. By uniqueness, 

1 1 2 2

1 2 1 2 1 2

, , 1,  , , 0

, , , , , 0,  , 1.

  

  

   

      

T T N N B B B B

T N T B T B N B N B B B
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This implies that  1 2, , ,T N B B is a null basis of 
4

1 , where N  is spacelike. From the definition of ,  

   x x  T  and so   is a curve with spacelike normal N  and lightlike binormal 1B  with curvatures 

 1k x   and  3k x . 

Theorem 6.3 Let  3 ,k x  ,x I  be a smooth function. Then, there is a curve with null normal vector  xN  

and curvature  3 .k x  

Proof.  It can be easily proved from the ODE system (8) as above the theorem.  

As we see from Theorem 6.1, we have two different curves having the same curvatures. So, there is not a unique 

curve with the same curvatures. And also, these curves are not equivalent under pseudo-Galilean motions. 

Because we don’t have any of these motions. But for any two same types orthonormal frame in 
4

1  there is a 

pseudo-Galilean motion which transforms one frame into the other one and a space curve in 
4

1  under proper 

pseudo-Galilean motions is transformed in the same type curve. So, we can give the following theorem: 

Theorem 6.4  Two admissible same type curves in 
4

1  are equivalent under pseudo-Galilean motions if only if 

they have the same natural equations for   , 1,2,3.ik x i   

7. Applications 

Now, we illustrate examples of presented method. 

Example 7.1 Let us consider the following curve with spacelike normal vector  xN  and timelike binormal 

vector  1 xB  in the space 
4

1   

   ,1,cosh ,sinh .x x x x                                                                                                                                               (9) 

By differentiating both sides of (9) with respect to arc length ,x we have  

   1,0,sinh ,cosh .x x x    

Thus, we decompose tangent vector of    as follows:  

   1,0,sinh ,cosh .x x xT  

And considering the equation (3), 

   1 1. k x x


 T  

Thereafter, we arrive at    0,0,cosh ,sinh .x x xN  So, the curve is a curve with spacelike normal vector. 

Moreover, one more differentiating of the normal vector equation, we have  

   0,0,sinh ,cosh .x x x N  

By the aid of the this equation, we have the second curvature function 

2 ( ) 1k x    

and timelike binormal vector  1 xB  is obtained  

   1 0,0,sinh ,cosh .x x xB  

Furthermore, the cross product of tangent, principal normal, and binormal vectors is formed 
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2 3 4

2 1

1 0 cosh sinh
( ) ( ) ( ) ( ) .

0 0 sinh cosh

0 0 cosh sinh

x x
x x x x

x x

x x



    

0 e e e

B T N B  

Thus, we have  

   2 0,1,0,0 .x B  

In order to determine the third curvature of the curve, considering the equation (6), we have  

 3 0.k x   

So, the curve is a curve with spacelike normal vector  xN  and timelike binormal vector  1 .xB  Also, the 

following equations provide 

11

22

0 1 0 0

0 0 1 0
.

0 1 0 0

0 0 0 0









    
    
    
    
    
      

TT

NN

BB

BB

 

So, we construct the Frenet-Serret apparatus for the given curve ( )x . Now, let reconstruct the curve ( )x  from 

only the curvature functions. 

Example 7.2 Let  1 1,k x    2 1k x   and  3 0,k x   ,x I  and consider the following ordinary differential 

equation system  

     

     

         

     

0 1 0 0

0 2 0 1 0

1 0 2 0 0 3 0 2 0

2 0 3 0 1 0

x k x x

x k x x

x k x x k x x

x k x x













 

 

T N

N B

B N B

B B

 

with initial condition 

 

 

 

 

0

0

1 0

2 0

(1,0,0,1)

(0,0,1,0)

(0,0,0,1)

(0,1,0,0).

x

x

x

x









T

N

B

B

 

Then we have  

1

2 0,

i i

i i

i i

i

t n

n b

b n

b

 

 

 

 

 

for 1,2,3,4i  . If we solve this ODE with method of Laplace transformation, then we obtain 
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   

   

   1

2

1,0,sinh ,cosh ,

0,0,cosh ,sinh ,

0,0,sinh ,cosh ,

( ) (0,1,0,0).

x x x

x x x

x x x

x









T

N

B

B

 

Now, let define  
0

( ) .

x

x u du  T  So, we get    ,0,cosh 1,sinh .x x x x    

Actually, we find the same curve in the equation (9) 

   ,1,cosh ,sinhx x x x   

under the translation determined with (0, 1,1,0) u . Finally, the curve is a curve with spacelike normal vector 

 xN  and timelike binormal vector  1 xB  and  1 1,k x    2 1k x   and  3 0,k x   x I  (See Figure 1). 

 
Figure 1. The image of the curve   in 3-dimensional 1y  -pseudo-Galilean space or 3-dimensional xzw pseudo-

Galilean space in 4-dimensional pseudo-Galiean geometry 

8. Conclusion and Further Remarks 

Throughout the presented paper, we define pseudo-

Galilean motions and pseudo-Galilean  geometry 
4

1 . 

That is, we introduce a new geometry. Also, we present 

the curve theory in 
4

1 .  Here, using vector product, we 

give formulas of frame vectors for curves.  

Unlike Euclidean, Minkowskian, and Galilean 
geometries, the curves in pseudo-Galilean  geometry 

4

1  are not enough to classify the curves according to 

their tangent vectors T . It is also necessary to classify 

with respect to their normal vector N  and binormal 

vector 1B . There are actually 8-kinds of curves in 
4

1 .

So, differences according to other geometries are 

observed in the calculation of the fundamental theorem 

of curve theory in 
4

1 .  However, we can construct the 

Frenet-Serret apparatus for a given curve and also 

reconstruct the curve from only the curvature 
functions. 

Via this method, some of classical differential 

geometry topics can be treated. We hope these results 

will helpful to mathematicians who are specialized in 

mathematical modeling. 
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Abstract  

In this paper, we introduce the moving Frenet frame along the timelike curve  in 𝔼1
4 and then 

Frenet formulas with the equiform parameter in the equiform geometry of the Minkowski 

space-time. We obtain 𝑘-type helices for equiform differential geometry of timelike curves in 

Minkowski space-time 𝔼1
4, in terms of their curvature functions. We give some new 

characterizations for these helices and investigate the special helices in Minkowski space-time. 

Finally, we establish (𝑘,𝑚)-type slant helices for equiform differential geometry of timelike 

curves in 𝔼1
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1. Introduction  

Differential geometry is basically an area where the theory of curves and manifolds are studied. New theories are 

practically being built on it everyday applications. Especially, since the theory of curves finds application in 

many disciplines, it has become an important field for both mathematicians and biologists, physics and even 
engineers and medicine in some fields. However, the geometric structures built on the timelike and spacelike 

curves and the construction of Frenet vectors opened completely different doors and allowed to work on a very 

wide platform. Geometricians try to express and prove these and similar issues in various spaces, for example in 

the Lorentz-Minkowski space in the Euclidean space, and in the Semi-Euclidean space. In particular, the theory 
of curves in Lorentz-Minkowski and Semi-Euclidean space, and the differences arising from the classification of 

curves as spacelike, timelike and null have yielded very interesting results.  

Recently, Izumiya and Takeuchi introduced the concept of slant helix in Euclidean space. For instance, 

in [1], the authors presented some necessary and sufficient conditions for a curve to be a slant helix in Euclidean 

n-space. In [2], the authors established equiform differential geometry of curves in Minkowski space-time. 

Geometricians [3-5] usually deal with the theoretical part and continue to work with spacelike, timelike curves, 

involute-evolute curves, helices, and various characterizations. M.Y. Yilmaz and M. Bektaş defined (𝑘,𝑚)-type 

slant helices in 4-dimensional Euclidean space in [6]. Furthermore, very important theories have been proved in 

the 4-dimensional Minkowski space, which contains the most interesting and most different curves [7-10] and 
similar subjects [11-13] have yielded quite remarkable results. Because equiform roofs are expressed in 4-

dimensional Euclidean space, each of them has its own unique geometric structures, allowing the study of events 

in a broad perspective.Additionally, F. Bulut and M. Bektaş obtained helix types for equiform differential 

geometry of spacelike curves in 𝔼1
4 in [12].  

In this paper, we examine the structures of (𝑘,𝑚)-type helices of the distinguished timelike curves and the 

timelike curves expressed by the 𝑠 parameter. We present helix types which are called curves as 𝑘-type helices 

and (𝑘,𝑚)-type slant helices for equiform differential geometry of timelike curves in Minkowski space-time. 

2. Geometric Preliminaries  

The Minkowski space-time 𝔼1
4 is a Euclidean space provided with the indefinite flat metric given by  

𝑔 = −𝑑𝑥1
2 + 𝑑𝑥2

2 + 𝑑𝑥3
2 + 𝑑𝑥4

2 
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where 𝑥1
1 , 𝑥1

2 , 𝑥1
3 , 𝑥1

4 is a rectangular coordinate system of 𝔼1
4. Recall that an arbitrary vector 𝑦 ∈ 𝔼1

4 − {0} can be 

spacelike, timelike or null (lightlike vector), if holds 𝑔〈𝑦, 𝑦〉〉0, 𝑔〈𝑦, 𝑦〉〈0 or 𝑔〈𝑦, 𝑦〉 = 0 respectively. If 𝑦 is a 

timelike vector, then ∥ 𝑦′, 𝑦′ ∥= √−〈𝑦′, 𝑦′〉. For an arbitrary the curve 𝛼(𝑠) in 𝔼1
4 is named a spacelike, a timelike 

and a null (lightlike) curve, if all of its velocity vectors 𝛼′(𝑠) are spacelike, timelike, and null (lightlike), 

respectively [13]. The normal vector on the spacelike or the timelike hypersurface is, respectively, a timelike or 
a spacelike vector.  

Let 𝛼: 𝐼 ⊂ ℝ → 𝔼1
4 be a curve in Minkowski space-time. The curve 𝛼 is said to be a timelike curve if 

〈𝛼
.
(𝑡), 𝛼

.
(𝑡)〉 < 0 for each 𝑡 ∈ 𝐼. The arclength of a timelike curve 𝛼 measured from 𝛼(𝑡0)(𝑡0 ∈ 𝐼) is  

𝑠(𝑡) = ∫
𝑡

𝑡0
∥ 𝛼

.
(𝑡) ∥ d𝑡.  

𝛼 is said to be parameterized by the arc-length function 𝑠, if ∥ 𝛼′(𝑠) ∥= −1, where 𝛼′(𝑠) = 𝑑𝛼/𝑑𝑠. 

Consequently, we say that 𝛼 is a timelike curve, if ∥ 𝛼′(𝑠) ∥= −1. For any 𝑥, 𝑦, 𝑧 ∈ 𝔼1
4, we define a vector 𝑥 ×

𝑦 × 𝑧 by  

𝑥 × 𝑦 × 𝑧 = ||

−𝑒1 𝑒2 𝑒3 𝑒4

𝑥1
1 𝑥1

2 𝑥1
3 𝑥1

4

𝑥2
1 𝑥2

2 𝑥2
3 𝑥2

4

𝑥3
1 𝑥3

2 𝑥3
3 𝑥3

4

||,  

where 𝑥𝑖 = (𝑥𝑖
1 , 𝑥𝑖

2 , 𝑥𝑖
3 , 𝑥𝑖

4), 1 ≤ 𝑖 ≤ 3. Let 𝛼: 𝐼 ⟶ 𝔼1
4 be a timelike curve in 𝔼1

4. Let {𝐭(𝑠), 𝐧(𝑠), 𝐛𝟏(𝑠), 𝐛𝟐(𝑠)} 
is a pseudo-orthogonal frame which satisfies the following Frenet-Serret formulas of 𝔼1

4 along 𝛼.  

[

𝐭
𝐧
𝐛𝟏

𝐛𝟐

]

′

=

[
 
 
 
0 𝜅1 0 0

𝜇1𝜅1 0 𝜇2𝜅2 0

0 𝜇3𝜅2 0 𝜇4𝜅3

0 0 𝜇5𝜅3 0 ]
 
 
 

[

𝐭
𝐧
𝐛𝟏

𝐛𝟐

],                                  (1) 

where 𝜅1, 𝜅2 and 𝜅3 are respectively, first, second and third curvature of the timelike curve 𝛼 and we have   

𝜅1(𝑠) =∥ 𝛼′′(𝑠) ∥, 

𝐧(𝑠) =
𝛼′′(𝑠)

𝜅1(𝑠)
, 

𝐛𝟏(𝑠) =
𝐧′(𝑠) + 𝜇1𝜅1(𝑠)𝐭(𝑠)

∥ 𝐧′(𝑠) + 𝜇1𝜅1(𝑠)𝐭(𝑠) ∥
, 

𝐛𝟐(𝑠) = 𝐭(𝑠) × 𝐧(𝑠) × 𝐛𝟏(𝑠). 

Denote by {𝐭(𝑠), 𝐧(𝑠), 𝐛𝟏(𝑠), 𝐛𝟐(𝑠)} the moving Frenet frame along the timelike curve 𝛼 [1-7]. So, 𝑡(𝑠) is a 

timelike tangent vector and the principal normal vector 𝐧(𝑠), the first binormal vector 𝐛𝟏(𝑠) and the second 

binormal vector 𝐛𝟐(𝑠), then 𝜇𝑖 = ∓1(1 ≤ 𝑖 ≤ 5) and we get 𝜇1 = 𝜇2 = 𝜇4 = 1, 𝜇3 = 𝜇5 = −1.  

Now, let 𝛾 be a timelike curve. Then 𝐓 is timelike vector and following Frenet formulas is given  

[

𝐓
𝐍
𝐁𝟏

𝐁𝟐

]

′

=

[
 
 
 
0 𝜅1 0 0

−𝜅1 0 𝜅2 0

0 −𝜅2 0 𝜅3

0 0 −𝜅3 0 ]
 
 
 

[

𝐓
𝐍
𝐁𝟏

𝐁𝟐

], 

where 𝜅1, 𝜅2 and 𝜅3 denote the first, the second and the third curvature functions according to of 𝛾, respectively. 

Here, {𝐓, 𝐍, 𝐁𝟏, 𝐁𝟐} satisfy the following equations  

〈𝐍,𝐍〉 = 〈𝐁𝟏, 𝐁𝟏〉 = 〈𝐁𝟐, 𝐁𝟐〉 = 1, 〈𝐓,𝐓〉 = −1.  
 

3.   Equiform Differential Geometry of Timelike Curves  

Let 𝛼: 𝐼 ⟶ 𝔼1
4 be a timelike curve. We define the equiform parameter of 𝛼(𝑠) by  
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𝜎 = ∫
𝑑𝑠

𝜌
= ∫ 𝜅1 𝑑𝑠 

where 𝜌 =
1

𝜅1
 is the radius of curvature of the curve and 

𝑑𝑠

𝑑𝜎
= 𝜌.  

Let’s indicate by {𝐓, 𝐍, 𝐁𝟏, 𝐁𝟐} the acting Frenet frame along the curve 𝛼(𝑠) in the space 𝔼1
4 and so {𝐓,𝐍, 𝐁𝟏, 𝐁𝟐} 

are, respectively, the unit tangent, the principal normal, the first binormal and the second binormal vector fields. 

We define the equiform parameter of 𝛼(𝑠). Then, we can write  

𝐔𝟏 = 𝜌𝐓, 

𝐔𝟐 = 𝜌𝐍, 

𝐔𝟑 = 𝜌𝐁𝟏, 

𝐔𝟒 = 𝜌𝐁𝟐.    

Then, {𝐔𝟏, 𝐔𝟐, 𝐔𝟑, 𝐔𝟒} is an equiform invariant tetrahedron of the curve 𝛼 [2]. 𝜎 is an equiform invariant 

parameter of 𝛼. The derivatives of these vectors with respect to 𝑠 can be obtained by the following equations:  

𝐔𝟏
′ =

𝑑

𝑑𝜎
(𝐔𝟏) = 𝜌

𝑑

𝑑𝑠
(𝜌𝐓) = �̇�𝐔𝟏 + 𝐔𝟐, 

𝐔𝟐
′ =

𝑑

𝑑𝜎
(𝐔𝟐) = 𝜌

𝑑

𝑑𝑠
(𝜌𝐍) = 𝐔𝟏 + �̇�𝐔𝟐 + (

𝜅2

𝜅1
)𝐔𝟑, 

𝐔𝟑
′ =

𝑑

𝑑𝜎
(𝐔𝟑) = 𝜌

𝑑

𝑑𝑠
(𝜌𝐁𝟏) = −(

𝜅2

𝜅1
)𝐔𝟐 + �̇�𝐔𝟑 + (

𝜅3

𝜅1
)𝐔𝟒, 

𝐔𝟒
′ =

𝑑

𝑑𝜎
(𝐔𝟒) = 𝜌

𝑑

𝑑𝑠
(𝜌𝐁𝟐) = −(

𝜅3

𝜅1
)𝐔𝟑 + �̇�𝐔𝟒,  

where the functions 𝜅1, 𝜅2 and 𝜅3 are the curvatures of 𝛼 [12]. Then, the Frenet formulas in the equiform 

geometry of the Minkowski space-time can be written as below:  

𝐔𝟏
′ = 𝐾1𝐔𝟏 + 𝐔𝟐, 

𝐔𝟐
′ = 𝐔𝟏 + 𝐾1𝐔𝟐 + 𝐾2𝐔𝟑, 

𝐔𝟑
′ = −𝐾2𝐔𝟐 + 𝐾1𝐔𝟑 + 𝐾3𝐔𝟒, 

𝐔𝟒
′ = −𝐾3𝐔𝟑 + 𝐾1𝐔𝟒.  

The functions 𝐾1, 𝐾2, 𝐾3 are the equiform curvatures of 𝛼. 

[
 
 
 
 
𝐔𝟏

′

𝐔𝟐
′

𝐔𝟑
′

𝐔𝟒
′ ]
 
 
 
 

=

[
 
 
 
 𝐾1 1 0 0

1 𝐾1 𝐾2 0

0 −𝐾2 𝐾1 𝐾3

0 0 −𝐾3 𝐾1]
 
 
 
 

[

𝐔𝟏

𝐔𝟐

𝐔𝟑

𝐔𝟒

],  (2) 

where  

𝐾1 =
1

𝜌2 〈𝐔𝐣
′, 𝐔𝐣〉;  (𝑗 = 1,2,3,4),

𝐾2 =
1

𝜌2 〈𝐔𝟐
′ , 𝐔𝟑〉 = −

1

𝜌2 〈𝐔𝟑
′ , 𝐔𝟐〉,

𝐾3 =
1

𝜌2 〈𝐔𝟑
′ , 𝐔𝟒〉 = −

1

𝜌2 〈𝐔𝟒
′ , 𝐔𝟑〉.

     (3) 
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4.   𝒌-Type Helices in 𝔼𝟏
𝟒 

Definition 1. Let 𝛼 be a timelike curve in 𝔼1
4 with equiform Frenet frame  {𝐔1, 𝐔2, 𝐔3, 𝐔4}. If there exists a non-

zero constant vector field 𝐔 in 𝔼1
4 such that 〈𝐔𝑘 , 𝐔〉 = 𝐜𝑘 is a constant for 1≤ 𝑘 ≤ 4,  𝛼 is said to be a 𝑘 −type 

slant helix and  𝐔 is called the slope axis of 𝛼.  

Theorem 1. Let 𝛼 be a timelike curve with Frenet formulas in equiform geometry of the Minkowski space-time 

𝔼1
4. Then, if the curve 𝛼 is a 1-type helix (or general helix), then we have 

〈𝐔2, 𝐔〉 = −𝐾1𝑐,                                                                   

where 𝑐 is a constant.  

Proof. Assume that 𝛼 is a 1-type helix in 𝔼1
4, then for a constant field 𝐔, we can write  

〈𝐔1, 𝐔〉 = 𝑐               (4) 

is a constant and differentiating (4) with respect to 𝜎, we find as below:  

〈𝐔1
′ , 𝐔〉 = 0. 

Using the equiform Frenet equations in equiform geometry, we have the following equation:  

〈𝐾1𝐔1 + 𝐔2, 𝐔〉 = 0, 

and it follows that  

𝐾1〈𝐔1, 𝐔〉 + 〈𝐔2, 𝐔〉 = 0. 

Using (4), we obtain  

〈𝐔2, 𝐔〉 = −𝐾1𝑐. 

The proof is completed.  

Theorem 2. Let 𝛼 be a timelike curve with Frenet formulas in equiform geometry of the Minkowski space-time 

𝔼1
4. Then, if the curve 𝛼 is a 2-type helix, then we have 

〈𝐔1, 𝐔〉 + 𝐾2〈𝐔3, 𝐔〉 = −𝐾1𝑐1, 

where 𝑐1 is a constant.  

Proof. Let the curve 𝛼 be a 2-type helix in 𝔼1
4, then for a constant field 𝐔, in that case, the following equations 

can be obtained:  

〈𝐔2, 𝐔〉 = 𝑐1    (5) 

is a constant and differentiating this equation with respect to 𝜎, we get  

〈𝐔2
′ , 𝐔〉 = 0 

 from the equiform Frenet equations in equiform geometry, we find  

〈𝐔1 + 𝐾1𝐔2 + 𝐾2𝐔3, 𝐔〉 = 0, 

 and  

〈𝐔1, 𝐔〉 + 𝐾1〈𝐔2, 𝐔〉 + 𝐾2〈𝐔3, 𝐔〉 = 0. 

 Using (5), we obtain the following equation:  

〈𝐔1, 𝐔〉 + 𝐾2〈𝐔3, 𝐔〉 = −𝐾1𝑐1. 

The proof is completed.  

Theorem 3. Let 𝛼 be a timelike curve with Frenet formulas in equiform geometry of the Minkowski space-time 

𝔼1
4. In that case, if the curve 𝛼 is a 3-type helix, then we have 

−𝐾2〈𝐔2, 𝐔〉 + 𝐾3〈𝐔4, 𝐔〉 = −𝐾1𝑐2 
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where 𝑐2 is a constant.  

Proof. Let the curve 𝛼 be a 3-type helix. Thus, for a constant field 𝐔 such that  

〈𝐔3, 𝐔〉 = 𝑐2     (6) 

is a constant. Differentiating (6) with respect to 𝜎, we get  

〈𝐔3
′ , 𝐔〉 = 0, 

and using equiform Frenet equations, we have  

〈−𝐾2𝐔2 + 𝐾1𝐔3 + 𝐾3𝐔4, 𝐔〉 = 0, 

and it follows that  

−𝐾2〈𝐔2, 𝐔〉 + 𝐾1〈𝐔3, 𝐔〉 + 𝐾3〈𝐔4, 𝐔〉 = 0.      (7) 

By setting (6) in (7), we can write  

−𝐾2〈𝐔2, 𝐔〉 + 𝐾3〈𝐔4, 𝐔〉 = −𝐾1𝑐2. 

The proof is completed.  

Theorem 4. Let 𝛼 be a timelike curve with Frenet formulas in equiform geometry of the Minkowski space-time 

𝔼1
4. If the curve 𝛼 is a 4-type helix, then we have  

〈𝐔3, 𝐔〉 =
𝐾1

𝐾3
𝑐3,   

where 𝑐3 is a constant.  

Proof. Let the curve 𝛼 be a 4-type helix in 𝔼1
4, then for a constant field 𝐔, we can write the following equation:  

〈𝐔4, 𝐔〉 = 𝑐3   (8) 

is a constant. By differentiating (8) with respect to 𝜎, we get  

〈𝐔4
′ , 𝐔〉 = 0 

and using equiform Frenet equations, we find as below:  

〈−𝐾3𝐔3 + 𝐾1𝐔4, 𝐔〉 = 0 

and we can write  

−𝐾3〈𝐔3, 𝐔〉 + 𝐾1〈𝐔4, 𝐔〉 = 0. 

By setting equation (8) in the last equation is written as follows:  

〈𝐔3, 𝐔〉 =
𝐾1

𝐾3

𝑐3. 

The proof is completed. 
  

 5. (𝒌,𝒎)-Type Slant Helices for Equiform Differential Geometry in 𝔼𝟏
𝟒 

In this section, we will define (𝑘,𝑚)-type slant helices for timelike curve with equiform Frenet frame in 𝔼1
4 such 

as [6].  

Definition 2. Let 𝛼 be a timelike curve in 𝔼1
4 with equiform Frenet frame {𝐔1, 𝐔2, 𝐔3, 𝐔4}. We call 𝛼 is a (𝑘,𝑚)-

type slant helix if there exists a non-zero constant vector field 𝐔 ∈ 𝔼1
4 satisfies 〈𝐔𝑘 , 𝐔〉 = 𝐜𝑘 , 〈𝐔𝑚 , 𝐔〉 = 𝐜𝑚   are 

constants for  1 ≤ 𝑘,𝑚 ≤ 4, 𝑘 ≠ 𝑚. The constant vector 𝐔 is an axis of (𝑘,𝑚)-type slant helix.  

Theorem 5. If the curve 𝛼 is a (1,2)-type slant helix in 𝔼1
4, then we have  

〈𝐔3, 𝐔〉 =
𝑐2
2 − 𝑐1

2

𝑐1

1

𝐾2

, 
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where  𝐾2 = −
𝑐2

𝑐1
  is a constant.  

Proof. Let the curve 𝛼 be a (1,2)-type slant helix in 𝔼1
4, then for a constant field 𝐔, we can write following 

equations:  

〈𝐔1, 𝐔〉 = 𝑐1   (9) 

is a constant, and  

〈𝐔2, 𝐔〉 = 𝑐2        (10) 

is a constant. Differentiating (9) and (10) with respect to 𝜎, we get  

〈𝐔1
′ , 𝐔〉 = 0 

and  

〈𝐔2
′ , 𝐔〉 = 0. 

Using equiform Frenet equations, we find the following equations:  

〈𝐾1𝐔1 + 𝐔2, 𝐔〉 = 0 

and it follows that  

〈𝐔1 + 𝐾1𝐔2 + 𝐾2𝐔3, 𝐔〉 = 0. 

In that case, we get  

𝐾1〈𝐔1, 𝐔〉 + 〈𝐔2, 𝐔〉 = 0,  (11) 

〈𝐔1, 𝐔〉 + 𝐾1〈𝐔2, 𝐔〉 + 𝐾2〈𝐔3, 𝐔〉 = 0.        (12) 

By setting  (9)  and  (10)  in (11), we find  

𝐾1𝑐1 + 𝑐2 = 0.   

Substituting (9) and (10) to (12), we obtain as below:  

𝑐1 + 𝐾1𝑐2 + 𝐾2〈𝐔3, 𝐔〉 = 0.                                                                                                                         (13)      

Finally, we get  

𝐾1 = −
𝑐2

𝑐1
,                                                                                                                                                      (14) 

and by setting (14) in (13), we get  

〈𝐔3, 𝐔〉 =
𝑐2
2 − 𝑐1

2

𝑐1

1

𝐾2

. 

The proof is completed.  

Theorem 6. If the curve 𝛼 is a (1,3)-type slant helix in 𝔼1
4, then there exists a constant such that  

〈𝐔4, 𝐔〉 = −
𝐾1𝐾2

𝐾3

𝑐1 −
𝐾1

𝐾3

𝑐3 

where  𝑐1, 𝑐3  are constants.  

Proof. Let the curve 𝛼 be a (1,3)-type slant helix in 𝔼1
4, then for a constant field 𝐔, we can write as below:  

〈𝐔1, 𝐔〉 = 𝑐1  (15) 

 is a constant, and  

〈𝐔3, 𝐔〉 = 𝑐3  (16) 

is a constant. Differentiating (15) and (16) with respect to 𝜎, we get  
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〈𝐔1
′ , 𝐔〉 = 0 

 and  

〈𝐔3
′ , 𝐔〉 = 0. 

 Using equiform Frenet equations, we obtain the following equations:  

〈𝐾1𝐔1 + 𝐔2, 𝐔〉 = 0, 

 and we have that  

〈−𝐾2𝐔2 + 𝐾1𝐔3 + 𝐾3𝐔4, 𝐔〉 = 0. 

(We know that 𝐔 is a constant). Thus, we can write as below:  

𝐾1〈𝐔1, 𝐔〉 + 〈𝐔2, 𝐔〉 = 0,  (17) 

−𝐾2〈𝐔2, 𝐔〉 + 𝐾1〈𝐔3, 𝐔〉 + 𝐾3〈𝐔4, 𝐔〉 = 0.  (18) 

By setting equation (15) in equation (17), we get 

〈𝐔2, 𝐔〉 = −𝐾1𝑐1.       (19) 

Substituting (16) and (19) to (18), we find  

〈𝐔4, 𝐔〉 = −
𝐾1𝐾2

𝐾3
𝑐1 −

𝐾1

𝐾3
𝑐3.   

The proof is completed.  

Theorem 7. If the curve 𝛼 is a (1,4)-type slant helix in 𝔼1
4, then there exists a constant such that  

〈𝐔2, 𝐔〉 = −𝐾1𝑐1 

and  

〈𝐔3, 𝐔〉 =
𝐾1

𝐾3

𝑐4 

 where 𝑐1, 𝑐4 are constants.  

Proof. Let the curve 𝛼 be a (1,4)-type slant helix in 𝔼1
4, then for a constant field 𝐔, we can write the following 

equations:  

〈𝐔1, 𝐔〉 = 𝑐1  (20) 

is a constant and  

〈𝐔4, 𝐔〉 = 𝑐4  (21) 

is a constant. Differentiating (20) and (21) with respect to 𝜎, we get  

〈𝐔1
′ , 𝐔〉 = 0 

 and  

〈𝐔4
′ , 𝐔〉 = 0. 

 Using equiform Frenet equations, we find  

〈𝐾1𝐔1 + 𝐔2, 𝐔〉 = 0 

 and  

〈−𝐾3𝐔3 + 𝐾1𝐔4, 𝐔〉 = 0. 

So, the following equations can be obtained:  

𝐾1〈𝐔1, 𝐔〉 + 〈𝐔2, 𝐔〉 = 0,  (22) 
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−𝐾3〈𝐔3, 𝐔〉 + 𝐾1〈𝐔4, 𝐔〉 = 0.  (23) 

By setting (20) in (22), we have  

〈𝐔2, 𝐔〉 = −𝐾1𝑐1.   

Substituting (21) to (23), we get  

〈𝐔3, 𝐔〉 =
𝐾1

𝐾3
𝑐4.   

The proof is completed.  

Theorem 8.  If the curve 𝛼 is a (2,3)-type slant helix in 𝔼1
4, then there exists a constant such as  

〈𝐔1, 𝐔〉 = −𝐾1𝑐2 − 𝐾2𝑐3 

and  

〈𝐔4, 𝐔〉 =
𝐾2

𝐾3

𝑐2 −
𝐾1

𝐾3

𝑐3. 

Proof. Let the curve 𝛼 be a (2,3)-type slant helix in 𝔼1
4, then for a constant field 𝐔, we can write  

〈𝐔2, 𝐔〉 = 𝑐2   (24) 

is a constant and  

〈𝐔3, 𝐔〉 = 𝑐3   (25) 

is a constant. Differentiating (24) and (25) with respect to 𝜎, we find  

〈𝐔2
′ , 𝐔〉 = 0 

and  

〈𝐔3
′ , 𝐔〉 = 0. 

Using equiform Frenet formulas, the following equations can be obtained:  

〈𝐔1, 𝐔〉 + 𝐾1〈𝐔2, 𝐔〉 + 𝐾2〈𝐔3, 𝐔〉 = 0,  (26) 

−𝐾2〈𝐔2, 𝐔〉 + 𝐾1〈𝐔3, 𝐔〉 + 𝐾3〈𝐔4, 𝐔〉 = 0.  (27) 

By setting (24) and (25) in (26), we get  

〈𝐔1, 𝐔〉 = −𝐾1𝑐2 − 𝐾2𝑐3, 

and substituting (24) and (25) to (27), we have  

〈𝐔4, 𝐔〉 =
𝐾2

𝐾3

𝑐2 −
𝐾1

𝐾3

𝑐3. 

The proof is completed.  

Theorem 9. If the curve 𝛼 is a (2,4)-type slant helix in 𝔼1
4, then there exists a constant such as  

〈𝐔1, 𝐔〉 = −𝐾1𝑐2 − 𝐾2

𝐾1

𝐾3

𝑐4, 

where 𝑐2 , 𝑐4 are constants.  

Proof. Let the curve 𝛼 be a (2,4)-type slant helix in 𝔼1
4, then for a constant field 𝐔, we can write the following 

equations:  

〈𝐔2, 𝐔〉 = 𝑐2  (28) 

and  
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〈𝐔4, 𝐔〉 = 𝑐4  (29) 

are constants. By differentiating (28) and (29) with respect to 𝜎, we get the following equations:  

〈𝐔2
′ , 𝐔〉 = 0 

and  

〈𝐔4
′ , 𝐔〉 = 0. 

Using equiform Frenet equations, we find  

〈𝐔1, 𝐔〉 + 𝐾1〈𝐔2, 𝐔〉 + 𝐾2〈𝐔3, 𝐔〉 = 0,  (30) 

−𝐾3〈𝐔3, 𝐔〉 + 𝐾1〈𝐔4, 𝐔〉 = 0.  (31) 

Substituting (28) to (30), we obtain as follows:  

〈𝐔1, 𝐔〉 + 𝐾2〈𝐔3, 𝐔〉 = −𝐾1𝑐2.  (32) 

By setting  (29) in (31), we have the following equation:  

〈𝐔3, 𝐔〉 =
𝐾1

𝐾3
𝑐4  (33) 

and by setting (33) in (32), we obtain  

〈𝐔1, 𝐔〉 = −𝐾1𝑐2 − 𝐾2

𝐾1

𝐾3

𝑐4. 

The proof is completed.  

Theorem 10. If the curve 𝛼 is a (3,4)-type slant helix in 𝔼1
4, then there exists a constant such as  

〈𝐔2, 𝐔〉 =
𝐾3

𝐾2

(
𝑐3
2

𝑐4
+ 𝑐4) 

where 𝑐3 , 𝑐4 are constants.  

Proof. Let the curve 𝛼 be a (3,4)-type slant helix in 𝔼1
4, then for a constant field 𝐔, we can write as follows:  

〈𝐔3, 𝐔〉 = 𝑐3  (34) 

is a constant and  

〈𝐔4, 𝐔〉 = 𝑐4  (35) 

is a constant. By differentiating (34) and (35) with respect to 𝜎, we have the following equations:  

〈𝐔3
′ , 𝐔〉 = 0 

and  

〈𝐔4
′ , 𝐔〉 = 0. 

Using equiform Frenet formulas, we find as below:  

−𝐾2〈𝐔2, 𝐔〉 + 𝐾1〈𝐔3, 𝐔〉 + 𝐾3〈𝐔4, 𝐔〉 = 0,  (36) 

and  

−𝐾3〈𝐔3, 𝐔〉 + 𝐾1〈𝐔4, 𝐔〉 = 0.  (37) 

Substituting (34) and (35) to (37), we can write  

𝐾1 = 𝐾3
𝑐3

𝑐4
,  (38) 

and by setting (34), (35) and (38) in (36), we obtain  
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〈𝐔2, 𝐔〉 =
𝐾3

𝐾2

𝑐3
2

𝑐4
+

𝐾3

𝐾2

𝑐4. 

The proof is completed.  

6. Conclusion  

In this study we investigate equiform differential geometry of timelike curves and 𝑘 − and (𝑘,𝑚) −type slant 

helices for equiform differential geometry of timelike curves in the Minkowski space-time. 
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Abstract  

In the study, it was experimentally investigated the Microelectronic Gas Discharge System 

(MGDS) with Gallium Phosphate (GaP) cathode. The system was operated in the dark and 

under different Infrared (IR) illumination intensities. The Current-Voltage Characteristic 

(CVC) was obtained for different IR illuminations under high-pressure conditions. IR 

illumination produced different electrical conductivities at high pressures. This reality shows 

that the system can operate more conveniently at high pressures for optoelectronic 

applications. It was determined that the system showed Negative Differential Resistance 

(NDR) and hysteresis behaviors when appropriate experimental parameters were set. It was 

seen that the pressure and distance between the electrodes has a significant factor in 

determining the hysteresis value. AVK, Discharge Light Emission (DLE), and hysteresis 
behaviors were investigated under different illumination intensities using a semiconductor 

plasma system. It has been observed that IR illumination creates different electrical 

conductivities at high pressures. This showed that the system can operate more conveniently 

at high pressures for optoelectronic applications. It has been observed that CVCs are more 

stable as the distance between the electrodes decreases. In this study, the IR sensitivity of GaP 

was tested for the first time. According to the experimental results, it was seen that GaP can 

be optically excited with IR light when the appropriate distance between the electrodes and 

the appropriate gas pressure was adjusted. 
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1. Introduction 

In recent years, mycoplasma discharge systems have 
great interest due to their feasibility to environmental 

and industrial environments. Gas discharge plasmas are 

extensively utilized in technological applications such 

as light emission systems, plasma displays and display 
panels, laser technologies, fusion, atmospheric plasma 

units, surface coating and sterilization of biological 

units [1,2]. It is also used as a protective coating in the 
semiconductor industry, analytical chemistry, etching 

and deposition of thin films, environmental and 

biotechnological applications [3,4]. Convert to the IR 
signals into the visible region it is generally used the 

gas discharge devices with semiconductor electrodes 

[5,6]. In the case of gas discharge, any change in the 

electron property of the cathode may be undesirable and 
cause temporal and spatial instability in the functions of 

the system parameters [7]. 

In the discharge of the gases it is generally used 
Townsend and Glow discharges. Townsend discharge 

that can occur at low current value and also it is a weak 

discharge [8]. The space charge that produced by the 

Townsend discharge can affect and distort the electric 
field in the gas GaP [9,10,11]. Because of the 

Townsend discharge is a complex situation, gas 

discharge interval d, electrode shape, type of gas-filled 
and pressure p play an important role in the character of 

discharge [12]. However, it was occurred a strong 

discharge with high space-charge generation in the 

Glow discharge. In the glow discharge state, the 
positive space charge accumulates near the cathode. 

This accumulation is observed as a high luminous layer 

near the cathode [13]. 

In this study, MGDS with GaP cathode was 

investigated experimentally. The system was operated 

in the dark and under different IR illumination 

intensities. Firstly, CVCs were obtained for different IR 
illuminations in high-pressure situations. According to 

the CVC graphs, it was observed that IR illumination 

creates different electrical conductivities at high 
pressures. This reality showed that the system can 

https://orcid.org/0000-0003-2709-1443
https://orcid.org/0000-0002-1277-5204
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operate more conveniently at high pressures for 

optoelectronic applications. Then it was determined 

that the distance between the electrodes has an 
important outcome on the optical and electrical 

characteristic of the system. Three-dimensional CVC 

graphs were obtained as a function of pressure for 
different electrode distanced and cathode diameter D 

values. It was seen that CVCs were more stable as the 

distance between the electrodes decreased. In 
additionally, CVC graphs were obtained as a function 

of the distance between the electrodes at different p 

pressure values. Experimental data showed that 

currents of different magnitudes originate from 
different electrode spacing. Also, it was observed that 

maximum current values can be obtained at short 

distances between the electrodes and at low pressures. 
The pressure dependence of the recycle plots was 

investigated when the GaP photodetector was exposed 

to weak illumination intensity in the forward and 
feedback condition. In the study, it was observed that 

the hysteresis width (ΔV) changed depending on the 

pressure in the forward and feedback conditions, the 

hysteresis range narrowed with the increase in pressure. 

 

2. Experimental Design 

In Figure 1 showed that the setup of the MGDS [14]. 
The basic element of the discharge cell, GaP, was 

located at the cathode part of the cell. Total testing 

system; From right to left, the external light source 
consists of an optical lens for visible light emitted from 

the source, a silicon filter, a discharge cell, a CCD 

camera, a vacuum pump, a black box, and a digital 

manometer. In Figure 1(b) a detailed schematic 
diagram of the entire setup was shown with a 

sandwich-like structure. The gas discharge GaP was 

located between the two electrodes. One of them 
consists of a glass layer coated with SnO2 and the other 

was composed of a semiconductor (such as GaP, 

GaAs). This range can be adjusted to different 
thicknesses from 45 μm to 323 μm. The DLE recorded 

with the CCD camera was transferred to a PC (Fig. 

1(b)). A PC, some interface systems were used to 

measure the electrical property of the DLE. A Keithley 
199 multimeter and a Stanford PS 325 high voltage 

power supply are used to measuring the electrical 

current flowing through the cell and the voltage across 
the cell. These measurements were digitized with 
software [14]. 

 
(a) 

 
(b) 

 
(c) 

Figure 1. (a) MGDS: 1) Light source; 2) Optical lens; 3) Silicon filter 4) Gas ionization system; 5) CCD camera; 6) Vacuum 

pump; 7) Vacuum valve; 8) Experiment box and 9) Digital manometer; (b) Diagram of the sandwich-type ionization cell, 

measuring and recording system: 1) GaAs material; 2) Sample holder; 3) Microrelease spacing; 4) Insulating mica; 5) 
Transparent conductor SnO2; 6) Glass disc, 7) Visible light beam. The dotted part is shown in (c). GaP material is located in 

the middle of the cell. The d distance between the electrodes is the micro distance between GaP and transparent SnO2 [14]. 
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3. Results and Discussion 

In the experimental studies, high resistance 
semiconductor GaP electrodes, which exhibit linear 

CVCs at different illumination intensities and are 

sensitive to IR light, were used in all voltage ranges. 
The spatial distribution of the current during gas 

discharge and the luminosity in the vacuum was 

proportional to the conductivity of the cell. Spatial 

dispersion leads to visualization of stability within a 
given parameter range. In plasma systems, optical and 

electrical prosperities of semiconductor electrodes 

were the significant importance they work as a control 

parameter and act as local resistors [15]. 

In Figure 2, CVCs were obtained for different IR 
illuminations under high-pressure conditions. IR 

illumination produced different electrical 

conductivities at high pressures. This reality shows that 
the system can operate more conveniently at high 

pressures for optoelectronic applications. When the IR 

light source was used in the system, the discharge 
current was varied through different illuminance 

intensities. 

 

(a) 

 

(b) 
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(c) 

Figure 2. (a) Current-voltage graph for pressure of 690 torr, electrode diameter of 15 mm, and distance between electrodes 

of 45 µm. (b) Current-voltage graph for pressure of 690 torr, electrode diameter of 15 mm, and distance between electrodes 

of 90 µm. (c) Current-voltage graph for pressure of 660 torr, electrode diameter of 15 mm, and distance between electrodes 

of 143 µm. 

The distance of the electrodes has an important result 

on the electrical and optical characteristics of the 

system. Figure 3 shows the CVCs measured between d 
= 240 µm and d = 445 µm as a function of pressure for 

different cathode diameter values D. It was seen that 

CVCs are more stable when set to d = 240 μm. 

Moreover, due to the plasma behavior inside the cell, 

the distance between the electrodes leads to differences 

in the discharge current. The difference in CVCs was 
due to the presence of electric field domains moving 

from the cathode to the anode. The pressure 

dependence of CVC at 240 μm is linear, while its 

behavior at 445 μm was non-linear. 

 

  

 

Figure 3. 3D CVC graph as a function of pressure for different d and D values. 

It was known that GaP has high sensitivity in the 

wavelength range of 400-550 nm. Currently, almost all 
of the studies in the literature belong to the 

transmittance characteristics in the visible or UV 
region [1]. 

In this study, the IR sensitivity of GaP was tested for 

the first time. While no IR sensitivity was observed at 

a low-pressure value (p = 44 Torr), it was shown that 

GaP can be optically stimulated with IR light when the 

appropriate inter-electrode distance and the 
appropriate gas pressure (in the range of 660-690 Torr) 

are set. As can be seen in Figure 4, different 

conductivity values were obtained under different IR 
illumination at high pressures. On the other hand, there 

is a stable conductivity for low-pressure value. 

According to the obtained findings, the optical 
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properties of GaP can be improved and the IR 

sensitivity of the material can be improved optically 
when the appropriate pressure value adjusted. 

The relationship between current and distance between 

electrodes at three different pressure regimes is shown 
in Figure 4. Measurements were made for pressure 

values of 160, 200 and 360 Torr at distances between 

electrodes ranging from 50 µm to 525 µm. According 

to the results obtained; It has been seen that different 
magnitudes of currents will be obtained for different 

electrode distances. Accordingly, maximum current 

values were obtained at low pressures and short 
distances between electrodes. 

 

 

 

Figure 4. CVC graphs as a function of the d distance between the electrodes at different p pressure values. 

Experimental results show that there were trap levels 

in GaP and these levels have different effects on 
current under forward and reverse voltage supply. In 

Figure 5 (a-d), the recycling (hysteresis) behavior of 

the electrodes depending on the gas saturation was 
investigated. Hysteresis was an indication of the 

bstable state of the system. Impurities and traps in the 

semiconductor affect the hysteresis state [16]. 

Figure 5 (a-d) CVC measurements applied to show the 

effect of pressure on hysteresis. It was observed that 
the function of the pressure in the forward and 

feedback conditions in the hysteresis width (ΔV) 

changes. The hysteresis range narrows with the 
increases in pressure. The pressure and the distance 

between the electrodes play a significant role in 

determining the true value of the hysteresis. Likewise, 
the radiation graphs inside the CVCs confirm the 
situation. 
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                         (a)                                                                   (b)                                                              

 

                                          (c) (d) 

Figure 5. Pressure dependence of recycle graphs in forward and feedback condition when GaP photodetector is exposed to 

weak illumination; a) for p = 160 Torr; b) for p = 220 Torr; c) for p = 290 Torr; d) variation of force with pressure. 

Figure 6 (a, b) shows the effect of the distance between the electrodes on the hysteresis. CVC measurements 

showed that the trapping centers in the GaP material changed the hysteresis width. This effect was significant 

evident when the thickness was reduced to a certain value. It was observed that the narrow electrode spacing 

supported the formation of hysteresis, whereas the wide electrode spacing prevented the hysteresis formation. 
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                                         (a)                                                                      (b) 

Figure 6. a) Recycle graphs at p= 2900 Torr for different electrode distances; b) Variation of the power according to the 

distance between the electrodes. 

4. Conclusion 

In the study, MGDS with GaP cathode was 

investigated experimentally. The system was operated 
in the dark and under different IR illumination 

intensities. The CVC was obtained for different IR 

illuminations under high-pressure conditions. IR 
illumination produced different electrical 

conductivities at high pressures. This reality shows that 

the system can operate more conveniently at high 
pressures for optoelectronic applications. It was 

detected for the first time for GaP that the system 

showed NDR and hysteresis behaviors when 

appropriate experimental parameters were set. It was 
seen that the pressure and the distance between the 

electrodes played a significant role in find out the 

hysteresis value. CVC, DLE, and hysteresis behaviors 
were investigated under different illumination 

intensities using a semiconductor plasma system. It 

was observed that IR illumination creates different 

electrical conductivities at high pressures. This showed 
that the system can operate more conveniently at high 

pressures for optoelectronic applications. It was also 

observed that CVCs were more stable as the distance 
between the electrodes decreases.  

In this study, the IR sensitivity of GaP was tested for 

the first time in the experimental system. According to 
the experimental results, it was shown that GaP can be 

optically excited with IR light when the appropriate 

distance between the electrodes and the appropriate gas 

pressure was adjusted. When the experimental data 
were examined, it was seen that different current 

values would be obtained at different electrode 

distances. As a result of the comparison of the currents 

at different pressure values, it was seen that in the short 

distance between electrodes and at low pressure 

maximum current values can be obtained. Also, it was 
seen that GaP was important because it works at room 

temperature and has a wide application area in 

optoelectronic systems. IR photosensitive 

photodetectors were used in many applications. These 
photodetectors have some disadvantages, especially 

for remote IR regions, as they require a cooling unit. 

Despite its widespread use, the IR sensitivity of the 
GaP material has not been satisfactorily studied. It is 

thought that this study will help to better understand 

the electrical and optical characteristics of GaP 

material. In this sense, experiments were carried out to 
improve the performance of the system. GaP material 

has some advantages because it works at room 

temperature. For this purpose, a connection was 
established between flow and discharge characteristics 

at different pressure values. According to the 

experimental results, it can be said that GaP has 
technological importance as it can be used as an IR 

detector in IR image converters.  

In this study, it was demonstrated by making both CVC 

and DLE measurements, unlike the studies of other 
independent authors, that the IR sensitivity of GaP 

electronic material is due to voltage-dependent 

electron trapping caused by inherent defects in the 
semiconductor n-type GaP material. In addition, the 

effects of various parameters on material 

characteristics (pressure, voltage, distance between 
electrodes, cathode diameter, and IR illumination 

intensity) were experimentally investigated. The 

change in electrical characteristics of GaP material has 

a significant effect in optoelectronic applications. 
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 Abstract  

In this study, an earthquake network was created for the Anatolian region by using the event 

synchronization method. The prominent earthquake zones in Anatolia and some of their 

possible network properties have been investigated by using local measurements. As a result 

of the measurements, some patterns draw attention. One starts from the south of the Marmara 

Sea and extends to the inner and coastal Aegean region. It can be mentioned that there is an 

earthquake continuity, and almost every cell on the network acts as a possible bridge for stress 

transfer in this region. Other prominent patterns arise on the Eastern Anatolian Fault and close 

to Van. As the same earthquake and stress continuity appear on these regions and cells acts as 

a bridge. The data used in the analysis cover the period between 1999-2017. Earthquakes with 

magnitudes ranging from 5.5 to 6.9 occurred after 2017 in some prominent regions. On the 

other hand, some of them still silent. Results showed that these regions have the potential for 
future activities. On the other hand, the North Anatolian Fault and the south-west strand of the 

East Anatolian Fault remained silent. However, the part of the Eastern Anatolian Fault 

between Bingöl and Pötürge is very active. 
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1. Introduction 

It is known that Anatolia faces the risk of earthquake 

hazards. This tectonic region is driven by three major 

lithospheric plates. The interaction of Eurasian, 
Arabian and African plates caused many fragments on 

the Anatolian Peninsula. Due to Eurasian and Arabian 

plates collisions, the Anatolian plate moves to the west. 
After the collision with the African plate, it goes down 

on the African plate along the Aegean subduction zone. 

These interactions and collisions create one of the most 

active and complex tectonic regions on Earth. Major 
faults and systems in Anatolia are given in Figure 1 in 

order to help to understand and compare network 

graphs in the next sections. For more information about 
the tectonic dynamics of the Anatolian Peninsula see 

[1].  

Despite all efforts to explain and predict earthquakes, 
limited information has been gained, especially in the 

last century. This is a result of both the complex nature 

of the earthquakes and insufficient observations of the 

earth crust. Gutenberg-Richter, Omori and Bath laws 
are empirical laws and at the centre of this field [2-4]. 

To better understand this natural phenomenon, studies 

on to find different laws or scalings are continuing. 
Due to the complex nature of the earthquake, this 

challenge is not easy. Maybe our pattern recognition 
abilities help us to understand nature as our ancient 

ancestors. We can search for new scaling and patterns 

by using the advantage of new technologies and new 

tools. The complex network method is a good 
candidate for this aim. Network theory has been 

applied in various areas such as power grid [5], internet 

[6,7], protein interactions [8], metabolic network [9], 
neural network [10] and as expected on earthquakes 

[11,12]. Although a few studies in the literature reveal 

such patterns, they have several deficiencies. On the 
other hand, linear analysis methods were generally 

used in these studies [11,12] (for more information, see 

[13]).  

Very few of them handle the problem by using 
nonlinear methods. One of the good example of these 

nonlinear methods is the event synchronization method 

which will be discussed next section. This study aims 
to create an Anatolian earthquake network by using the 

event synchronization method and analyzing the 

spatial dynamics of this network to investigate possible 
active regions and pathways of stress transfer. The 

same method and measurements were used to analyze 

to earthquake dynamic of Southern California, and 

remarkable results have been observed [13].

https://orcid.org/0000-0002-0621-1461
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Figure 1. Anatolian major faults and systems. FAULTS: NAFZ: Northern Anatolia Fault Zone; EAFZ: Eastern Anatolia 

Fault Zone; CAFZ: Central Anatolia Fault Zone; SATZ: Southern Anatolia Trace Zone; SFZ: Simav Fault Zone, GGS: 

Gediz Graben System, BMGS: Büyük Menderes Graben System, DGS: Denizli Graben System, AAGS: Afyon-Akşehir 

Graben System; TFZ: Tuzgölü Fault Zone, SF: Sarız Fault, KTJ: Karlıova Triple Junction. Lines in different colours 

represent that; Yellow: Earthquake Surface Fracture, Red: Holocene Fault, Purple: Quaternary Fault and Black: Possible 

Quaternary Fault or Lineaments. Fault map is taken from [14]. 

2. Event Synchronization Method and 

Construction of Adjacency Matrices  

Event synchronization has been introduced to analyze 

rat electroencephalogram and human EEG signals 

[15]. The method and its fractions have been applied to 

various fields such as Indian monsoonal rainfall 
[16,17]. The method has been applied to this 

geographical region and heavy rainfall events have 

been used in this version. Contrary to the EEG signals 
in the original version, earthquakes are discrete events, 

and they can be handled as a point process as in [17]. 

This approach gives advantages for the selection of 𝜏, 
which is a control parameter in time and determines 
whether selected two events in different time series 

have synchronization with each other or not.  

For simplicity, suppose we have two time series as 𝑥𝑛 
and 𝑦𝑛 (𝑛 =  1, . . . , 𝑁 ) and 𝑡𝑖

𝑥

 
and 𝑡𝑗

𝑦
 represent the 

event times in each series. As one can easily guess that 

these events are earthquakes in our case. If an 

earthquake occurs at 𝑥𝑛 just after an earthquake occurs 

at 𝑦𝑛, it is called an event pair. 𝜏 defines the maximum 

time interval between these events, which are counted 

as event pairs. This procedure is given mathematically 

as;  

𝐽𝑖𝑗
𝜏 = {

1     𝑖𝑓         0 <  𝑡𝑖
𝑥 − 𝑡𝑗

𝑦  ≤  𝜏
1

2
    𝑖𝑓           𝑡𝑖

𝑥 =  𝑡𝑗
𝑦                  

0                      𝑒𝑙𝑠𝑒                       

                     (1) 

Since the possibility of two earthquakes occurring 
simultaneously in both series is almost zero, the second 

condition has been ignored in this study. One can sum 

event pairs by using the summation rule, which is given 

as; 

𝐶𝜏(𝑥|𝑦)  =  ∑ ∑ 𝐽𝑖𝑗
𝜏  ,

𝑚𝑦

𝑗
𝑚𝑥
𝑖                                          (2) 

where 𝑐𝜏 
(𝑥|𝑦) stands for an event occurs at 𝑥𝑛 just 

after an event occurs at 𝑦𝑛, and the opposite of this 

case is represented by 𝑐𝜏(𝑦|𝑥). The strength of event 
synchronization between these two series can be given 

as,  

𝑄𝑥𝑦
𝜏 =  

𝐶𝜏(𝑦|𝑥)+ 𝐶𝜏(𝑥|𝑦)

√𝑚𝑥𝑚𝑦
                                              (3) 

where 𝑚𝑥 and 𝑚𝑦 refer to the number of events at time 

series 𝑥𝑛 and 𝑦𝑛, respectively. 𝑄𝜏 is defined in 0 ≤
𝑄𝜏 

≤ 1 and 𝑄𝜏 
= 1 (𝑄𝜏 

= 0) means that these two 

time series are fully synchronized (no 

synchronization). One can find the synchronization 

level between parts of the interested region under 

consideration by using this procedure.  

The Anatolian earthquake catalogue is analyzed in our 

case. The data cover the period from 01/01/1999 to 
01/01/2017. This data set is downloaded from the 

https://udim.koeri.boun.edu.tr/zeqdb/ website with the 

default area option. The area under consideration is 
divided into cells and earthquakes in each cell are listed 

as time series. Event synchronization level between 

any two cells can be measured by using the procedure 

mentioned above. If event synchronization between 
them is greater than a threshold, these two cells linked 

each other. If this procedure is applied between all cell 

pairs, the adjacency matrix of the network can be 

created. This matrix is given as,  
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𝐴𝑥,𝑦 = {
1         𝑖𝑓 𝑄𝑥𝑦

𝜏  >  𝑄𝑡ℎ𝑟

0        𝑒𝑙𝑠𝑒.                  
                                 (4) 

After constructing the network, the dynamical 
properties of the region can be observed by using 

network measurements.  

3. Results  

The Anatolian region has many faults and faults zones. 

The most famous one is the North Anatolian Fault 

Zone (NAFZ). Although the government, almost all 
media and many other organizations focus on this 

region; other parts of Anatolia are also at risk. It is vital 

to consider the whole picture. For this aim, this 
manuscript focuses on local measurements of the 

network to investigate active regions, possible 

pathways and spatial continuity of earthquakes. As 

mentioned above, the data cover the period from 
01/01/1999 to 01/01/2017. Although the catalogue in 

https://udim.koeri.boun.edu.tr/zeqdb/ web site 

(Kandilli Observatory and Earthquake Research 
Institute catalogue) includes data before 1999, that 

period has some problems such as insufficient data or 

different magnitude thresholds, especially for early 

years. In order to include to Gölcük earthquake, the 
analyzed data set started in 1999. The catalogue 

includes 𝑀 ≥  2.5 earthquakes for the early years of 

the analyzed period, but it includes 𝑀 ≥  2.0 for 
recent years. The minimum magnitude threshold was 

chosen as 𝑀𝑡ℎ  =  2.5 in terms of consistency and 

completeness of the analyzes.  

Earthquake networks have been created for four 
different parameter combinations. These parameters 

are cell size, event synchronization, earthquake 

magnitude and 𝜏 values. As seen from Equation 1, 𝜏 
value defines the maximum time interval between two 

events in any two nodes to count them as an event pair. 

𝜏  values were chosen as 10, 30, 180, 365 days. It is 

known that the aftershock sequence of small 

earthquakes generally continues less than 10 days. 

Some small earthquakes can trigger a big one, but this 

manuscript handles the problem general perspective 
and does not count into account the behaviour of 

individual earthquakes. Also, the number of 

earthquakes in the catalogue does not support to create 

networks with lower values of 𝜏. Because of these 

reasons, the lower limit of 𝜏 was chosen 10 days. Since 
the aftershock sequence of almost all earthquakes in 

the catalogue ends less than one year, the upper limit 

was chosen 365 days. The lower limit of cell size 

threshold was chosen as small as possible (0.125°) in 

order to increase the number of nodes. The upper limit 

of cell size was chosen as 1°, and this size corresponds 

to approximately the rapture length of a 7.0 magnitude 

earthquake [18,19]. Another parameter is the 

magnitude threshold, and it was chosen as 2.5, 3.0 and 

3.5. As explained previously, 2.5 is the minimum 
magnitude in the analyzed data. Since the number of 

𝑀 >  3.5 earthquakes does not support creating a 

network, the upper threshold was chosen 𝑀 =  3.5. 

The last one is the event synchronization threshold 𝑄𝑡ℎ. 

The interval of this threshold is 0 to 1.0, and the 

increments are 0.1. The event synchronization method 

has been used to study earthquake dynamics of the 
Southern Californian region [13]. It is found that one 

of the parameter combinations seems to reveal the 

dynamics of extraordinary earthquakes. Graphs that 

are created with this parameter combination will be 
given in results. On the other hand, other parameter 

combinations will be discussed.  

As same in the Southern California region, some long-
range links appear in the network. One can think that 

these kind of long-range links are not so reasonable. 

On the other hand, long-range interaction is a popular 
field of study. Also, the authors show that there is 

stress-stress interaction between nodes in the 

California region [20,21]. As mentioned above, this 

study handles the problem general perspective, and 
measures do not aim to explain the physical dynamics 

of interactions. The event synchronization value is 

chosen high to avoid link inflation, which can be 
obscure important nodes. These higher thresholds 

decrease the weight of long-range links in the network. 

So short-range links are dominant in measurements.  

Major earthquakes in the analyzed period are given in 

Figure 2 for comparison results of measurements.  
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Figure 2.  𝑀 ≥  5.0 Earthquakes between 01/01/1999-01/01/2017 in Turkey and surrounding region. 

3.1. Degree centrality  

Degree centrality is a good candidate for the 

observation of active regions. Since any node’s degree 

centrality is related to the number of links of that node, 
this measurement is an indicator of that node’s 

importance from the network point of view. It is given 

mathematically as; 

𝐶𝑗
𝐷 =

∑ 𝐴𝑖𝑗
𝑁
𝑖=1

𝑁−1
          (5) 

where 𝑁 is the number of nodes, and 𝐴𝑖𝑗 is the 

adjacency matrix. As seen from the equation, any 

node’s degree centrality is the ratio of links of that node 

to that node’s total possible links.  

As seen from Figure 3, prominent regions generally 

correspond to regions where 𝑀 >  5.0 magnitude 
earthquakes occurred in recent years in Figure 2. The 

well-known one of these earthquakes is Van 

Earthquake (October 2011; 𝑀 =  7.1). The aftershock 

regime of this earthquake increased the activity of the 
near part region. This activity increases the chance of 

these cells becoming a part of the network. This 

situation shows itself as clustering around the northeast 
at the Van Lake. Another prominent structure in 

Eastern Anatolia shows itself as a line. This pattern 

starts close to Karlıova/Bingöl, follows the Eastern 

Anatolia Fault Zone (EAFZ) and ends close to 

Pötürge/Malatya. It is the evidence of activity of the 
EAFZ in that region. Bingöl earthquake (May 2003, 

𝑀 =  6.4), occurred close to the starting point of this 

pattern.  Karlıova Triple Junction (KTJ) is a part of this 
region, and it is well-known as an active region. This 

well-known activity has been clearly demonstrated in 

the network with degree centrality measurement. As 

same Sivrice earthquake recently happened at the point 
where this pattern ended. It should be noted that 

Karlıova-Pötürge part of this fault clearly shows itself 

in the figure. This fault bifurcates after Çelikhan. The 
main EAFZ starts from Karlıova and reaches Antakya. 

It includes the southern strand of the EAFZ. The 

northern strand between Çelikhan to Iskenderun Gulf 
called Sürgü-Misis fault system. Both northern and 

southern strands after Pötürge weekly show 

themselves in Figure 3. This week representation is a 

result of relatively few earthquakes on these strands of 
the fault system. This difference between the two areas 

of the same fault system can be interpreted as the 

southwestern part of the fault has not yet taken action, 

and attention should be paid to this area in the future.  
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Figure 3. Degree centrality for 𝑀𝑡ℎ =  2.5, 𝜏 =  10 days, 𝐿 =  0.125°and 𝑄 =  0.9.  

Other prominent regions are the Aegean coasts and the 

southern Marmara region. The lineaments from 

İstanbul to Bursa, from Bursa to Balıkesir and Kütahya 
are trace to Northwest Anatolia Transition Zone. 

Notably, faults on Manyas-Bursa Bend and Simav 

Fault are very active, at least for small earthquakes 

(𝑀 ≥  2.5). Two different patterns at Aegean cost can 

be seen in Figure 3. One of them started from Lesbos 

Island and ended in Kuşadası/Aydın. If one focus on 
this lineament can see formations perpendicular to 

Aegean costs. These formations reveal the fault 

structure of the region. The second lineament can be 

seen at Gökova Bay. It starts from Kos Island, and it 
reaches approximately 50 km inside the land. This 

lineament is a result of frequently occurred 

earthquakes in that region. It should not be forgotten 
the effects of the earthquake storm at Gökova Bay. 

Earthquake storms increase these regions event 

synchronization levels and help them to be part of the 

network. It is notable that there are two parallel and 
long lineaments. On the other hand, there are a few 

relatively short faults known and drawn in the fault 

maps. There may be a different fault structure that 
starts from the inner part of the Aegean Sea and 

continues on land. These structures show that 

conducting seismic surveys in the Aegean Sea is 
essential for understanding the seismicity of the region. 

These researches should be considered to continue on 

the land, especially between Köyceğiz and Fethiye.  

Apart from these, relatively small clusters or single 
cells can be seen as a part of the network in degree 

centrality figure (Figure 3). These active regions are 

Denizli Graben System (GBS), Afyon-Akşehir Graben 
System (AAGS), the region at the north to the Tuz 

Lake, some cells eastern part of the NAFZ close to 

Erzincan and Erzurum, the western strand of the 

NAFZ, southern and northern strands of EAFZ and 

some single cells.  

One should note that the magnitude threshold is 𝑀 ≥
 2.5 in Figure 3. So the term of activity is related to 

"How often that cell generates an earthquake which 

magnitude is greater than 2.5". It is not directly related 
to "How big an earthquake occurred in that cell". Of 

course, bigger earthquakes affect their surrounding 

regions, and its aftershock sequence dominates the 

catalogue for a certain period at that region and 
increases the event synchronization level of these cells. 

We can clearly see effects of 𝑀 >  6.0 earthquakes at 

its surrounding region such as Van (𝑀 =  7.2, 2011), 

Orta (𝑀 =  6.1, 2000), Çay-Sultandağı (𝑀 =  6.4, 

2002), Pülümür (𝑀 =  6.2, 2003), Bingöl (𝑀 =  6.4, 

2003), Simav (𝑀 =  5.9, 2011) earthquakes. On the 

other hand, if there are frequently occurring 𝑀 > 2.5 
earthquakes in any cell, they also increase the event 

synchronization level of that cell. This means that a cell 

that regularly generates earthquakes does not need a 
major earthquake or earthquake storm, to be 

represented on the network.  

If the magnitude threshold increases as 𝑀 ≥  3.0, 

many cells cannot be part of the network. Only a few 
of them survive. They are represented as a single cell 

and small clusters. These small clusters are located at 

Sığacık Bay, Gökova Bay, Simav, Izmit Bay, Denizli, 
close to Bala/Ankara, Van, Karlıova/Bitlis and its 

surrounding region, and a single cell is at the Çorum. 

It is notable that there are 𝑀 >  5.5 earthquakes in 

these regions. It can be concluded that many cells in 
Figure 3 generally generates earthquakes between 

2.5 <  𝑀 <  3.0. These cells cannot stay to be part of 

the network for 𝑀 ≥  3.0.  
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Degree centrality values increase when 𝜏 increases. As 

expected both, new cells join the network, and existing 

cells make extra connections. Almost all new cells are 
located aforementioned active regions and, they create 

more coward clusters step by step as 𝜏 increase up to 

365 days (10,30,180,365). Especially lineament at 
Gökova Bay is notable. This lineament is about 

200 𝑘𝑚 long.  

The total number of cell degrees for larger cell sizes 

(0.125°, 0.25° , 0.50°, 1.0°). On the other hand, the 

number of earthquakes in each cell increase. Is a result 
of this, degree centrality values increase for these cells. 

Since we represent the same area with fewer cells, the 

fault traces appear coarser. This masks the active 

regions. It is like looking at a photograph with a lower 

resolution. It seems that (0.125°
 
×  0.125°) cell size is 

the better option for creating a network with the 

possible highest resolution. Hereafter, other cell sizes 

will not be mentioned unless they are necessary. 

Another parameter is the event synchronization 
threshold. Decreasing the event synchronization 

threshold has the same effect as increasing 𝜏. One can 

think that using a higher 𝜏 and lower event 
synchronization threshold is an ideal option in order to 

create a network with higher magnitude thresholds. 

Although it seems a good option, the number of 

earthquakes with 𝑀 >  3.0 not enough to realize this 
opinion. On the other hand, we do not want to decrease 

the event synchronization threshold so lower values 

since to avoid the effects of possible random event 

pairs.  

3.2. Betweenness centrality  

Betweenness centrality is another measure of the 
importance of a node. It is based on if a node is on the 

connection path of any two nodes, this node is 

important for the communications of these two nodes. 

From the point of information flow view on a network, 
these nodes with high betweenness values are 

important. Due to this advantage, they can receive all 

information between nodes whose shortest path passes 
through these nodes. A node with a high betweenness 

value may have a very low degree centrality or any 

other centralities. However, it can be still so important 

for the network, especially if it is only one node 

between two parts of the network. Betweenness 
centrality can be informative in terms of stress 

propagation paths for an earthquake network. This 

measurement is given as,  

𝐶𝑘
𝐵 =  ∑

𝜎𝑘  (𝑖,𝑗)

𝜎 (𝑖,𝑗)𝑘≠𝑖≠𝑗  ,                                               (6) 

where 𝜎𝑘(𝑖, 𝑗) is the number of shortest paths between 

𝑖 and 𝑗 passing through 𝑘 and 𝜎(𝑖, 𝑗) is the number of 

all shortest paths between 𝑖 and 𝑗.  

As seen from Figure 4 previously mentioned regions 
draw the attention. If we start from the east, the first 

pattern can be seen close to the Van Lake and this 

pattern is probably highly dominated by the 2011 Van 
Earthquake. Aftershocks of this earthquake increased 

the possibility of nearby nodes becoming a part of the 

network. It seems that each node has a role for stress 

transfer for that region. As same with degree centrality, 
lineament on EAFZ, clusters at Southern Marmara, 

Bala, Simav, Sığacık Bay, Denizli, Gökova Bay are 

other active regions. Cells at these regions may have a 
role in stress transfer. We think that these patterns are 

the results of 𝑀 >  5.5 earthquakes in these regions. 

Aftershock sequences of these earthquakes dominate 

their surrounding regions. It is thought that the 
accumulated stress is transferred to others through 

these cells. Thus, each cell acts as both a new resource 

and a bridge to stress transfer to its surrounding 
regions. One red coloured cell close to Gökova Bay has 

the highest betweenness centrality. However, this cell 

cannot continue its importance with different 
parameter combinations. In addition to this, most of the 

cells have approximately the same betweenness 

centrality value. It seems that these cells have the same 

importance for possible stress propagation. Although 
the energy can separate all directions after an 

earthquake, stress prefers to transfer along to the fault 

direction. As a result, almost all cells on this fault are 
between others and have approximately the same 

importance for stress propagation. Similar results have 

been observed in [13].  
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Figure 4. Betweenness centrality for 𝑀𝑡ℎ  =  2.5, 𝜏 =  10 days, 𝐿 =  0.125° and 𝑄 = 0.9 

On the other hand, the number of cells in active regions 

increases with increasing 𝜏. Especially when it increase 

10 days to 30 days, the number of cells in active region 

clusters is close to the number of cells for  180 days 

and 365 days. However, it is seen that betweenness 

values decrease with increasing 𝜏. Of course, as the 

𝜏 increases, the possibility of occurrence an earthquake 

at that period of time in each cell increases, so more 

cells make connections with each other. Thus, many 
alternative shortest paths can be appeared between any 

two cells and betweenness values decrease. Besides a 

lineament along the Marmara Sea draws attention with 

increasing 𝜏. A network structure goes south 

perpendicularly to this lineament and then connects to 

Izmir via Manisa. This structure seems to consist of a 
lineament from İzmit to Kütahya, a cluster at Manisa 

and Balıkesir and another lineament from Lesbos 

Island to Kuşadası. There are many faults and fault 

zones in the region Southern Marmara, Simav, and 
Manisa. Although they are considered independent 

zones, the network structure gives the impression that 

the NAFZ’s effect is carried over the Aegean coast via 
these faults. It can be interpreted that the stress caused 

by the NAFZ can be carried to the Aegean shores on a 

long time scale. Also, Gökova Bay is another important 

region. The structure in this region become more 

evident with increasing 𝜏. As mentioned before, it is 

known that there are many faults in the region, most of 

which are short. These faults have caused earthquake 
storms in the recent past. On the other hand, as 

mentioned before, the long lineament structure, which 

we consider to be stress continuity, may indicate a 
different fault mechanism in the region. Another 

structure on the EAFZ between Bingöl and Hatay 

emerged more clearly with increasing 𝜏. In other 

words, it is thought that there may be a stress transfer 

along this line. Other prominent regions where cells 

behaviour as a bridge for possible stress transfer are 
Denizli, Afyon, north to Tuz Lake and Van Lake. More 

prominent clusters arise with increasing 𝜏 in these 

regions. Decreasing event synchronization level 

almost the same effect with increasing 𝜏.  

3.3. Local clustering coefficient  

The local clustering coefficient is another 

measurement on a network that has the potential to 
provide useful information about the regions 

mentioned above. This measurement has been used to 

understand spatial continuity of rainfall events for 
monsoon rainfalls in India [16] and spatial continuity 

of earthquakes for the Southern California Earthquake 

region [13]. If two connected nodes are also connected 
with a third one, it is called a triad. The ratio of the total 

triads to the possible triads of a node gives its 

clustering coefficient value. This is a measure of how 

neighbours of this node are close to a clique. Suppose 

that there are 𝑘𝑗 neighbours of node 𝑗. The number of 

total possible links between neighbours of this node is 

𝑘𝑗(𝑘𝑗 − 1)/2. On the other hand, this is the maximum 
value and generally real number of total links between 

neighbours less than this maximum. If there are 𝜀𝑗 links 

between neighbours, the local clustering coefficient 

can be given as,  

𝐶𝑗
𝐿𝐶𝐶 =  

2𝜀𝑗

𝑘𝑗(𝑘𝑗−1)
 .                     (7)
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Figure 5. Local clustering coefficient for 𝑀𝑡ℎ  =  2.5, 𝜏 =  10 days, 𝐿 =  0.125° and 𝑄 = 0.9 

As seen from Figure 5, almost the same previously 
mentioned regions have a kind of earthquake 

continuity. They are KTJ, Van, Kütahya- Manisa, 

İzmir, Gökova Bay and the Marmara Sea. We think 

that after an earthquake happens in these regions, 
another earthquake frequently occurs in their 

surrounding regions. Hence, it can be interpreted as a 

stress continuity in the surrounding region of the main 

earthquake.  

The network becomes more crowded with increasing 

𝜏 . The patterns on to EAFZ and at the Van Lake are 

noticeable formations at the east. On the other hand, 
more contribution to the network comes from Marmara 

and Aegean regions. A lineament starts from Bolu and 

reaches the west coast of the Maramara Sea. This 
lineament is the trace of NAFZ in that region. It shows 

that there is an earthquake continuity at fault direction. 

Another pattern in the Marmara region starts from the 
İstanbul-Adapazarı region and reaches Kütahya in the 

Aegean region. Pattern touches cluster on to Balıkesir-

Manisa region. This cluster bounded another lineament 

which starts from Lesbos Island, passing through Izmir 
and reaches Kuşadası. These patterns can be 

interpreted as earthquake continuity and stress 

continuity in this region. This continuity is an effect of 
the NAFZ to the western part of this fault at the 

Marmara Sea and the western part of the Aegean 

region. Similar to previous findings pattern along to the 
Gökova Bay, Denizli, Afyon, and the region north to 

the Tuz Lake draw attention. In light of all these, it can 

be said that there are earthquake continuity and 

possible stress continuity in the mentioned regions in 
long time intervals, which is not clearly seen in a short 

period.  

3.4. Discussion  

As previously mentioned, this manuscript focus on 

local network measurements to understand earthquake 

network dynamics of the Anatolian region. It is shown 

that the western part of Anatolia is more active and has 
earthquake and possible stress continuity. Although it 

seems to be the result of medium and large-scale 

earthquakes, small earthquakes that frequently occur in 
the region have also been effective in the analysis. It is 

known that there are many faults and fault zones in the 

western part of Anatolia. These faults and faults zones 
create independent tectonic structures. There are 

different patterns as a result of local measurements. 

The first one is a lineament Bolu to the west coast of 

the Marmara Sea. The second pattern perpendicular to 
the first one stars from the east coast of the Marmara 

Sea and reaches Kütahya. The third one is another 

lineament that starts from Lesbos Island and reaches 
Kuşadası/Aydın. Between them, a cluster shows itself 

at Manisa and Balıkesir. The last one appears at 

Gökova Bay. These patterns show that there are 

earthquake activities. Many cells at these regions may 
serve as a bridge for possible stress transfer to 

surrounding cells, and there are spatial earthquake 

continuities. These patterns appear more clear for 

higher values of 𝜏. These results led us to think that the 

NAFZ somehow affected the central and western 

Aegean regions.  

Other prominent patterns appear at Van Lake and 

region between Karlıova/Bingöl and Pötürge/Malatya. 

Pattern at Van Lake is dominated by Van Earthquake. 

A cluster appears as a result of aftershocks in the 
region. Many surrounding cells are part of this cluster, 

and there is an earthquake continuity in this region. 
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These cells also serve as bridges. Also, the pattern 

appears as a lineament on the EAFZ. It seems there are 

many activities on the Karlıova-Pötürge part of this 
fault. These activities show that an earthquake 

continuity appears in this region. It seems that there is 

possible stress transfer and, many cells serve as bridges 
on the lineament. It should be noted that activity on the 

fault after Pötürge is weaker than the Karlıova-Pötürge 

part. As a result, the west-south part of the fault does 
not or weakly represented for different parameter 

combinations. Although the analyzed period 

(1999−2017) is not so long, that kind of weak activity 

may not be meaningful for this region. We would like 
to point out that there may be an accumulation of stress 

in this part and, there may be possible belated 

earthquakes.  

Other little clusters appear at Denizli, Afyon, Ankara. 

It seems that clusters at Denizli and Afyon are results 

of activities on the DGS and AAGS. The cluster that 
appears at Bala/Ankara is a result of the Bala 

Earthquakes (2005, 2007, 2008). These earthquakes 

occurred north end of the Tuzgölü Fault Zone. It should 

be noted that this project covers the period 1999-2017. 
It is known that few earthquakes happened in regions 

mentioned above after January 2017. Their magnitudes 

are between 5.5 to 6.9. Especially Sığacık Bay is an 
active region in all three measurements. Also, this 

region remains part of the network with different 

parameter combinations. It is one of the two active 

cells all Anatolia with high parameter combinations. 
Other cell is in the Van. Contrary to Van there is no 

major earthquake in the analyzed period. Samos-Izmir 

earthquake (M=6.9, October 2020) occurred after the 
analyzed period just close to that cell. We conclude that 

it may be evidence of other mentioned regions are also 

at risk.  
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Ş., Elmacı H., Çan T., Active fault database of 

Turkey, Bull. Earthquake Eng., 16 (2018) 3229-

3275.  

[2] Gutenberg B., Richter C.F., Frequency of 

earthquakes in California, Bull.  Seismol. Soc. 

Am., 34 (4) (1944) 185–188. 

[3] Omori F., On the aftershocks of earthquakes, J. 

Coll. Sci., Imp. Tokyo, 7 (1894) 111-120. 

[4] Bath M., Lateral inhomogeneities of the upper 

mantle, Tectonophysics, 2 (1965) 483-514.  

[5] Watts D.J., Strogatz S.H., Collective dynamics of 

’small-world’ networks, Nature, 393 (1998) 440-

442.  

[6] Faloutsos M., Faloutsos P., Faloutsos C., On 

Power-Law Reltionship of the Internet Topology, 

Computer Communications Review, 29 (1999) 

251-262.  

[7] Chen Q., Chang H., Govindan R., Jamin S., 

Shenker S.J., Willinger W., The origin of power 
laws in internet topologies revisited, Proceedings 

of the 21st Annual Joint Conference of the IEEE 

Computer and Communications Societies, IEEE 

Computer Society (2002).  

[8] Jeong H., Mason S., Barabasi A.L., Oltvai Z.N., 

Lethality and centrality in protein networks, 

Nature, 411 (2001) 41-43.  

[9] Jeong H., Tombor B., Albert R., Oltvai Z.N., 

Barabasi A.L., The large scale organization of 

metabolic networks, Nature, (2000) 407-651.                                  

[10] White J.G., Southgate E., Thompson J.N., 

Brenner S., The structure of the nervous system of 

the nematode Caenorhabditis elegans, Phil. 

Trans. R. Soc. B, (1986) 314.  

[11] Abe S., Suzuki N., Small-word structure of 

earthquake network, Physica A, 337 (2004) 357-

362.  

[12] Abe S., Suzuki N., Complex-network description 

of seismicity, Nonlin. Processes Geophys., 13 

(2006) 145-150.  

[13] Celikoglu A., Earthquake spatial dynamics 

analysis using event synchronization method, 

Phys. Earth Planet. Inter., 306 (2020) 106524.  

[14] Emre Ö., Duman T.Y., Özalp S., Elmacı H., 
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 Abstract  

This paper aims to determine and estimate an econometric model which can be used to forecast 

media popularity of a governmental organization. Number of media sources monitored was 

used as regressors while taking types of these sources into account. Some linear models were 

estimated besides some non-linear models. According to the results, number of national, local, 

regional newspapers and number of television channels monitored were not found important 

to estimate number of news caught through media monitoring. On the other hand, number of 

internet media sources was found important to estimate the dependent variable. Additionally, 
number of news caught on select subjects in previous year was also found important. In the 

end an autoregressive panel data model with some additional regressors such as number of 

monitored sources was suggested to forecast popularity of organization. Any data only 

accessible to TurkStat members was never used in this paper. TurkStat is not responsible for 

any inference made in this study.  
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1. TurkStat and Media Monitoring  

Turkish Statistical Institution disseminates more than 

one hundred press releases each year. On most of the 
workdays announced press releases attracts wide 

attention from governmental and academic 

organizations also from public. In this paper dataset on 
news between the years 2012 and 2020 was studied. 

Any data only accessible to TurkStat members was 

never used in the study. TurkStat is not responsible for 

any inference made in this study. 

Media monitoring is an interesting subject and risks 

can be minimized with monitoring [1]. To extract the 

useful information from this mass data, Press and 
Public Relations Department at TurkStat works on 

daily cycle agenda and gets the news form selected 

sources on every morning. Then a team leader attains 

the news to staff for tagging. The workload of each 
staff is determined by the consultant by taking their 

other daily tasks. Then each staff reads the news 

attained themselves and process them by entering data 

interested (tagging and classifying). Classification of 

Negative Information on Socially Significant Topics in 
Mass Media was also studied before [2]. But TurkStat 

needs to handle not only comments but also subjects to 

inference and decide on a detailed communication 
strategy. Government communication is framed within 

political communication itself and refers to the 

exercise that determines the management agenda of 

institutions, attitudes, and processes [3]. 

In this paper topmost important subjects were 

determined and then an econometric forecasting 

strategy was tried. At first, all the 369,938 news in 
2020 are searched and then classified according to the 

list used by Press and Public Relations Department at 

TurkStat. However, all the dataset needed was formed 
and built up from scratch because it is not wanted to 

use any data only accessible to TurkStat members. 

https://orcid.org/0000-0001-9454-0259
https://orcid.org/0000-0002-2309-827X
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Figure 1. Top fifteen subjects on media in 2020 

Then the order of the table was changed in decreasing 

order according to the amount of news for each subject. 

It has been seen that the top 12 subjects accounts for 
more than 70% off all the news in 2020. So, these 

subjects were chosen as cross-sections to eliminate 

heterogeneity bias [4].  

In the above figure, minimum wage, foreign trade, 
inflation, labor force, house sales, general 

(corporation), gross domestic product (GDP), 

population, industrial production, agriculture, 
consumer confidence index (CCI), and transportation 

are the top twelve subjects in 2020. 

 

2. Data and Method 

Any data only accessible to TurkStat members was 
never used in the study. Only the open access data and 

meta-data were used to analyze the popularity of 

TurkStat on media. A third-party media monitoring 

tool was used as a service to search and access texts 
and media. By using this service news with given 

uniform resource locaters (URL) were searched with 

selected keywords above-mentioned. Then, they were 
classified using the list of subjects. In this process it is 

seen that some news belongs to more than one class. In 

such situations, their class is determined by looking the 

density and meaning, subjectively. 

Table 1. Number of news according to selected subjects by year 

  Years   

Subjects 2012 2013 2014 2015 2016 2017 2018 2019 2020 Total 

Minimum 

 Legal Wage 270 222 856 2,105 3,924 3,160 6,086 7,235 11,589 35,447 

Foreign 
 Trade 2,455 3,024 11,809 14,235 20,060 23,749 26,300 23,510 24,968 150,110 

Inflation 2,696 3,116 16,228 23,116 29,711 36,990 48,547 57,937 70,637 288,978 

Labour 

 Force 2,249 3,312 11,620 14,270 16,988 24,543 22,491 27,799 37,846 161,118 

House 

 Sales 

 113 699 7,177 11,513 16,565 19,210 21,454 23,762 27,164 127,657 

General 404 947 5,495 5,609 12,371 7,613 7,611 5,262 15,179 60,491 

GDP 747 1,202 3,491 6,261 11,145 15,469 10,726 9,647 12,532 71,220 

Population 1,152 2,023 6,339 5,998 12,136 12,635 14,721 13,339 16,130 84,473 

Industry 

 Production 766 1,233 3,782 5,065 1,770 8,326 8,509 8,764 11,477 49,692 
Agriculture 1,386 2,136 9,266 12,454 14,834 18,386 15,075 15,223 14,788 103,548 

CCI 251 451 1,971 4,000 4,265 4,975 4,887 5,634 9,611 36,045 

Transportation 841 1,687 5,484 7,924 12,863 13,163 16,263 12,509 14,811 85,545 

Total 13,330 20,052 83,518 112,550 156,632 188,219 202,670 210,621 266,732 1,254,324 
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In the above table, amount of news by selected subjects 

and by years can be seen for the time period between 

years 2012 and 2020. Top twelve subjects are the rows 
of table. This selection makes analyzing easier as the 

reduced table accounts for more than 72% of all data. 

For the year 2020, there are 266,732 news caught on 
these subjects. Without selection, there are 369,938 

news caught on all the subjects including the 

unclassified ones.  

In the below table, number of media sources for media 

monitoring can be seen. About 1,165 sources were 

monitored for 2012 while it has increased up to 4,172 
in 2020. In this paper, the number of media sources 

used for monitoring was used as dependent variable 

and effect of this variable on the popularity of TurkStat 
on media was investigated. Amount of news was used 

as a proxy for this popularity.  

Table 2. Number of media sources according to media types 

Years 

National 

Newspapers 

Local 

N. 

Regional 

N Magazines 

Tv 

Channels 

Internet 

Media Total 

2012 45 250  800 70  1.165 

2013 48 668  1.059 160  1.935 

2014 46 503 210 1.489 81 394 2.723 

2015 52 378 228 1.137 98 1.098 2.991 

2016 51 536 212 1.189 74 1.501 3.563 

2017 51 536 212 1.189 75 1.605 3.668 

2018 51 536 212 1.189 75 1.605 3.668 

2019 57 379 212 1.189 107 2.228 4.172 

2020 57 379 212 1.189 107 2.228 4.172 

 

According to the table above, internet as a media 
source type accounts for most of the sources. Cost of 

internet press is so less compared to all other traditional 

ways. Magazines takes the second place however 
amount of news on this type of source is not so high as 

expected. Because the time period from 2012 to 2020 

is not enough for a time series analysis, a panel data 

approach is more convenient to apply. So, selected 

subjects are used as cross sections.  

Many researchers illustrated panel data analyses 

deeply [4-10]. According to them, a general panel data 

regression model can be represented as below. 

𝑌𝑖𝑡 = 𝜇 + 𝜇𝑖+𝛽1𝑋1,𝑖𝑡 + 𝛽2𝑋2,𝑖𝑡 + ⋯ + 𝜀𝑖𝑡               (1) 

Here, the variable 𝑌𝑖𝑡 is the dependent variable and 

regressed on 𝑋1,𝑖𝑡, 𝑋2,𝑖𝑡 and so on. The heterogeneity 

between cross sections is represented by the cross-

sectional intercept term 𝜇𝑖. Here, 𝜇 is the general 

intercept for the panel data regression model. 𝜀𝑖𝑡 

represents errors and 𝛽𝑖’s are the slope parameters to 

be estimated.  

Covariance analysis for this panel data model was 
explained to identify the source of sample variance [4]. 

As mentioned, this method allows the true relation for 

each individual to depend on the class to which the 
individual belongs. As explained in panel data 

regression analysis effects are assumed to be fixed or 

random [4]. Fixed effects models can be estimated with 

dummy variable approach using ordinary least squares 
method and this estimator is called as covariance 

estimator. 

In this manner, it also includes some advantages of 
usual analysis of variance [4]. As explained, panel data 

gives the researcher large number of data points. 

Suppose researcher has ten individuals and gathered 

data about them for ten years’ time period. So, ten 
years is not enough for a time series analysis neither 

for a cross sectional analysis. But in the end with this 

panel data approach, researchers have one hundred 
data to use. Additionally, panel data gives the 

opportunity to investigate some questions impossible 

to get answers with time-series or cross-sectional data 

sets.  Making dynamic inference is not possible with a 
cross-sectional data set. Multiple information for an 

individual decreases the negative effect of 

measurement errors. Panel data gives the model a 
chance to learn individual’s behavior from other ones’ 

behaviors.  

On the other hand, panel data sets have some 
disadvantages also [4]. Firstly, analyze is more 

complicated compared to simple cross-sectional or 

time-series analysis. Unobservable regressors 

correlated with other regressors in the model can lead 

to biased estimators as explained.  
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3. Results and Discussion 

At first, data was visualized, descriptive statistics was 
found for the 2020 data. By this way, the range of the 

data to be used was discussed to make things simple 

while keeping study representative. At the figure below, 

all the news by months can be seen for the year 2020.  

 
Figure 2. Amount of news by months in 2020 

The number of news is not sable among months and 

follows a fluctuating pattern. Additionally, second, 
sixth and twelfth months experienced the top three 

amounts of news.  

At the figure below, amount of news by months and by 
media type can be seen. In total, 369,938 news were 

caught to our monitoring system. Data for internet 

media type as 2254 thousand news does worth 
mentioning for the internet media type. This is the case 

for all the years from 2012 to 2020. This domination 

comes from the fact that internet press publishing is 

much easier compared to traditional arenas as for low 
costs and also for the effort needed to publish. In the 

end, it is so wide to publish news with embedding in 

web pages. 

 
Figure 3. Number of news by nedia types in 2020 

 

 

Figure 4. Number of news by months on written sources in 
2020 

In the figure above, written news caught by our 

monitoring system shows a different fluctuating 

pattern from the general line illustrated before. 
Observation performs a peak in second month with 

more than six thousand news. However, this trend falls 

below three thousand news on fourth month. An 
upward trend can be seen towards to the end of the year 

2020. According to these points it can be said that 

every type of media source performs a different pattern 

peculiar to themselves. 

 
Figure 5. Number of news by months on internet sources in 

2020 

Internet media type is less volatile between 15,000 and 

25,000 news. However, amount of news on internet 
media sources performs more than ten thousand news 

on each month. A similar peak and deep can be seen on 

second and fourth months as other media types. 

 

Figure 6. Number of news by months on social media 

sources in 2020 
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Social media sources perform a different pattern 

compared to other three types. Number of news 

fluctuates between two thousand and nine thousand. 
On the fifth month a strong peak can be seen with more 

than five thousand news. On the seventh month line 

falls below three thousand news and goes through an 

approximately stable level until eleventh month. 

Towards the end of the year a strong trend shows up 

again. 

 

Figure 7. Scatterplot between minimum wage and types of media sources 

Scatter plot above shows a nearly linear correlation 
between national newspapers. A similar linear 

structure can be seen between minimum wage and Tv’s 

but with a less correlation noticed visually. Correlation 

between minimum wage and internet media type is like 

linear but in some scatterplots square like correlation 
can also be seen. However, magazine and regional 

media sources visually has not a strong correlation 

between minimum wage news. 

 
Figure 8. Scatterplot between foreign trade and types of media sources 
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Scatter plot above shows a nearly linear and positive 

correlation between national newspapers and foreign 

trade. A similar linear structure can be seen between 
foreign trade and internet media sources. Correlation 

between foreign trade and magazine media type is a 

square root like correlation. No correlation can be 
mentioned visually between foreign trade and regional 

media sources. 

As mentioned below while checking scatterplots 
observed relations can be modelled as linear or square 

root like relations. In this sense, first model was set as 

following.  

𝑌𝑖𝑡 = 𝜇 + 𝛽1𝑋_𝑖𝑛𝑡𝑖𝑡 + 𝛽2𝑋_𝐵𝑜𝑙𝑖𝑡 + 𝛽3𝑋_𝐷𝑒𝑟𝑖𝑡 +
𝛽4𝑋_𝑡𝑣𝑖𝑡 + 𝛽5𝑋_𝑢𝑙𝑢𝑖𝑡 + 𝜀𝑖𝑡                                         (2) 

Pooled estimation with Model (2) is found to be 

significant (P=0.0000) but most of the coefficients 
found to be insignificant. Only internet media type is 

significant at 0.10 level. Determination coefficient is 

so low (%33) and Durbin-Watson (0.159) is not 

acceptable. That is why Model (3) was estimated 

below. 

 𝑌𝑖𝑡 = 𝜇 + 𝜇𝑖 + 𝛽1𝑋_𝑖𝑛𝑡𝑖𝑡 + 𝛽2𝑋_𝑖𝑛𝑡𝑖𝑡
1/2 + 𝜀𝑖𝑡    (3) 

Model (3) is found to be significant (P=0.0000). 

Determination coefficient is 0.75 and shows a better fit 

with this fixed effect approach compared to pooled 

regression in Model (2). 𝛽1 is estimated as 6,89 

(P=0.0345) and  𝛽2 is estimated as 72.15 (P=0.6313). 

Internet media type was found significant in Model (2) 

as placed linearly but is found insignificant here in 
square root form. However, Durbin-Watson is not 

acceptable (0.0476) and should be seen as signs of 

autocorrelation. 

𝑌𝑖𝑡 = 𝜇 + 𝜇𝑖 + 𝛽1𝑋_𝑖𝑛𝑡𝑖𝑡 + 𝜀𝑖𝑡                                  (4) 

Model (4) was found to be significant (P=0.0000). 

Determination coefficient is again 0.75 and shows a 

good fit with this fixed effect approach. 𝛽1 was 
estimated as 8,389 (P=0.0000). Internet media type 

was found insignificant in Model (3), so left aside in 

this Model (4). However, Durbin-Watson is not 
acceptable (0.0497) and signs some autocorrelation 

again as Model (3). 

𝑌𝑖𝑡 = 𝜇 + 𝜇𝑖 + 𝛽1𝑋_𝑖𝑛𝑡𝑖𝑡 + 𝛽2𝑖𝑌𝑖𝑡−1 + 𝜀𝑖𝑡            (5) 

Model (5) was found to be significant (P=0.0000). 

Determination coefficient is better (0.96) with this 

cross-sectional fixed-effect dummy variable approach. 

Adjusted-R2 is found as 0.948 and shows a good 
determination. Both intercept and slope coefficients 

are heterogenous in this model and this makes sense. 

Because each subject has its own trend in media 

popularity. Estimated values for 𝛽1 and 𝛽2 coefficients 

are given below. Durbin-Watson is acceptable (2.55) 

and signs that autocorrelation is removed with 

autoregressive cross-relational term in this Model (5). 

Table 3. Coefficient estimates for Model (5) 

     
     Coefficient Estimate St. error t-stat Prob.  

     
     𝜇 2729.588 609.3685 4.479371 0.0000 

𝛽1 3.673852 0.915684 4.012139 0.0002 

𝛽2𝑖 (minimum wage) 0.317134 0.471417 0.672725 0.5035 

𝛽2𝑖 (foreign trade) 0.506766 0.135512 3.739635 0.0004 

𝛽2𝑖 (inflaton) 0.962326 0.062963 15.28409 0.0000 

𝛽2𝑖 (labor) 0.750553 0.133379 5.627236 0.0000 

𝛽2𝑖 (house sales) 0.642272 0.138175 4.648246 0.0000 

𝛽2𝑖 (corporational) -0.178859 0.306650 -0.583266 0.5617 

𝛽2𝑖 (GDP) 0.286263 0.228706 1.251661 0.2152 

𝛽2𝑖 (industrial production) 0.023742 0.358184 0.066285 0.9474 

𝛽2𝑖 (agricukture) 0.269409 0.197289 1.365552 0.1768 

𝛽2𝑖 (CCI) -0.222603 0.598527 -0.371919 0.7112 

𝛽2𝑖 (transportation) 0.295716 0.219205 1.349038 0.1820 

     
 

Most of the coefficient estimates are significant for 
Model (5). With the assumption of this relationship 

structure keeps existing for the future period, this 

model can be used for forecasting. Cross-sectional 

coefficient estimates are given below. 
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Table 4. Cross-sectional coefficient estimates for Model(5) 

Coefficient Value 

𝜇1 (minimum wage) -4173.183 

𝜇1 (foreign trade) 2905.119 

𝜇1  (inflaton) 1896.306 

𝜇1  (labor) 668.8228 

𝜇1 (house sales) 250.4876 

𝜇1  (corporational) 899.3940 

𝜇1 (GDP) -915.4359 

𝜇1 (industrial production) -1622.200 

𝜇1 (agricukture) 2156.622 

𝜇1  (CCI) -2414.749 

𝜇1 (transportation) 348.8170 

  

4. Conclusion 

In this paper, news published on media about statistics 

disseminated by Turkish Statistical Institute (TurkStat) 
were analyzed. More than one million records over 

years from 2012 to 2020 were studied. All the records 

were studied by using URL as primary key on database. 
Texts for all the news were read and then news were 

classified according to related subjects. This was 

accomplished by recording interested variables for each 
while reading news. By this way after reading and 

before classifying more than six million data gathered. 

That is why open-source R software was used for this 

huge dataset. Reading media articles to discuss the 

popularity is a conventional way but still works [11]. 

Even countries and international organizations use 

content analysis in media articles to get a acknowledge 
on image and popularity [12]. In this study, some 

keywords adaptive with TurkStat’s press release 

calendar were used for content analysis. By these 
keywords, news was matched with press releases or 

other subjects. After this preparation data was 

aggregated yearly and then modelled by using panel 

data regression methods. In this manner the effect of 
number of media sources monitored on popularity of 

organization was investigated. In the end, an 

econometric model was suggested for forecasting 

purposes. 

Number of news published on media was used as a 

proxy for popularity on media. Only number of internet 

type media sources was found to be important on 
estimating number of news published. An 

autoregressive panel data model was used. A 

percentage increment in number of monitored media 
sources was found to increase media popularity by 3.67 

percent. Previous amount of news on a certain subject 

was also found to be important on estimating amount of 
news in current year on selected subject. A percentage 

increment in number of news published on a certain 

subject was found heterogenous between subjects. 

As in some studies, future popularity on the internet can 

be predicted by current available data [13]. Differently 

by the econometric model suggested in this study, 
number of news could be forecast because future 

number of sources to be monitored is an accessible 

information before that year starts. Previous year’s 
number of news is also a variable and value is known 

beforehand. There is no other study like this for a 

governmental organization. That is why national 
statistical offices (NSO) can use this approach to 

forecast popularity of NSO and set a communication 

strategy relying on these statistics. Because there is not 

enough data for a time series approach, panel data 
method used in this paper can be used to succeed in 

estimating and forecasting.  

Criticism on his study can be made on, no classifying is 
adopted for comments in texts. In case of a positive or 

a negative comment in meaning, “whether this effect 

the popularity or not?” is a nonrespondent question 
here. Only the absolute numbers by selected subjects 

are handled in this study. For future researchers inspired 

by this study it can be suggested to focus more on 

attitudes of the press staff. Because editors add 
interpretations while designing and editing texts of 

news. These interpretations are thought to have 

important effect on spreading acceleration of these 
news. This may indirectly determine the popularity of 

an organization. 
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Abstract  

Individuals start to experience the retirement period after completing their active 

working time. During the retirement period, the income generated during the work 

period is reduced. The Personal Pension System was organized on the basis that both 

individuals can able to generate additional income during the retirement period and 

the savings are increased and remain in the system. This system aims to enable 

individuals to increase their income during the retirement period through their savings. 

Funds operated according to the religious property principles created to drive 
investment into savings accumulated in individual pension accounts of participants 

seeking to retire and build up wealth are called pension funds. Pension investment 

funds are of great importance to our capital market and the future of our country. 
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1. Introduction

The Personal Pension System (TPPS) is designed to 

drive the long-term investment of individuals' 

wealth throughout their working lives and to provide 

an income that will improve the living conditions of 

individuals during retirement. Individuals gain an 

income in addition to their retirement income by 

voluntarily and/or automatically participating in this 

system established The deposits are monitored in 

individual accounts and are stored in 

TAKASBANK, which is appropriate by the Capital 

Markets Board (TPPS). TPPS; is monitored and 

supervised by the Capital Market Board (SPK), the 

pension Monitoring Center (EGM), TAKASBANK, 

independent audit companies, and internal audit 

elements, especially the Undersecretariat of the 

Treasury [1]. 

As a complement to the social security system, TPPS 

also supports the economic development of 

countries. In our country, financial assets and 

markets are improving because the total amount of 

savings is insufficient. Financial markets have not 

been able to achieve the desired development due to 

limited demand for financial instruments. In Turkey, 

savings are often defined in the form of a cushion, 

and as a result, the fund accumulation to be 

transferred to investments is not sufficient. 

Therefore, small savings within the country can be 

assessed in financial markets for use in the growth 

of funds. More than that, market fluctuations and 

speculation can be prevented. In this context, the 

TPPS funds have increased the country's fund 

savings and have increased the net savings volume 

in recent years. The inclusion of pension funds 

among long-term investment funds in financial 

markets will have a deepening effect on markets. 

This effect will reduce borrowing costs in the private 

and public sectors. The need for public financing 

must be met at the lowest cost in the medium and 

long term, following developments in the domestic 

and foreign markets. In this case, pension funds are 

the most important long-term enterprise investment 

tools and can be intended for this purpose. With the 

development of individual pension funds in Turkey, 

it is expected to reduce the gameplay that may occur 

in financial markets. These funds have the 

opportunity to move longer-term, and therefore 

long-term paper is an important customer that can be 

sold for the Treasury [2].  Pension investment funds 

provide liquidity and stability in the market, with a 

fixed demand for securities, and provide investors 

https://orcid.org/0000-0002-6528-7159
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with the opportunity to lower their costs. As a result, 

investments will become long-term and more return-

yielded enterprise investments. The transfer of 

pension investment funds into capital markets as 

long-term investments reduces the gameplay in 

markets, thus enabling a stable growth opportunity. 

Significant changes in the financial system may 

occur as a result of increased funding with TPPS in 

Turkey. These funds can block financial crises that 

can arise due to short-term variable capital 

movements in the country and can reduce the depth 

of a possible crisis. TPPS is widely used in the world 

and is a long-term financial resource for country 

economies. Therefore, it provides significant 

support for the country's economy in the long term 

[3]. 

Key indicators of individual pensions in Turkey are 

given in Table 1. 

Table 1. Number of participants and Fund amounts of Pension companies in Turkey [1] 

Retirement Companies 

Number of 

participants 
Participants' Fund Amount (TL) 

Aegon Life and Retirement 37,671 132,128,516 

Allianz Life and Retirement 94,630 2,801,049,763 

Allianz Life and Retirement 728,934 12,158,903,088 

Anadolu Life and Retirement 1,091,010 16,312,824,287 

Avivasa Life and Retirement 787,046 16,801,925,214 

Axa Life and Retirement 33,794 426,214,299 

Bereket Life and Retirement 93,913 360,296,123 

BNP Paribas Cardif Retirement 181,937 2,260,767,911 

Cigna Finans Life and Retirement 83,601 707,565,760 

Fiba Life and Retirement 91,108 1,614,645,975 

Garanti Life and Retirement 1,111,079 12,694,233,683 

Halk Life and Retirement 561,547 4,066,235,326 

Katılım Life and Retirement 253,288 1,466,479,144 

Metlife Life and Retirement 184,525 1,619,012,245 

NN Life and Retirement 255,144 3,165,530,598 

Vakıf Life and Retirement 547,507 7,224,409,572 

Ziraat Life and Retirement 657,702 4,544,494,775 

Total 6,794,436 88,356,176 

In Turkey, the participants of the pension companies 

total of 6,794,436 and the funding of the participants 

is TL 88,356,176 billion. The various and 

distributions of pension investment funds in Turkey 

are given in Figure 1

. 
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Figure 1. Various and distributions of pension investment funds in Turkey [1] 

 

In the literature, studies have been carried out 

comparing the ARIMA method and the classic time 

series method to determine the prediction success of 

the Artificial Nerve Networks (ANN). In many of 

these studies, The  prediction success of it’s models 

has been determined to be better than conventional 

time series methods. In some studies, it was 

determined that the methods examined do not 

outperform each other. 

Qi and Zhang [4], have developed a model and with 

this model, it is determined that the architectural 

selection criteria are not sufficient to examine short-

term and long-term time series with artificial neural 

networks. 

Eğrioğlu and Aladağ [5] compared architectural 

selection criteria for using artificial neural networks 

in predicting long-term dependent time series. In the 

study, it was stated that the time series in the curve 

and linear structure can be modeled with the and  the 

biggest problem encountered in ANN was the 

number of nodes in the plates. 

Avcı [6] used the multi-layered artificial neural 

networks model to predict the daily and seance 

returns of the National 100 Index, and stated that this 

method is an effective method. It is also stated that 

IT is possible to further increase the estimation 

powers of the model using different variables and 

model structures. 

Wallace [7]  examined ANN models from a 

conceptual point of view and examined the fields 

used in the finance literature. Wallace (2008) stated 

that the most basic use of artificial neural networks 

is financial forecasting. In addition, it is stated that 

ANN can be used to test the validity of the efficient 

market theory. 

Düzgün [8]  worked to estimate the GDP for Turkey 

in the period 1987 and 2007, and it was stated that 

the ARIMA model is better in terms of foresight than 

its model. 

Nitin et al [9] used different ARIMA and ANN 

models for India Stock Exchange data and stated that 

the ARIMA model's prediction performance is 

better. 

Irmak et al  [10] used Winter Exponential Correction 

method to estimate the number of patients and they 

indicated that the Winter Exponential Correction 

method was better. 

Akel and Karacameydan [11] have used the 

Artificial Nerve Networks (ANN) method to 

estimate the net asset values of investment funds in 

Turkey. The study used 19 of type a and 19 of type 

b and 38 of total investment funds for the period 

January 2001 through December 2008, and six 

macro-economic variables were used to estimate net 

asset values for these funds. In the study, if the hedge 

fund to predict the net asset value, and regression 

analysis has been used and predictions obtained by 
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both methods have been compared. According to the 

analysis results, it has been determined that their 

models have more successful results. 

Keskin Benli and Yıldız [12] used linear time series 

methods and nonlinear but model and estimated the 

price of gold. Then, the predictive success 

performance of the methods used was compared. In 

the study, the result was that the average of the error 

squares was more successful than the root of mean 

square  (RMSE) value and the ARIMA model was 

more successful than the model. 

Pekmezci and Dilek [13] ın this study, the 

performances of cointegration tests, which are 

frequently used in the literature, were compared for 

different sample sizes in terms of their empirical 

power and type I error probabilities. As a result of 

this study, it was determined that some test 

applications in testing cointegration in terms of 

empirical power and type I error probability did not 

meet. 

Ertuğrul and Bekin [14] used time series and 

artificial neural networks models to estimate some 

basic food prices in Turkey. As a result, Holt's 

exponential correction used to estimate wheat and 

barley prices was determined that box-Jenkins 

models and their model had similar values in respect 

of the mean of error squares (MSE), while the 

estimate for the steel prices was given better 

estimates. 

Kızılkaya [15] used ANN used the ARIMA model 

to estimate Turkey's inflation and unemployment 

rates, The period 1923-2014 for unemployment and 

1969-2014 for annual inflation have been reviewed 

and forecasts for the period 2015-2020 have been 

made. 

Koç ve Onacak [16] used the euro purchase rate, US 

dollar purchase rate, under-the-republic sale price, 

Stock Exchange Istanbul 100 Index closing price, 

interest rate applied to TL deposits in banks and 

Consumer Price Index as input variable. In the study, 

artificial neural networks were used to forecast 

estimate the pension investment fund share prices. 

The analysis reviewed monthly data from January 

2003 to October 2017. It has been found that the 

model of artificial neural networks produces results 

close to actual values. 

2. Materials and Methods 

2.1. Dataset 

In this study, in January 2016-October 2019, 4 

variables were used to estimate the returns of 

investment funds based on the stock of three 

separate retirement investment companies, gold and 

foreign currency. These variables are used in PPI 

(2003=100), CPI (2003=100), Exchange rate 

(TL\$), gold exchange. The monthly prices of the 

monetary market fund of Anatolian life Pension Şti, 

Ziraat Pension Şti, NN Hayat Pension Company 

have been studied. In the study, the predictions of 

the long-term values of pension investment funds 

were compared with the model of time series and the 

predictions of the results obtained from artificial 

neural networks (ANN). The study conducted a time 

series analysis of artificial neural networks, SPSS 21 

with Matlab R2016b. Analytics have been created 

for each company separately. The logarithm of all 

input-output data has been taken for use in ANN 

algorithms and time series analysis. 

2.2 Artificial neural networks (ANN) 

ANNs can be defined as computer systems inspired 

by biological neural networks in order to be able to 

derive and discover new information through 

learning, which is one of the most basic features of 

the human brain, without any assistance [17-22]. 

ANN uses the information obtained from the 

samples as input, creates their own experiences by 

processing them, and then they can make similar 

decisions. The ANN model consists of layers, 

namely the input layer, the hidden layer, and the 

output layer, which contain neurons that are in 

connection with each other. Determining the number 

of layers in which the network will be formed and 

the number of neurons in these layers is defined as 

“network architecture”. ANN architecture affects 

the performance of the network. ANN shows 

common features with the human brain, such as 

learning, remembering, and generalizing from 

experience. A mathematical model for the biological 

nerve structure was developed by McCulloch and 

Pitts in 1943, and it was briefly defined as the M-P 

nerve. This developed model is shown in Figure 2. 
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Figure 2. Architectural Structure of Neural Network (McCulloch and Pitts in 1943) 

Artificial neural networks are in two classes as feed-

forward and feed-back networks based on how they 

operate. In advanced artificial neural networks, the 

signals are in one direction, from the input layer to 

the output layer only. For feedback networks, there 

is a type of feedback process. In these network 

structures, the direction of the signal is from the 

input layer to the output layer. 

However, the neurons on a layer can receive signals 

from themselves, from the neurons on the layer or 

other layers[21]. In the time series, the three-layer 

forward feed model is most commonly used. In 

single-variable time series, the network output is 

estimated when inputs are past or delayed variables 

[5]. In use, the learning process is to set the 

information stored in the weights of the connections 

generated in the network to perform a desired 

function. In other words, output is obtained by 

setting the weight value of the network at the end of 

the learning process, while initially determining the 

weight value of the network at random. 

Different algorithms are used for learning. These 

algorithms are divided into two groups, with 

consultants (supervised) and without consultants 

(unsupervised). The non-consultative learning 

algorithm does not specify output variables that 

correspond to input variables, and weights are 

adjusted automatically by the network. In the guided 

learning algorithm, output variables corresponding 

to input variables are also loaded as information on 

the network. The network is adjusting the hitch 

weights so that the difference between network 

output and target output is minimal. The 

redistribution algorithm is a learning algorithm that 

is most commonly used in neural networks using the 

consulted learning algorithm. It is important to select 

the learning parameter used in the redistribution 

algorithm to optimize the performance of the 

network [18]. The time series analysis uses more 

back-propagation algorithms. 

This study used the reverse-spread algorithm and the 

model for it is shown in Figure 3. 
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Figure 3. Redistributed network structure. 

The developed simplified ANN model is shown in Figure 4. 

 

 

 

Figure 4. The Developed Based Artificial Neural Network Model 

Within a general artificial neural network system, 

layers are formed by the combination of neurons in the 

same direction [22]. These layers are the input layer, 

hidden layer, and output layer. Input variables are 

made up of the input layer. With the interaction of 

these input variables, the output variable is formed. 

Output variables also create the output layer. There is 

a hidden layer of nerves that is not connected to the 

external environment. These nerves send signals on the 

input layer to the output layer with their weight. 

2.3. Time series analysis 

Time series are often an important practice of statistics 

and even economies. A time series is a series of 

measurements that are periodically observed with time 

intervals. Time series analysis is all over science, but 

governments are often used to make economic 

predictions of organizations over economic data. 

The time series are divided into stationary and non-

stationary series according to deviations from the 

average. If the average and the variance of the time 

series being examined shows a symmetrical change of 

the variance, or if the series is free of periodic 

fluctuations, these series are called static time series. 

Statistically, stability is important. The statistical 

results are taken over the series's stagness assumption. 

If a time series is not static, it is made static using some 

methods (such as differentiation), then analyzes are 

performed. In the literature, many economic data can 

be observed to be non-stable. Therefore, it will be 

appropriate to review the relevant data that is not static. 
Non-static time series are reviewed in two sections. 

One is that the average of the series depends on time, 

the other is that the series autocorrelation depends on 

time. 

3.Results and Discussion 

3.1.The results of the time series 

The model and forecast strength set out in the time 

series analysis of the estimate of money market funds 

for three separate retirement companies are shown in 

Table 2 below. 

Table 2. Specified Model Results 

 Companies Model MSE 

Anadolu Life AndRetirement ARIMA(1,1,0) 0.0001 

NN Life And Retirement ARIMA(1,1,1) 0.0000814 

Ziraat Life And  Retirement ARIMA (1,0,0) 0.0000780 

Prediction accuracy measurements; 

İnput :Gold, PPI, CPI, $ 
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MSE (Mean Square Eror ) =
1

𝑛
∑𝑐𝑡

2  

3.2 The results of artificial neural network 

The results found by analyzing the multivariate 

forward diffused artificial nervous network 

architecture and MATLAB program are shown in 

Figure 5. 

 

Figure 5. Artificial Neural Networks Model 

 

Artificial Neural Networks Model Results were given 

in Table 3. 

Table 3. Artificial Neural Networks Model Results 

 Companies Iteration MSE 

Anadolu Life And 

Retirement 

171 
0.0000256 

Ziraat Life And 

Retirement 

177 
0.0000141 

NN Life And 

Retirement 

6 
0.0000198 

The deviations from the mean are very low compared 

to the analysis of the time series and are forecasting. 

 

Figure 6: Ziraat Life And Retirement Training And Test 

Data Regression Result 

 

Figure 7. Anadolu Life And Retirement Training And 

Test Data Regression Result 

 

 

Figure 8..NN Life And Retirement Training And Test 

Data Regression Result 

Prediction and prediction success due to data loss 

correction in time series analysis are very risky in 

comparison to the artificial neural network 

method. MSE values in time series analysis and 

artificial neural networks have shown superior 

performance in predicting artificial neural networks 

compared to Table 4. 

Table 4. Forecasting Success Criteria Results 

 

Time Series 

Analysis ANN 

 
MSE MSE 

Anadolu Life And 

Retirement 
0.0001 0.0000256 

NN Life  And 

Retirement 
0.0000814 0.0000141 

Ziraat Life And 

Retirement 
0.0000780 0.0000198 

The 5-month estimate (standardized values) obtained 

by The Time Series and Artificial Neural Networks 

method of Anadolu Life And Retirement is shown in 

Table 5. 

Table 5. Time Series Analysis And ANN Forecasting 

Period Forecasting With 

Time Series 

Forecasting With 

ANN 

2019-11 0,06243026 0,0564418 

2019-12 0,05601761 0,0561455 

2020-01 0,05601398 0,0585714 

2020-02 0,05874537 0,0594157 

2020-03 0,05929718 0,0568943 

2020-04 0,05689785 0,0572886 

2020-05 0,05775788 0,0585676 
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4.Conclusion 

With uncertainties in the economy, it is important for 

decision-makers to determine what economic time 

series will show in the future. In this case, the values 

that make up the time series are examined and the 

model installed and the series are asked to forecast the 

values that they will receive in the future with high 

performance. 

In this study, it is aimed to present a general framework 

to compare the working processes and forecasting 

performances of forecasting methods. For this purpose, 

a linear time series method and nonlinear ANN model 

were used and the predictive success performances of 

the two methods were compared by applying them to 

Private Pension Mutual Funds in Turkey. As a result of 

the study, it was determined that the prediction 

performance of ANN was more successful. 

It is recommended to use artificial neural networks 

instead of classical time series analysis in forecasting 

and forecasting modeling. Those who do the 

estimation process should use different methods in 

their work. Thus, the most suitable model for the 

studied time series is determined. Evaluating the 

method or model used at each stage may yield better 

results in case the data set changes. 
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Abstract  

AA 5083 Aluminum alloys begin to be replaced steels in automobiles, ships, and high-speed-

trains by providing reduced energy consumption and low carbon emissions thanks to their low 

densities, good weldabilities, and high corrosion resistance. During the production of high-
speed trains, which are of special importance for our country, the proper selection of joining 

method for AA5083 increases the production speed. In this study, AA5083 alloys with 8 mm 

thickness were butt-welded under different parameters by using MIG and TIG weldings. It 

was aimed to determine the changes in microstructure and mechanical properties of welded 

samples, and also to specify the proper welding method. As a result, it was found that samples 

joined by MIG welding have higher strength and ductility, along with a lower amount of 

microstructural defects compared to their counterparts joined by TIG welding. 
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1. Introduction 

Aluminum, also known as green material, is the 3rd 

most commonly found element on Earth [1-3]. Al, the 

most common material used as an alternative to steel 

for many applications in design and production, has 
many important properties as low weight, excellent 

impact resistance, ideal corrosion resistance, and 

recyclability [4,5]. For this reason, Al and its alloys 
have found widespread use in many sectors such as the 

automotive, railway, aerospace, and shipbuilding 

industries [6]. 5XXX Al series are widely used for 
structures in shipbuilding. These alloys have a high 

strength/weight ratio, good weldability, and excellent 

corrosion resistance against sea conditions [7,8].  The 

strength of AA5083 alloy, which contains 4.5% Mg 
and %1 Mn in its chemical composition, can be 

increased by strain-hardening or solid solution 

strengthening in concentrated Mg [9]. In many 
industrial applications where Al alloy is used, there are 

complex structures that require highly efficient 

nondetachable connections. It is determined that, under 
static and dynamic loadings, welded Al alloys in such 

complex structures show more efficiency compared to 

rivet joints [10]. Besides, the use of welded joints in 

the joining of Al alloys reduces the cost by 60-65%. 
Metal Inert Gas (MIG) and Tungsten Inert Gas (TIG) 

welding methods are widely used in joining Al alloys 

[11]. When arc-welding methods are used for Al 

alloys, fatigue damage, brittle fracture, and stress-
corrosion cracks occur due to distortion and residual 

stress [12]. To reduce residual stresses and prevent 

distortion, pre-/intra-welding [15,16] or post-welding 
[17,18] mechanical and thermal processes [13,14] 

were discussed in many studies. In TIG welding, which 

is widely used for joining Al and its alloys, an electric 

arc is created between the non-consumable tungsten 
electrode and the workpiece. In this method, an 

electrode holder is used to fix the non-consumable 

tungsten electrode. When electrical power is applied 
between the electrode and the workpiece, the gas 

passes through the cylinder and reaches the nozzle 

around the electrode. The gas surrounds the arc, 
protecting the welding area from atmospheric effects 

and preventing defects [19]. On the other hand, MIG 

welding is performed by feeding a continuous solid 

wire electrode from a welding gun and weld pool. In 
both methods, protective gas is sent to the welding gun 

[20]. MIG welding method is more superior compared 

to TIG welding in terms of microstructure change, 
bonding capability, and welding metal deposition 

ability [21].  

In their study, Yang et al. analyzed the electrochemical 
properties of Al 6082 joined by MIG and friction stir 

welding and stated that the corrosion rate of FSW 

http://dx.doi.org/10.17776/csj.903575
https://orcid.org/0000-0002-0314-0119
https://orcid.org/0000-0002-1225-8290
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joints was lower than the MIG joints [22]. Schneider et 

al. aimed to optimize the effects of TIG-MIG/MAG 

hybrid welding techniques on welding geometry. At 
the end of the study, the most effective parameters 

were found as the type of protective gas (MIG-MAG), 

voltage (MIG-MAG), wire feed speed (MIG-MAG), 
along with welding speed and density of the electric 

current (TIG) [23]. Subbaiah investigated the 

microstructure and mechanical properties of casted Al-
Mg-Sc alloy after TIG welding. It was stated that the 

TIG-welded Al-Mg-Sc alloy casting has improved 

tensile properties compared to the main material. 

Furthermore, the author confirmed a decrease in 
strength due to Mg vaporization [24]. In their study, 

Zhang et al. compared the joining properties of laser 

and TIG welding methods for AlSi10Mg samples 
manufactured by SLM and casting techniques. 

Welding morphology, defects, microstructure, and 

mechanical properties were discussed in the study. As 
the result of the study, it was concluded that the gaps 

present within SLM samples causes defects during 

welding, laser shows better welding properties and 

higher tensile strength than TIG welding for SLM 
parts. It was also stated that tensile strength of SLM-

SLM or SLM-casting joining is superior in comparison 

with the main material [25]. Shu-Fen studied the effect 
of welding current on morphology and microstructure 

of T joints for Al alloys joined by double-pulse MIG 

welding. The authors stated that the width and depth of 

the welding seam increase by rising the average 
current, and the most optimal properties are achieved 

at a current of 90 A. Singh et al. deduced that tensile 

strength shows a significant increment by increasing 
welding current and gas flow rate [26]. In addition to 

this, Kumar et al. investigated the effect of heat input 

on the strength of the joining area and found that the 
tensile strength decreases with heat input increment 

[27]. Similarly, Jahanzaib et al. concluded that if a high 

welding current and low welding speed are selected, 

the quality of the welded connection improves [28]. 
Raveendra et al. examined the effect of the welding 

current on the weld seam and obtained a linear increase 

in the front and back side by increasing the welding 

current [29]. Gharibshahiyon et al. stated that high heat 

input causes grain growth along with toughness and 

impact energy reduction in welded joints [30]. 

Mg is the main element of 5000 series Al alloys. 

Thanks to their low densities, good weldabilities, and 

high corrosion resistance, AA5083 Aluminum alloys 
begin to be replaced steels in automobiles, ships, and 

high-speed-trains by providing reduced energy 

consumption and low carbon emissions [31]. Thus, the 
joining process of Al alloys plays an important role. In 

the literature, there are studies on the joining of 

AA5083 Al alloys. By investigating mechanical 

properties and microstructure of AA5083 alloy by 
FSW method, it is seen that reduction in friction heat 

input leads to high ductility, good formability, and 

betterment in grain size [32]. In other studies, two 
different porosity structures that occurred during the 

laser welding of AA5083 Al alloys were examined, 

and it was concluded that the number of porosities can 
be reduced in case of using a double beam source as 

welding [33,34].  

In this study, AA5083 alloys with 8 mm thickness were 

joined under different parameters by using MIG and 
TIG weldings. In this study, the gap in the literature has 

been tried to be closed by considering the values that 

are not used in the literature in terms of both the 
thickness of the joined part and the process parameters 

used.The mechanical properties and microstructure of 

the welded joints were analyzed.  

2. Materials and Methods 

In this study, AA5083 Aluminum plates were joined 

via MIG and TIG weldings. In the experiments, plates 
with 8 mm thickness were used. Samples were 

procured from GÖK YAPI AŞ and joined in 

TÜDEMSAŞ Welding School. After welding, the 

samples were cooled to room temperature. The 
chemical composition of the AA5083 alloy selected for 

this study is given in Table 1, and mechanical 
properties are given in Table 2.

 

Table 1. Chemical composition of AA5083 Aluminium alloy 

Fe Si Cu Mn Mg Zn Cr Ti Other Al 

0,40 0,40 0,10 0,40-1,0 4,0-4,9 0,25 0,05-0,25 0,15 0,15 Balance 

 

Table 2. Mechanical properties of AA5083 Aluminium alloy 

Density  

(gr/cm3) 

Brinell Hardness 

(HB) 

Tensile Strength 

(MPa) 

Yield Strength 

(MPa) 

Elasticity Module 

(GPa) 

2,66  85  317 228  71GPa 
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The main objective of the study is to determine the 

optimum welding method by examining the change in 

microstructure and mechanical properties of AA5083 

alloy joined with TIG and MIG methods under 
different process parameters. The workflow of the 

study is given in Figure 1. 

Welding parameters used in the experiments are given 
in Table 3. While selecting the welding parameters, the 

process parameters used in previous studies were 

evaluated, and originality was ensured in the study by 

choosing different parameters from these parameters 

[1,35,38]. Zirconiated Tungsten (98%W+2%Zr) 

electrode is used with 2,4mm diamaeter for TIG 
welding proceses. 1,6 mm wire diameter is used for 
MIG welding process. 

 
 

Figure 1. Workflow of the study 

 

Table 3. Welding parameters used in the study 

Method Sample Number Current (A) Voltage (V) 
Speed 

(mm/s) 

Torch Distance 

(mm) 

MIG 

S1 150 18 2,6 

15 
S2 170 20 2,7 

S3 180 22 2,3 

S4 190 23 2,5 

 Method Sample Number Current (A) Tungsten electrode diameter (mm) 
Speed 

(mm/s) 

Stand-off distance 

(mm) 

TIG 

S5 140 

2,5 

2,4 

5 
S6 160 3,1 

S7 180 4 

S8 200 5 

 

 

Plate samples joined with different process parameters 

are given in Figure 2. After the joining process, the 
samples were prepared for microstructure analysis, 

microhardness measurement. During the preparation 

of the samples, the cutting operations were performed 
in the Electrical discharge machining (EDM) device to 

prevent the samples from being exposed to any hot or 

cold deformation. For microstructure analysis of 
welded samples in the study, test pieces were cut from 

the cross-section of the weld. Subsequently, the test 

pieces were sanded by 400,800,1500 grit sandpapers 
and polished with broadcloth, respectively. Finally, 

surface polished test pieces were etched in Keller 

solution (2 ml HF, 3 ml HCl, 5 ml HNO3, and 190 ml 

H2O) and prepared for microstructure analysis. In 
addition, SEM examinations were performed on the 

FEI QUANTA FEG 250 device to determine the grain 

structure and porosity within the weld area. 
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Figure 2. Images of plate samples joined by (a) MIG welding (b) TIG welding  

 

To determine the weld area strength of welded 

samples, a Marestek brand tensile test device was used. 

The samples used in the tensile test were prepared in 
accordance with ASTM EN ISO 4136 standards. 

Analysis of the sample regions is given in Figure 3. 

Tensile tests were carried out at room temperature with 
a speed of 0.5 mm. 

 

 

Figure 3. Tensile test specimens used in the study 

Vickers microhardness measurement was carried out at 

300g load to determine the change in hardness after the 

joining process. Microhardness measurements were 
taken from three different points: the heat-affected 

zone (HAZ), the base material (MB), and the weld 

zone (WZ). The measurements points are shown in 
Figure 4. The measuring range is set at 0.5 mm.
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Figure 4. Microhardness measurement points 

3.   Results and Discussion 

3.1. Macro and microstructure analyzes 

In the study, 8 mm thick AA5083 alloys were joined 

by TIG and MIG welding methods using different 

welding parameters. Macrostructure images of the 
welded samples are given in Figure 5. In Figure 5, it is 

seen that defects such as pore and spatter were 

encountered in samples joined by the TIG welding 
method. It is thought that incomplete melting causes 

these specific defects within the welding zone [1]. 

When the MIG-welded samples are examined, it is 

clearly observed that the weld root is smoother since 

the melting is accurately accomplished. This situation 
can be explained by the fact that the joining is 

performed perfectly in the MIG welding method. 

When this situation seen in the macrostructure analysis 
is evaluated together with the tensile test results, the 
results overlap with each other.

 

 

Figure 5. Macro images of welded samples (a) TIG welding (b) MIG welding 

The post-tensile test macro structure images of the 

samples joined by TIG and MIG welding methods are 

given in Figure 6. When Figure 6 is examined, it is 

observed that the fracture starts from the porosity 

region in the TIG welded samples. This situation can 

be explained as an indication of the low mechanical 
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properties of the samples joined by the TIG welding 

method. In Figure 7, macro images of all tensile 

samples are given. When Figure 7 examined the 
fractures had occurred in the weld metals for the 

samples joined with a lower welding current. This was 

because a lower welding current leads to poor 
penetration on the joints [1].

 

 

Figure 6. Macro images of welded samples (a) TIG welding (b) MIG welding 

 

 

Figure 7. Macro images of tensile samples   

 

In addition to the macrostructural analysis of welded 
samples, their microstructural analysis was carried out 

as well. Microstructural analyses were performed in 

base metal and weld zone areas, as given in Figure 8. 
Different weld zone width for each sample was taken 
into account during the conduction of experiments.
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Figure 8. Microstructure analysis areas for the samples 

 

In Figure 9, microstructure images of the welded zone 

for the MIG welded samples are given. At the S4 
sample in Figure 9 (S4), which is processed with the 

highest welding current, a growth in grain size can be 

seen. This situation can be explained as the elevation 
in heat input due to the increasing current. A similar 

case can be seen for the S3 sample as well. In the S1 

sample, for which the welding current was selected as 
150 A, and the S2 sample, where the welding current 

was 170 A, the heat input did not cause grain 

coarsening, on the contrary, it provided a better grain 

formation. When Figure 9 is examined, it is possible to 

talk about a typical one-directional solidified 
microstructure. Whether this solidified grain structure 

obtained in the MIG method is columnar or coaxial 

depends on the solidification rate [36]. Rapid 
solidification occurs in the MIG method. Fine grain 

size is formed as a result of rapid solidification in the 

MIG method. It is also seen that spherical-shaped 
porosities are found within the samples joined by MIG 

welding. The formation of these porosities is due to the 

hydrogen solubility in molten aluminum.

 

 

Figure 9. Microstructure images of welding zones of MIG welded samples 

 

Figure 10 shows the microstructure images of the weld 

area of the samples joined by TIG welding. When TIG-
welded samples are examined, it is seen that despite the 

increment in the welding current decreases the grain 

growth, the grain size obtained in TIG welding has not 
reached the size obtained in MIG welding. This is 
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because the melt convection in TIG welding is slower 

than in MIG welding [37,38]. The gradient convection 

of the melting slows down the solidification and causes 
the grains to grow. With the increase of welding 

current, solidification moderately accelerates, which 

eventually decreases the grain size. For this reason, the 
largest grain size was obtained in the S6 sample where 

the welding current is 140 A. The temperature gradient 

difference in the TIG welding is different compared to 

MIG welding, which affects recrystallization. The 

amount of porosity formed in the samples joined by 
TIG welding is higher than the MIG welding method. 

The porosities within the samples were formed as a 

result of inhomogeneous heating and cooling 
processes.

  

 

Figure 10. Microstructure images of welding zones of TIG welded samples 

 

As a result of microstructure analyzes, it has been 
determined that the grain structure in MIG welding is 

favorable to TIG welding. Besides, it has been also 

observed that the second phase particles formed within 
the samples affect the strength and ductility [31]. 

3.2. Micro-Hardness tests 

Microhardness measurements were made on samples 

joined with TIG and MIG weldings. Hardness values 
of TIG-welded samples are given in Figure 11, and 

hardness values of MIG-welded samples are given in 

Figure 12. By examining the hardness values of MIG-
welded samples, it is seen that the average hardness 

value of the base metal is HV79±2, while the average 
hardness value of the weld zone is HV63±3. It is also 

observed that there is a decrease in hardness from the 

base metal towards the weld zone [44]. Therefore, the 

hardness value in the weld zone is 18% lower than the 
hardness value of the base metal in MIG welding. 

Along with it, hardness values in the HAZ region are 

higher than in the weld zone for MIG welded samples 
(Figure 12). This causes the hardness of the weld metal 

area to drop, as β-phase deposits occur during the 

welding process [7]. The β-phase (Figure- dark areas) 
occurring in the weld zone is due to the distribution of 

the solute in the structure during solidification and 
occurs with the formation of a solute-rich local region.
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Figure 11. Microhardness values of TIG-welded samples 

 

 

Figure 12. Microhardness values of MIG-welded samples 

 

By examining the hardness values of TIG-welded 

samples, it appears that the average hardness value of 

the base metal is HV78±2, while the average hardness 
value of the weld zone is HV93±4. The hardness values 

of the HAZ region and the base material were achieved 

close to each other for the TIG-welded samples. 

However, the hardness values of the weld zone are 
higher than the other regions. This situation adversely 

affects the strength of the joining. With the increase in 

welding current, the hardness value of the weld zone 

decreases. This reduction in hardness leads to a 

betterment in the strength of the joints. Obtaining the 
hardness value higher even than the base metal can be 

explained as an indicator that the weld zone is brittle 

and fragile. When the macro and microstructures of the 

fractured surface of the TIG-welded samples are 
inspected, the brittleness of the fracture type in the 
weld zone confirms this result. 
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When the hardness distribution of MIG welding was 

examined, it was determined that the hardness value of 

the base metal was the highest. This can be explained 
as the heat input occurring during the welding process 

affects the main material properties (grain structure, 

grain size). In TIG welding, the hardness value of the 
weld zone was higher than the other zones. This is due 

to the fact that these regions have become more brittle 

structures. 

3.3. Tensile tests 

Tensile tests were applied to the samples in order to 

determine the mechanical properties after welding. The 

change in the tensile stress of the TIG-welded samples 
according to the welding current is given in Figure 13. 
The tensile test results of the samples combined with 

AA 5083, 140 A, 160 A, 180 A and 200 A welding 
currents are 317 MPa, 122 MPa, 105 MPa, 119 MPa 

and 125 MPa respectively. As Figure 13 indicates, the 

maximum tensile stress (125 MPa) could be obtained 
at 200 A. All welded samples were fractured from the 

weld zone during the tensile tests. This proves that the 

strength of the weld zone is less than the strength of the 

base material. Although the weld zone strength 

increases with the welding current increment, it could 
never reach the strength of the base material. Porosities 

formed within the weld zone and microstructural 

changes that occur during the solidification of the weld 
pool reduce the strength of the welded parts. In the 

study, porosities were clearly observed in the TIG-

welded samples. Previous studies in literature verify 
this phenomenon [40-42]. In addition, the strength of 

the welded joint depends on the penetration depth as 

well. Welding current increase leads to deeper 

penetration, therefore the welded joint strengthens with 
the increasing welding current. Besides, since the root 

of the weld is partially joined, it acts as a stress 

formation zone, causing crack initiation and 
propagation, thus causes the joining strength to 

weakens [31]. One of the most considerable problems 

seen in TIG welding is grain coarsening that appears 
after slow solidification at the interfaces. The grain 

coarsening formation in the welded area significantly 
reduces the strength of this specific region.

  

 

Figure 13. Tensile test results of TIG-welded samples 

 

In this study, tensile tests for AA5083 alloys with 8 

mm thickness were carried out to determine the 
mechanical properties after MIG welding at 150A, 

170A, 180A, and 190A. The tensile test results of the 

samples combined with 150 A, 170 A, 180 A and 190 
A welding currents are 301MPa, 305MPa,270 MPa 

and 263MPa, respectively, and are given in Figure 14. 

As the figure indicates, the maximum tensile stress 

(305 MPa) was obtained at 170 A. In operations where 

the welding current passes 170 A, the strength of the 
welded joints decreases again. With the increase of the 

welding current value, the temperature of the welding 

zone elevates; thus causes the microstructure of the 
joint area to deteriorate and its strength to decrease. 

The grain structure solidified in the weld zone changes 

depending on the cooling rate. Since cooling is faster 
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in MIG than TIG, a dendritic internal structure was 

formed. With the increase of the current in MIG 

welding the temperature gradient difference, which 
significantly affects the recrystallization process, leads 

to a decrease in work-hardening and eventually causes 

a decrease in strength [43]. Furthermore, it causes 
coarse-graining due to welding current increment, 

which also leads to a reduction in strength. For this 

reason, with the increase of the welding current in MIG 

welding, a decrease in the strength for welded samples 

takes place again. The strength values obtained in the 
process of joining with MIG welding are very close to 

the yield stress value of the main material (317 MPa). 

This clearly shows that 170A is the most suitable 
parameter for MIG welding.

 

 

Figure 14. Tensile test results of MIG-welded samples 

In the study, microstructure analyzes of the broken 

surfaces after the tensile test were also made. Broken 

surface evaluation for S4 and S6 samples, which are 
the samples with lowest strength values for both 

welding methods, was taken into consideration. In 

Figure 15, their microstructure examinations for both 

TIG ad MIG welding methods are given. Concentric 

grains exhibiting semi-ductile behavior in the base 

metal were observed during the AA 5083 core metal 

internal structure inspections. Dimples formed within 
the S4 sample are smaller than the ones in the parent 

material. Furthermore, sample S6 exhibited a fragile 

behavior. In either method, the main material is more 
ductile.

 

 

Figure 15. Post-tensile test macro structure images of broken surfaces (a) MIG-welded samples (b) TIG-welded samples 
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The tensile strength of the samples combined with the 

TIG method was lower than the samples combined 
with the MIG method. This is due to the formation of 

grain coarsening due to slow solidification during the 

welding process. In the TIG method, porosities 
occurred in the welding zone and this caused a 

decrease in strength. If the welding current selected for 

the MIG method exceeds 170 A, a decrease in strength 
is obtained; In the TIG method, the strength increases 

as the current increases. 

4. Conclusion 

In this study, AA5083 alloys with 8 mm thickness were 

butt-welded under different current values by using 

MIG and TIG weldings. The results are as follows: 

The slow solidification occurring at the interfaces 

during the joining process with the TIG welding 

method leads to a grain growth, which caused the 

strength values to be lower than the MIG welding 

method. 

The weld zone hardness values of the MIG welding 

were obtained lower than the TIG welding. On the 
other hand, the hardness value of the weld zone was 

higher than the base metal in the TIG welding method. 

These high hardness values are an indication that the 

welding zone is brittle and fragile. 

Maximum tensile stress of 125 MPa for TIG-welded 

sampes was acquired at 200 A. It is also concluded that 

more current value in TIG welding means higher 

strength. 

For MIG-welded samples, maximum tensile stress of 

305 MPa was acquired at 170 A. A decrease in tensile 
strength was seen when the current value exceeded 170 

A. For this reason, the most suitable current value for 

MIG welding method was determined as 170 A. 
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Abstract  

In this study, the effects of various heat treatments (solutionizing, solutionizing + aging) on 

the microstructure and mechanical properties of the Co-Cr-Mo based hip implants produced 

by investment casting were investigated. The solution treatments were carried out at 1125°C, 

1175°C and 1225°C for 3 hours under argon atmosphere. The aging treatments were carried 

at 850°C for 4 hours. The samples were examined under scanning electron microscope (SEM) 

and optical microscope (OM). Room temperature tensile tests and hardness tests were applied. 

The results showed that, the process of solutionizing at 1175°C and subsequent aging resulted 

in the formation of the smallest size precipitates with more homogeneous distribution in the 

interdendritic space of the as-cast structure compared to other treatments. According to tensile 
test results of the aged samples, as the solutionizing temperature increased to 1175°C both 

strength and elongation values increased. However, with the increase of solutionizing 

temperature to 1225°C, strength and elongation values decreased again. Solutionizing 

temperature of 1175°C gave the best microstructure-mechanical property relationship. 

Moreover, hardness values increased with the subsequent aging, yet do not change 

significantly with the solutionizing temperature. 
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1. Introduction  

Cobalt base alloys (Co–Cr–Mo), conforming to ASTM 

F-75 standard, are widely used in several medical 
applications such as knee and hip joint replacement, 

given their excellent biocompatibility, corrosion and 

wear resistance, combined with their good mechanical 
properties [1]. ASTM F-75 grade alloy is generally 

produced by investment casting method [2]. This 

method may lead to some defects in the as-cast position 

such as porosity, large grain size, hard precipitates in 
interdendritic zones, low ductility, low fatigue strength 

and inhomogeneties in carbide morphology and their 

size [2,3]. This is because the microstructures of the as-
cast alloys, which indicate solidification segregation 

(interested to the formation of precipitates), 

considerably with the casting parameters (e.g., the melt 
temperature and cooling rate) [3, 4]. Several solutions 

to this problem have been suggested to decrease defect 

amount and to develop the mechanical properties such 

as ductility and strength of this alloy. However, the 
mechanical properties of these alloys can be improved 

by heat treatments by dissolving the wide carbide area 

and generate a more homogeneous microstructure [5]. 

Nevertheless, the mechanical properties can be 

improved with additional heat treatments by dissolving 
the large carbide network and produce a more 

homogeneous structure [6].  Lee et al. studied the effect 

of the addition of N on the microstructure and 
mechanical properties of the C-free Co-Cr-Mo alloys 

with various Cr contents. They revealed that Ni-free 

Co-Cr-Mo alloys with enriched Cr content up to 34 
wt%, modified by N addition, are suitable for hip and 

knee joints that are produced on the basis of the casting 

process such as investment casting [7]. Their 

properties such as corrosion resistance, wear 
resistance, excellent biocompatibility, hardness of Co-

Cr-Mo alloy depend mainly on the carbon content and 

the type of heat treatment applied [8]. The main 
strengthening mechanism of Co base alloys is the 

presence of second phase precipitates. The 

precipitation hardening performance of the alloy is 
closely related to the phase, size, amount, and 

distribution of precipitates in the metallic matrix [8,9]. 

http://dx.doi.org/10.17776/csj.811755
https://orcid.org/0000-0003-1268-0456
https://orcid.org/0000-0001-9017-9443
https://orcid.org/0000-0002-3752-4065
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Gomez et al. investigated the effects of casting 

parameters such as pouring temperature on the 

microstructure of ASTM-F75 (Co-28%Cr-6%Mo) 
alloy [10]. They showed that mechanical properties can 

be optimized through controlling processing 

parameters. The microstructural study showed that 
pouring and preheating mold-temperatures affect the 

evolution of the microstructure during rapid cooling 

and various microstructures result in a large range of 
mechanical properties for the alloy ASTM-F75. The 

preheating mold temperature and the liquid 

temperature varied between 900, 1000, and 1410, and 

1470℃, respectively. According to the results, 
optimum static strength and ductility were obtained 

when shrinkage microporosity decreased and the 

volume fraction of M23C6 type ‘‘eutectic’’ carbides 
precipitated at grain boundaries [10]. It is also found 

that the as-cast grain size is very sensitive to preheating 

mold and metal pouring temperatures. Moreover, the 
formation of ‘‘eutectic’’ carbides can be minimized by 

increasing the preheating mold and metal pouring 

temperatures [10,11]. 

Co-Cr-Mo alloys generally consist of a metastable γ 
(fcc) matrix and ε (hcp) martensite. The ε martensite 

is formed during quenching, plastic deformation, and 

isothermal heat treatment. [12]. The as-cast ASTM F-
75 alloy consists of two primary phase 

microstructure: γ-face centered cubic (γ-fcc) phase 

and ε hexagonal close packed (ε-hcp). γ -face 

centered cubic (γ-fcc) phase which shows advanced 
elongation and ultimate tensile strength when 

temperature is high enough [12]. Another is ε-hcp 

phase which shows low elongation and brittle fracture 
on straining when temperature is low [4, 13]. Co-base 

alloys present a dentritic α-fcc metastable matrix due 

to tansformation of fcc→hcp so obtained precipitated 
formed in microstructured by M23C6 carbides, α or 

M6C carbide phase σ phase both α and σ phases [13, 

14]. Carbide precipitation at grain boundaries and 

interdendritic regions is the major strengthening 
mechanism in the as-cast condition. K. Yamanaka et 

al., studied the the effects of carbon on the relation 

between the microstructure and the mechanical 
properties of Ni-free Co–Cr–W-based cast alloys. 

Result of the study show that adding carbon to the 

alloys increased the amount of interdendritic 
precipitates that formed and changed the precipitation 

behavior [15]. 

The aim of the study is to investigate the effects of the 

heat treatment procedure and temperature on 
microstructure, tensile properties, and hardness of the 

investment-casted ASTM-F75 alloy. For the first set  

of samples, only solution treatment was applied at 

three different temperatures (1125, 1175 and 1225℃, 

respectively). Then, aging treatments were applied to 
the solutionized samples. The solution treatment was 

applied in order to provide fine and homogenously 

distributed grain structure, and also to dissolve some 
of the carbides in the post-casting structure. 

Additional aging treatments were applied in order to 

increase the strength and hardness values. With the 
optimum heat treatment, it is expected that the 

ductility of the final material will increase 

significantly compared to as–cast material.  

2. Materials and Methods  

2.1 Casting process 

Cobalt based superalloy in accordance with the 
standard ASTM F-75 was used in this study which has 

Cr and Mo as main alloying elements and Ni, Fe, C, 

Mn and Si as trace elements. The casting is made by 

ASTM F-75 alloy ingot directly. The compositional 
limits of this alloy is shown in Table 1 and the 

spectrometer results of 7 samples produced in this 

study are listed in Table 2. There are three basic steps 
required for investment casting. These are wax-based 

mold preparation, dipping into ceramic slurry and 

shaping, and finally pouring molten metal into this 

mold. In the production step, firstly, the wax is melted 
at 72℃. It is mixed for homogenization. Then, it is 

injected into aluminum mould with the help of 

temperature and pressure. After visual and dimensional 
controls, wax models are being sticked to wax runner 

with the help of heat. Figure 1a represents the pattern 

creation step. After assemblying, tree is being coated 
with refractories. Refractories depend on quality 

requirements. Zircon, Alumina, various Alumina 

Silicates, Mahnezia can be used. Wax assemly is being 

coated with appropriate refractory and allowed to dry 
for every coating step. Next operations are wax 

removal with autoclave furnace and ceramic mold 

sinterring at 1000℃ for 25 minutes. The aim of the 
sintering process is to prevent the thermal shock that 

may occur when the molten metal is spilled and to 

facilitate the sweep of the molten metal. While 
preheating the mould in furnace, the solid metal was 

placed in the induction furnace, and melted at 1560℃. 

Figure 1b demonstrates the melted metal in the 

furnace. The ceramic mold is connected to the furnace 
and the melt metal mold is poured. After 22 minutes, 

the casting ends as shown in Figure 1c. The mold is 

allowed to cool to room temperature as shown below 

in Figure 1d. 
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(a) (b) 

  

(c) (d) 

Figure 1. (a) Pattern creation, (b) Melting of ASTM F-75 alloy, (c) Pouring, (d) Cooling of mold   

 

Table 1. The chemical composition of the ASTM F-75 alloy 

Element (wt%) Co Cr  Mo Ni C Si 

ASTM F-75 Bal. 27-30 5-7 <0.50 <0.35 <1.0 

 

Table 2. The spectrometry analysis results of the as-cast samples 

Elements (%) Cr Mo Ni Fe C Mn Si Co 

C1 28,17 5,34 0,23 0,28 0,22 0,59 0,32 64,84 

C2 28,61 5,97 0,50 0,40 0,22 0,43 0,33 63,55 

C3 27,31 5,83 0,22 0,27 0,27 0,59 0,30 65,21 

C4 27,63 5,27 0,23 0,32 0,29 0,70 0,38 65,18 

C5 27,78 5,87 0,42 0,39 0,25 0,36 0,59 64,34 

C6 28,68 5,54 0,45 0,38 0,23 0,41 0,67 63,65 

C7 28,48 5,35 0,23 0,32 0,24 0,59 0,38 64,41 
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2.2 Solution treatment and aging treatment 

processes 

Six test samples were encoded as C1, C2, C3, C4, C5, 

and C6. Test samples were undergone to solution 
treatment (C1, C3, C5) and solution treatment + aging 

treatment (C2, C4, C6). One set of samples are shown 

in Figure 2a. The solution treatments were performed 
at 1125℃, 1175℃ and 1225℃ temperatures for 3 h, 

followed by quenching in water. The heat treatments 

were carried out in a high-temperature tube furnace 

under an inert gas atmosphere (Argon). The heat 
treatment setup is shown in Figure 2b.  The aging 

treatment was performed at 850℃ for 4h. All samples 

were applied to solution treatment only whereas the 
C2, C4, C6 samples were subjected to only aging as 

shown in Table 3. 

 
                                (a) 
 

 
                                (b) 

Figure 2. (a) Tensile test samples together with hardness 

samples of ASTM F-75 and (b) tubular furnace  

Table 3. Sample coding and Experimental parameters used 

in the present study. 

Sample Codes Heat Treatment 

C1 
Solutionizing 
(1125℃) 

C2 
 

Solutionizing 
(1125℃) +Aging 

C3 

 

Solutionizing 

(1175℃) 
C4 

 
Solutionizing 
(1175℃) +Aging 

C5 
 

Solutionizing 
(1225℃) 

C6 
 

Solutionizing 
(1225℃) +Aging 

C7 
 

As-Cast (No heat treatment) 

2.3 Microstructural study 

The preparation of samples for optical microscopy 

(OM) and scanning electron microscopy (SEM) were 
carried out using conventional procedures such as 

grinding and polishing steps. The samples were first 

grinded with SiC grinding papers. Polish using 

diamond suspension (1 and 3 µm). Afterwards, the 
samples were thoroughly cleaned so as to remove any 

polishing residue. The sample surface was then etched 

to obtain examination of microstructure. Etching 
solution consist of 4 g Sodium Hydroxide, 100 ml 

water, 4 g potassium permanganate. This solution 

immersed over the surface for 25 seconds. Then the 

samples were cleaned by rinsing with ethanol. Then, 
the sample is placed on the optical microscope. The 

samples were examined also by SEM using a Carl 

Zeiss 300VP microscope which was operated at an 
acceleration voltage of 15 kV. Moreover, energy 

dispersive spectroscopy (EDS) techniques were 

employed to provide a more accurate characterization 
of the different precipitated phases, even though the 
EDS technique provides a semi-quantitative analysis. 

2.4 Mechanical testing 

Two tensile samples were cut from the produced hip 
implants. After solution treatment and aging heat 

treatment processes were applied, tensile samples are 

machined from the material in the desired orientation. 
The tensile test samples were 12.5 mm in gauge 

diameter (D), 10 mm in radius (R), 50 mm in gauge 

length (G), and 60 mm in reduced section (A). The 

tensile tests were applied using a crosshead speed of 
1.5 mm/min by Zwick Z250 test machine. The 

technical drawing of the tensile test samples, which is 

taken from ASTM E8 standard, is given in Figure 3. 
Macrophotographs of a tensile test samples (a) before 

and (b) after the tests are given in Figure 4. In the 
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second mechanical testing phase, two different 

hardness tests were applied: Rockwell Hardness Test 

and Vickers Hardness Test (HV1). A force of 9.8N was 
applied for an indentation time of 15 s in the 

microhardness test.  

 
Figure 3. The technical drawing of a tensile test sample 

 

  
(a) (b) 

   

Figure 4. Macrophotographs of a tensile test sample 

(a)before and (b) after the test. 

3. Results and Discussion 

3.1 Microstructural evaluation by optical 

microscopy (OM) 

3.1.1 Images of as-cast and solution treated samples 

Co-base alloys exhibit a dendritic α-fcc metastable 

matrix due to the nature of the fcc→hcp transformation 

and a precipitate formed mainly by M23C6 carbides, 
and a lamellar phase formed by interlayed plates of 

M23C6 carbide and a phase [5]. M23C6 carbide initially 

present in the alloy tends to transform into M6C 
carbide. According to microstructure of the various 

ASTM F-75, all samples showed Co grains with or 

without carbide precipitates depending on heat 
treatment conditions. These samples exhibited lameller 

type carbides on matrix structure. Figure 3 shows that 

the typical microstructure of as-cast condition with a 

cobalt matrix (FCC) containing primary lamellar and 
blocky carbides. Three different structure of the 

carbides in the as-cast microstructure can be 

determined. The “eutectic” carbide with lamellar 
morphology was formed at grain boundaries by 

interlayer plates of M23C6 carbide and a phase. These 

phases has not been clearly identified because it can be 

maybe σ or both α and σ phases. As-cast cobalt alloys 

the solidified microstructures consist of a 
predominantly FCC γ-dendritic structure which is 

accompanied by segregation, and second phase 

precipitates within the matrix and along the 
interdendritic regions [16]. In the case of as-cast alloys 

present highly inhomogeneous structure is expected to 

form with large-grained cored dendrites and Co-rich 
areas [16,17]. The microstructures observed by optical 

microscopy belong to as-cast condition are shown in 

Figure 5. This as-cast microstructure is the 

characteristic one as described above. 

  

Figure 5. OM images belong to microstructure of the as-

cast sample. 

  
Figure 6. Microstructures of samples solutionized at (a-b) 

1125°C (c-d); 1175°C, (e-f) 1225°C  
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Figure 6a and b show the microstructural evolution for 

solution treatment at 1125℃ (Sample C1). There is a 

microstructural morphology change from lamellar to a 
more round-like form of M23C6 carbides as the solution 

treatment temperature increases. The chemical 

composition of these carbides corresponds to the 
M23C6 (M = Co, Cr and Mo) phase. As the M23C6 

carbide suffers a spheroidization and sometimes could 

transform according to the M23C6→M6C reaction [8], 
it can also be noticed in Figure 6c-d and e-f 

respectively (Samples C3 and C5). It can be seen from 

these Figures that the morphology of the carbides 

changed, and the carbides have been shrunk with 

increasing solution treatment temperature.  

3.1.2 Images of solution treated and aged samples 

Carbide precipitation at grain boundaries and 
interdendritic regions is the major strengthening 

mechanism in the as-cast samples. Moreover, 

additional fine precipitate carbides are always 
beneficial in terms of strength and hardness increase in 
metallic materials.  

 

Figure 7. Microstructures of samples (a,b) solutionized at 

1125℃ and aged, (c,d) solitonized at 1175℃ and aged and 

(e,f) solutionized at 1225℃ and aged. 

According to optical microscope images, matrix phase 

was observed with spheroidized M23C6 carbides in 

microstructures presented in Figure 7. Carbide 
precipitates are seen through the grain boundaries and 

also in the matrix structure. As a result, the strength of 

the material is increased significantly in C2 and C4 
samples. In addition to that lamellar carbides, 

precipitations into the grains became more evident due 

to the aging process in all three conditions (C2, C4 and 
C6). 

3.2 XRD analysis 

Figure 8 shows the XRD patterns belong to the C7, C1 

and C2 samples. Here, patterns belong to C1 and C2 

samples were given as representative since the patterns 
for the samples C3-C4 and C5-C6 give similar results 

parallel to C1-C2. The pattern of the as-cast sample 

shows that both γ matrix phase with fcc crystal 
structure and ε phase with hcp structure are present. 

Also, the structure contains M23C6 type carbide phase. 

The structure of the as-solutionized condition contains 

γ and ε phases together, as seen in Figure 8b. After the 
subsequent aging process, the structure contains 

mainly a high intensity ε phase together with M23C6 

type carbides and the matrix phase (γ). 

 

 

 
Figure 8. XRD patterns of the samples: (a) as-cast, (b) 
solutionized at 1125℃, (c) solutionized at 1125℃ and aged 

(the symbols represent; Δ: fcc γ phase, : hcp ε phase, : 

M23C6 phase). 
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3.3 SEM study 

3.3.1 As-cast and solution sreated samples 

The as-cast microstructure corresponding to sample C7 

is shown in Figure 9. The typical microstructure of as-

cast alloy consists of a cobalt matrix (FCC) containing 
primary lamellar and carbides. It is showed a solid 

solution of Co as a matrix and also carbides as 

secondary phase. Figure 10a and b present the 
microstructure of the sample C1 showing the matrix 

and carbide phases together. The microstructure 

consists of a dendritic Co-rich fcc matrix and 

interdendritic precipitates. The SEM images show that 
the M23C6 carbide spheroidization tends to transformed 

M6C carbide and also carbide size reduction, carbides 

homogeneously distributed and smaller in size when 
increased heat treatment temperature. These Figures 

show an electron backscattered SEM image of all 

samples, so bright area indicate that high atomic 
number and dark areas indicate that low atomic number 

of phase and also bright area representing solid matrix 

of phase; Co grains.  

 

 

Figure 9. Microstructure of as-cast alloy. 

 

 

 

 

Figure 10. SEM images samples solutionized at C1 (a-b); 

1125°C, C3 (a-b); 1175°C, C5 (a-b) 1225°C 

 

Three areas were selected as shown in Figure 11 and 

Table 4. Selected area 1 show the Co-rich matrix 

composition with a 67.04 mass% of Co content. EDS 
Spot 1 analyse indicated that the secondary phase of 

Co-Cr-Mo phase occurs in the structure which is in 

accordance with the chemical composition of Co-Cr-
Mo (ASTM F-75). EDS Spot 2 shows the higher 

concentration of Cr (46.96%), Mn (17.26%) and Si 

(30.51%) and also some amount of C. According to 
this result, Si-rich inclusions are within carbides in the 

middle of the interdendritic zones. Manganese and 

silicon are mainly in solution and are not segregated 

toward grain boundaries, and they are difficult to 
reveal. Co–Cr–Mo alloys with low and medium C 

content, as in this case, typically show very little grain 

boundary attack [10,18]. 

 

Figure 11. SEM micrograph corresponding to C1 and three 
regions were selected for analysis, selected area, EDS spot 

1, EDS spot 2. 

Table 4. Composition of elemental analysis for selected 

Area 1, EDS spot 1, EDS spot 2. 

 Co Cr Mo Mn Si C 

Selected 
area 1 

67,04 26.39 2.99 1,04 0.75 0.001 

EDS 
Spot 1 

46,51 34,86 13,37 1,05 1,50 1,67 

EDS 
Spot 2 

1,16 46,96 0,16 17,26 30,51 3,94 

The EDS analysis corresponding to sample C3 belong 

to the areas spotted in Figure 12. Three area were 
selected as in the Table 5. From the obtained results, 

the higher concentration of Co rich matrix means that 

it is Co enriched and reaches the composition of 65.62 
mass%. EDS Spot 2 and spot 3 analysis indicate that 

there is a secondary (eutectic) phase composed of Co, 

Cr and Mo elements as also found in the sample C1. 
From the result of Spot 1 analysis, it may be a Si-rich 

inclusion within the carbide in the middle of inter 

dendritic zones.  
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Figure 12. SEM micrograph corresponding to C3 and four 

regions were selected for analysis, EDS spot 1, EDS spot 2, 

EDS spot 3, selected area 1. 

Table 5. Composition of elemental analysis for selected area 

1, EDS spot 1, EDS spot 2, EDS spot 3. 

 Co Cr Mo Mn Si C 

Selected 
area 1 

65,62 27,08 3,89 1,03 0,92 0 

EDS 
Spot 1 

29,50 23,39 1,81 4,60 38,81 0 

EDS 
Spot 2 

57,45 27,43 10,22 1,09 1,81 0,33 

EDS 
Spot 3 

49,57 35,36 11,66 0,85 1,22 0 

 
The EDS analysis corresponding to sample C5 are 

taken from the areas shown in the backscattered 

electron image of C5 (Figure 13). Three area were 
selected as in the Table 6. The higher concentration of 

Co found in bright area in the selected area 1, so it 

means that Co-rich matrix is Co enriched and reaches 

the composition of 82.27 wt.%. Here, all three EDS 
analysis indicate the famous intermetallic Co-Cr-Mo 

matrix phase with bright colour. Also, EDS spot 2 

indicates a higher concentration of chromium 
compared to the other two which can be attributed to 

another secondary precipitation-like phase with dark 

colour. 

Table 6. Composition of elemental analysis for selected area 

1, EDS spot 1 and EDS spot 2. 

 Co Cr Mo Mn Si C 

Selected 
area 1 

82,27 14,99 1,94 0 0,80 0 

EDS 
Spot 1 

63,60 33,16 1,05 0,12 0,31 0 

EDS 
Spot 2 

79,62 15,68 3,65 0 0,87 0 

 

Figure 13. SEM micrograph corresponding to C5 and three 

regions were selected for analysing, EDS spot 1, EDS spot 2 

and selected area 1. 

3.3.2 Solution treated and aged samples 

The typical microstructure of as cast-condition with a 

cobalt matrix (FCC) containing primary lamellar and 
blocky carbides. In general the as-cast microstructure 

is a Co-fcc dendritic matrix with the presence of a 

secondary phase, such as the M23C6 carbides 
precipitated at grain boundaries and at interdendritic 

zones. These precipitates are the main strengthening 

mechanism in this type of alloys [7]. Figure 14 

represented that sample C2 has obvious M23C6 carbide 
and some possible M6C carbide. The carbides in the 

shape of small dot like areas seen in C4 and C6 samples 

can be attributed to M6C carbide presence.  

 

 

 
Figure 14. SEM micrograph of (a-b) C2, (c-d) C4 and (e-f) 

C6 samples.  

C6 which is solution treated at 1225℃ and aged, 
reveals lamellar type of carbides along are along within 
grain boundaries. 



Öztürk et al. / Cumhuriyet Sci. J., 42(4) (2021) 965-976 

973 

 

The EDS analysis taken from the areas shown in Figure 

15 are belong to sample C2. Four different areas were 

selected as in the Table 7. Comments can easily be 
made that selected area 1 represents the matrix phase 

having the values of Co (82.80%) Cr (14.80%) and Mo 

(2.16%) which is in accordance with ASTM F-75 
standard. Same result can be said for the selected area 

2. Small black dots are detected in EDS spot 1 and EDS 

spot 2, which are mostly M23C6 type carbide. As the 
solution treatment progresses, the M23C6 carbide 

suffers a spheroidization and could transform 

according to the M23C6→M6C reaction [8]. 

Therefore, it should be noticed that some amount of 
these carbides could be transformed to M6C type 

carbides. 

  

Figure 15. SEM micrograph corresponding to C2 and three 

regions were selected for analysis. (selected area 1, selected 

area 2, EDS spot 1, EDS spot 2) 

Table 7. Composition of elemental analysis for selected area 

1, selected area 2, EDS spot 1 and EDS spot 2. 

 Co Cr Mo Mn Si C 

Selected 
area 1 

82,80 14,80 2,16 0 0,84 0 

EDS 

Spot 1 
72,27 20,03 6,54 0 1,15 0 

EDS 
Spot 2 

71,19 21,32 6,26 0 1,10 0,07 

EDS 
Spot 3 

65,40 31,71 1,27 0 0,34 0 

 

The EDS analysis taken from the areas shown in Figure 
16 are belong to sample C4. Three areas were selected 

as in the Table 8. M6C carbide phase detected in EDS 

spot 1. EDS spot 2 shows M23C6 carbide phase. It 
embraces EDS spot 1 which is M6C carbide phase. 

Comments can easily be made that selected area 1 is 

the α phase so it evinces to higher value of Co (62.34%) 

Cr (28.74%) and Mo (4.85%) which is base matrix of 
ASTM F-75. 

 
Figure 16.  SEM micrograph corresponding to C4 and three 

regions were selected for analysis. (selected area 1, EDS 

spot 1, EDS spot 2) 

Table 8. Composition of elemental analysis for selected area 

1, EDS spot 1 and EDS spot 2. 

 Co Cr Mo Mn Si C 

Selected 
area 1 

62,34 28,74 4,85 0,96 0,94 0 

EDS 
Spot 1 

27,07 31,46 21,59 14,51 2,77 1,29 

EDS 
Spot 2 

49,79 34,63 11,40 1,07 1,21 0,21 

 

The EDS analysis taken from the areas shown in Figure 

17 are belong to sample C6. Four different areas were 
selected as in the Table 9. Different from C2 and C4 

samples, there is one Cr-rich area (selected area 1) 

consists of higher amounts of Cr and C. The result 

confirms the presence of the M23C6 carbide phase. 

 

Figure 17. SEM micrograph corresponding to C6 and three 

regions were selected for analysis. (selected area 1, selected 

area 2, EDS spot 1, EDS spot 2) 
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Table 9. Composition of elemental analysis for selected area 

1, EDS spot 1 and EDS spot 2. 

 Co Cr Mo Mn Si C 

Selected 
area 1 

18,21 67,87 7,64 0 0,74 5,44 

Selected 
area 2 

81,04 16,04 2,09 0 0,77 0 

EDS 
Spot 1 

80,65 16,42 2,14 0 0,78 0 

EDS 

Spot 2 
82,27 14,84 2,11 0 0,78 0 

 

 

3.4 Mechanical test results 

Table 10 shows mechanical test results of the samples. 

As can be seen from the table, solution treatment + 
aging conditions (C2, C4, C6) possess higher yield 

strength values than only solution treated samples (C1, 

C3, C5) and also higher than the as-cast condition. The 
solutionizing temperature of 1175℃ gives the highest 

yield strength values both solutionized and 

solutionized + aged conditions; 649 MPa and 683 MPa, 
respectively. When heat treatment temperature is 

increased to 1225℃, yield strength was decreased for 

C5 and C6. From result of these observation; the 

highest value of yield strength was obtained by aged 

samples, specially C4 at 1175℃ (683 MPa).

Table 10. Mechanical properties of the samples. 

Sample 
Codes 

Heat 
Treatment 

YTS(Mpa) UTS (MPa) 
Elongation  

(%) 
HV1 

ASTM F-75 

* 
- 450 665 8 - 

C1 
Solutionizing 

(1125°C) 
521±23 742±37 9.3±0.5 355 

C2 
Solutionizing 

(1125°C) +Aging 
613±21 763±62 8.4±0.1 365 

C3 
Solutionizing 

(1175°C) 
649±56 826±56 9.05±0.65 350 

C4 
Solutionizing 

(1175°C) +Aging 
683±23 829±58 9.75±0.25 364 

C5 
Solutionizing 

(1225°C) 
521±19 716±8 8.6±0.2 351 

C6 
Solutionizing 

(1225°C) +Aging 
635±65 738±20 8.5±0.5 362 

C7 As-Cast 550±11 719±3 8.7±0.3 300 

Table 10 also shows the effect of solutionizing 

temperature (1125℃, 1175°C, 1225°C) on tensile 

strength of for all heat treated conditions. As can be 

seen from the table 10, solution treatment + aging 
conditions (C2, C4, C6) possess higher yield strength 

values than only solution treated samples (C1, C3, C5) 

and also higher than as-cast condition. It is worth 
noting that, In the experiment carried out at 1175 

degrees, a second phase was formed in the structure of 

the sample, which is soluble at high temperatures and 
has limited solubility at low temperatures. The 

precipitates of the microstructures interact with 

dislocations and tend to hinder their movement The 

presence of secondary phase grains increased the 
strength. We could observe fine precipitates in Fig. 7, 

in which grain size was a small size appears. As the 

temperature of the solution treatment was increased, 
the carbides reduced. The solutionizing temperature of 

1175℃ gives the highest yield strength values both 

solutionized and solutionized + aged conditions; 826 
MPa and 829 MPa, respectively. Owing to lamellar 

carbides that exist in the microstructure have led to the 

strength of the material increased significantly in C2 

and C4 samples. As the heat treatment temperature was 

increased to 1225℃, tensile strength was decreased 

significantly for C5 and C6. As a result; the highest 

value of tensile strength was obtained by aged samples, 

specially C4 at 1175℃ (829 MPa). 

When the elongation values are considered, the as–cast 

sample has the elongation value of 8.7 %. The sample 
which solution treated at 1125℃ temperature results 

similar value as as-cast sample. 1175℃ solutionized 

sample represents a lower elongation value of 9.05%. 
There has been decrease for 1225℃ solutionized 

sample which is the lowest elongation value for 

solution treated conditions. For aged samples (C2, C4, 

C6), C2 and C6 shows lower elongation values than all 
other conditions (8.4 and 8.5 % respectively). 

However, the C4 condition (both solutionized and aged 

at 1175℃) gives the best result of 9.75% elongation 

value which is remarkable among all samples.  

The hardness values of the samples are given in the 

Figure 18. There is obvious increment value of 
hardness results ever then as-cast sample. Only heat 

treated samples showed the results of C1 (355 HV1), 



Öztürk et al. / Cumhuriyet Sci. J., 42(4) (2021) 965-976 

975 

 

C3 (350 HV1), C5 (351 HV1) values. It was clear from 

the results that aging temperature has an impact on 

hardness of the samples. The hardness values of aged 

samples is higher compared to that of solution-treated 

samples, aged samples gave higher hardness values 

than solutionized samples. Also, as the solutionizing 

temperature increases the hardness values stay 
constant with having C2 (365 HV1), C4 (364 HV1) and 

C6 (362 HV1) hardness, respectively.  

 

Figure 18. The hardness values of the samples 

4. Conclusion 

This paper presents the results of processing-

microstructure and mechanical properties for ASTM 

F-75 alloy after applying both solution treatment and 
aging processes. The results obtained in this study can 

act as guidelines for tuning the microstructure of Co-

Cr-based hip implants materials in order to increase 
their mechanical properties. The different phases 

present were identified using XRD and SEM EDX 

analysis. In all conditions, the microstructures agreed 

with the literature. As a result; 
 

 The undissolved carbides of Cr, Mo, and Co have 

major effects on the microstructural and 

mechanical properties of the solution treated and 
aged samples. M23C6 type carbides and 

intermetallic phase were detected at grain 

boundaries and interdendritic zones. M23C6 

carbides tend to spheroidize and also carbide size 
reduces. With increased heat treatment 

temperature, carbides are homogeneously 

distributed and begin to be smaller.  

 The tensile tests showed that all heat treatments 
improved mechanical properties as both strength 

and ductility increased. For the as-solutionized 

samples, the best strength and ductility values have 
been obtained by solutionizing at 1175°C. 

Elongation values of solution treated and solution 

treated+aging samples exists in the range of 8.5 to 

9.7 %.  

 As the temperature increases to 1225°C, tensile 

strength and also yield strength decreased. Similar 

to this treatment, solutionizing at 1175°C and 

subsequent aging increased both yield, tensile 
strength and elongation. This treatment gives the 

highest mechanical properties as considerably high 

values have been obtained (e.g yield strength of 
683 MPa, tensile strength of 829 MPa and an 

elongation of 9.75 %).  

 Hardness values also increased with the 

subsequent aging process as hardness values are 
similar for three different solutionizing 

temperatures.  

 It was demonstrated that samples from C4 alloy 

showed precipitates, much smaller size and with a 

more homogeneous distribution in the 
interdendritic space of the as-cast structure with 

respect to the other six alloys studied. Grain size is 

also effective in increasing the mechanical 
strength. This effect could be the result of the 

applied optimum heat treatment temperature 

(1175℃) and aging conditions when compared to 

other samples.  
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The submission has not been previously published, nor is it before another journal for consideration (or an 

explanation has been provided in Comments to the Editor). 

The submission file is in Microsoft Word document file (Times New Roman) format. 
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If submitting to a peer-reviewed section of the journal, the instructions in Ensuring a Double-Blind Review have 

been followed. 


	001-CSJ-DışKapak-42-4
	002-42(4)-IC KAPAK
	003-ICINDEKILER-42-4
	004-42-4-Makaleler
	01-887810+
	02-933083+
	03-933232+
	04-963107+
	05-989570+
	06-999199+
	07-1014986+
	08-968893+
	09-953419+
	10-961752+
	11-872127+
	12-861874+
	13-861860+
	14-957198+
	15-942629
	16-910296
	17-917331+
	18-848727+
	19-962785+
	20-974406+
	21-950581+
	22-974701+
	23-1009362+
	24-903575+
	25-811755+

	005-42(4)-KAPAKCIKIS

