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The effect of penicillin-induced epileptiform activity on proinflammatory 

cytokines levels in the rat brain  

Ahmet Kemal FİLİZ 1  , Sebahattin KARABULUT 2 , *    

1Sivas Cumhuriyet University, School of Medicine, Department of Physiology, Sivas/ TURKEY  

2Sivas Cumhuriyet University, Vocational School of Health Services, Department of Medical Services and Techniques, Sivas/ TURKEY 

        

Abstract  

Emerging evidence indicates a pathogenic role of protracted neuroinflammation in the various 

neurodegenerative diseases, including epilepsy. Neuroinflammation may contribute to 

neuronal hyperexcitability underlying seizure formation. The current research aims to examine 

the changes in the levels of proinflammatory cytokines such as interleukin-1β (IL-1β) and 

tumor necrosis factor-α (TNF-α) in the penicillin epilepsy model. In the present study, 12 male 

Wistar albino rats were randomly divided into two groups as sham and penicillin epilepsy 

model. Seizures were induced with the intracortical (i.c.) single microinjection 500 IU of 

penicillin-G into neocortex. Rats were decapitated after observing the cortical epileptic activity 

and brains were removed by craniotomy. Proinflammatory cytokines (TNF-α and IL-1β) were 

measured by using ELISA methods in the cortical and hippocampal brain regions. Penicillin 

significantly up-regulated the expression of IL‑1β and TNF-α in the rat cortex, but did not 

affect the hippocampal cytokines levels. This study is indicative of the neuroinflammatory 

potential of cortical penicillin administration.  
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1. Introduction 

Epilepsy is a neurological disease that is characterized 

by recurrent unprovoked seizures and the associated 

comorbidities, including cognitive, psychiatric, and 

social consequences [1]. Patients with epilepsy are 

generally suffer from behavior such as loss of 

awareness, jerking, and déjà vu caused by the suddenly 

synchronous and excessive discharges in the brain. 

Unfortunately, 30% of all cases of epilepsy patients are 

unresponsive to pharmacotherapy, most of them are 

not convenient for surgery and have to continue to 

suffer from recurring seizures and debilitating side 

effects of antiepileptic drugs [2]. Furthermore, the 

available antiepileptic drugs have been developed for 

antiictogenesis (prevention of seizures) and not for 

antiepileptogenesis (prevention of epilepsy or disease-

modifying). Hence, this calls for more research to 

investigate new and effective therapies for the 

treatment of epilepsy, by primarily understanding the 

basis for the initiation and progression of seizures. This 

need including therapies that target epileptogenesis as 

well as ictogenesis. 

Epileptogenesis, by which a normal brain becomes 

epileptic, is a dynamic process that increasingly alters 

neuronal excitability. The evidence to date suggests 

that seizures can be derived from cortical or limbic 

lesions, including focal cortical dysplasia and 

hippocampal sclerosis. Moreover, the hippocampal 

formation is more vulnerable to epileptic activity in 

comparison to the cerebral cortex [3]. Hippocampal 

sclerosis caused by status epilepticus is characterized 

by pathological structural and functional changes that 

can affect epileptogenesis such as neuronal damage, 

gliosis and mossy fiber sprouting. There is strong 

evidence that inflammatory processes within the brain 

might constitute an essential mechanism in the 

etiopathogenesis of epileptogenesis [4]. Also, it is 

well-accepted that brain inflammation takes part to be 

an integral part of the diseased hyperexcitable brain 

tissue from which spontaneous seizures arise. Several 

lines of evidence from animal and human studies 

suggest that epileptic seizures can induce the 

production of proinflammatory cytokines such as 

interleukin-1β (IL-1β) and tumor necrosis factor-α 

(TNF-α) in the brain, which in turn may affect the 

epileptogenesis and the course of epilepsies [4-5]. 

Therefore, the increase in knowledge about the role of 

the inflammatory aspects of seizure may encourage the 

use of anti-inflammatory agents for developing 

disease-modifying therapy. 

http://dx.doi.org/10.17776/csj.775122
https://orcid.org/0000-0001-9260-5549
https://orcid.org/0000-0002-3261-4125
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Animal models have played a crucial role in epilepsy 

research, including a better understanding of the 

disease and the discovery of new antiepileptic drugs. 

These experimental models of epilepsy have been 

instrumental in the understanding of the association of 

inflammation with epileptogenesis, and to resolve the 

role of inflammation and associated pathways in the 

formation of a seizure in the brain as well. Findings 

from the studies performed in rodent epilepsy models 

suggested the role of inflammation as either the cause 

or the consequence of epilepsy contributing to its 

etiopathogenesis [6]. The penicillin-epilepsy model 

has been commonly used in experimental animal 

studies to research the neuronal basis of epilepsy. 

Seizures are induced in a generalized fashion by the 

intracortical, intracerebroventricular, or intraperitoneal 

administration of penicillin, a GABA receptor 

antagonist, on the experimental animals [7-9]. There is 

no study in the literature on the roles of 

proinflammatory cytokines in the penicillin rat model 

of epilepsy. For that reason, this study was planned to 

assess whether penicillin-induced seizures affect the 

proinflammatory cytokines such as IL-1β and TNF-α 

in the cortex and hippocampus.  

2. Materials and Methods 

2.1. Animals  

This study was performed using twelve adult male 

Wistar rats (230-250 g in weight) were obtained from 

the Cumhuriyet University Animal Laboratory. All 

animal care and experimental procedures were 

performed in accordance with the guidelines of the 

Local Ethics Committee for the welfare of 

experimental animals and were approved (approval 

code 65202830-050.04.04-422). Animals were 

maintained in an air-conditioned room with controlled 

temperature (22 ± 2 °C) under a 12-h light/dark cycle 

with lights on at 07:00 am. 

2.2. Drugs 

Penicillin G (İ.E. Ulagay, Turkey) was dissolved in 

physiological saline. All other general agents were 

used in the studies were of analytical grade.  

2.3. Experimental protocol 

Adult male Wistar rats (weighing 230-250 g) were 

used in the experiments. The rats were fully 

anesthetized with Ketamine at a dose of 90 mg/kg 

administered intraperitoneally (i.p.). After the onset of 

anesthesia, rats were placed in a stereotaxic frame and 

the heads of rats were shaved. The head skin was 

incised by using a surgical blade at midline rostra-

caudal level of the scalp and the periosteum was 

removed by scraping. With reference to bregma point 

with the stereotaxic tool, a total of 3 holes having 2 mm 

diameters each were opened using a micro drill.  

 

 

 

         
Figure 1. Representative illustration of ECoG recordings for Sham (A) and Penicillin groups (B). 
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500 IU penicillin-G was injected into the neocortex (by 

a Hamilton microsyringe with an infusion rate of 0.5 

μL/min), with the guidance of Paxinos and Watson 

stereotaxic atlas, which is located at coordinates of 1.1 

mm anteroposterior, 1.5 mm lateral to bregma, and 3.2 

mm vertical from the dura [10]. Saline was given i.c. 

to the sham group instead of penicillin-G. The 

recording electrodes were located on the cortex to 

record cortical electrical activity during 

electrocorticography (ECoG). The first electrode was 

placed in a position 3 mm lateral to sagittal suture and 

4 mm anterior to bregma, while the second one was 

mounted in a position 3 mm lateral to sagittal suture 

and 4 mm posterior to bregma. A third electrode was 

used as a reference and implanted in the skin [7]. The 

ECoG activity was monitored online using a PowerLab 

4/25 (AD Instruments, Australia) data acquisition 

system (Figure 1). After observing the epileptic 

activity of penicillin injection, all rats were decapitated 

and their brains were removed surgically for 

biochemical assessment. 

2.4. Biochemical analysis 

The rat's brains were excised after killed, and the cortex 

and hippocampus were dissected. Then these tissue 

samples were homogenized in ice-cold Phosphate-

Buffered Saline (PBS) solution (pH 7.4) using a 

mechanical homogenizer (Analytic Jena speed mill 

plus, Jena, Germany). The homogenates were 

centrifuged at 12,000 × g for 10 min at 4ºC. Then, the 

supernatants were collected for determination of total 

protein levels in samples by a Bradford protein assay 

kit. (Merck, Germany) [11]. The levels of cortical and 

hippocampal TNF-α and IL-1β were determined by 

using rat ELISA commercial kits (Shanghai Sunred 

Biological Technology, Shanghai, China). In brief, the 

standard solution and tissue samples were incubated 

for 60 min at 37°C after they were added to the plate. 

Following the washing phase, after addition of staining 

solutions, the tissue samples were incubated for 15 min 

at 37°C. Then, following the application of stop 

solution, the wells were read at 450 nm without delay. 

2.5. Statistical analysis 

The data are expressed as mean ± standard error of 

mean (SEM). The differences between the mean values 

for each group of the levels of TNF-α and IL-1β were 

analyzed using the independent samples t-test. A p-

value of less than 5% was accepted as statistically 

significant. 

 

 

3.   Results and Discussion 

Increasing evidence from patient studies and 

experimental models implicate the presence of 

neuroinflammation in epilepsy [12]. Proinflammatory 

cytokines, such as IL‑1β and TNF-α, contribute to 

hyperexcitability and can cause spontaneous seizures 

[13,14]. These results of which signify the great value 

of cytokines in the development of new therapeutic 

strategies against epilepsy. It has been proposed that 

drugs that block specific inflammatory processes may 

have therapeutic potential for epilepsy is associated 

with proinflammatory signals in the brain. Therefore, 

in the current study, the levels of IL‑1β and TNF-α 

were investigated in the hippocampus and cortex after 

penicillin-treatment. We found that the levels of IL‑1β 

and TNF-α increased in the cortex after i.c. penicillin 

administration, but did not change in the hippocampus. 

IL-1β belongs to the IL-1 family of proinflammatory 

cytokines and acts as an amplifier of immune reactions 

[15]. It is secreted by activated microglia and 

astrocytes within nearly two hours of central nervous 

system insult, such as status epilepticus [16]. In the 

present study, the level of IL-1β in the cortex was 

significantly up-regulated by penicillin administration 

(Figure 2A, p<0.001). The regulation of the level of IL-

1β in several epileptic animal models is well-known, 

but there are few studies on the involvement of this 

cytokine in penicillin model epilepsy. In an early 

pharmacological study, it has been reported that 

penicillin-induced electrocorticographic and motor 

seizures are weakened by using nonsteroidal 

antiinflammatory drugs in rats [17]. Zhu et al. reported 

that penicillin leads to the release of inflammatory 

factors (IL‑1β and TNF-α) and activates the MAPK 

signaling pathway, ultimately cause epilepsy in 

primary astrocyte cell culture [18]. This is coherent 

with the results of the present study where we 

demonstrate that penicillin cause an increase in the 

level of cortical IL-1β. However, unlike the cortical IL-

1β, no significant difference between the groups was 

found in hippocampal IL-1β levels (Figure 2B, 

p>0.05). In penicillin model epilepsy, the seizures start 

from the cortex and then spread to limbic structures 

such as the hippocampus. In addition, as in our study, 

there may not be enough time to obtain an 

inflammatory response in an acute seizure model. 

Supporting this possibility, in a recent study, Taskıran 

et al. compared inflammatory markers in the brain in 

PTZ-induced acute seizure and chronic epilepsy model 

and reported more significant results in the chronic 

PTZ model compared to acute seizure model [19]. 
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Figure 2. Effects of intracortical penicillin administration 

on the level of IL-1β in the cortex (A) and hippocampus (B) 

in rat. Data expressed as mean ± SEM. n=6. ***p<0.001 

compared with Sham group. 

 

Similar to IL-1β, pro-inflammatory cytokine TNF-α is 

also released from activated glial cells [20]. Although 

TNF-α is rapidly induced after seizures in rodent 

epilepsy models, its role in epilepsy remains 

controversial. TNF-α plays a bidirectional role in 

epilepsy. Balosso et al. showed that transgenic mice 

with astrocytic overexpression of TNF-α display 

reduced susceptibility to seizures [21]. Conversely, 

Shandra et al. reported that i.p. injection of TNF-α 

elongated the duration of epileptic discharges in 

amygdala-kindled animals [22]. These apparent 

contradictions can be reconciled by considering either 

the activation of its different receptors in the brain or 

the differences in TNF-α concentrations. According to 

this, lower concentrations of TNF-α were 

proconvulsive, whereas higher concentrations of TNF-

α have an anticonvulsive effect. In our study, we found 

that penicillin caused a significant increase in the level 

of proinflammatory cytokine TNF-α in the rat cortex 

(Figure 3A, p<0.01). 

 

Figure 3. Effects of intracortical penicillin administration on 

the level of TNF-α in the cortex (A) and hippocampus (B) in 

rat. Data expressed as mean ± SEM. n=6. **p<0.01 compared 

with Sham group. 

This finding implies that TNF-α contributes to 

penicillin-induced epileptic seizures. In animal 

models, seizures can increase the concentration of 

TNF-α in the brain while its mechanism remains 

obscure. Moreover, due to the lack of clinical studies, 

the role of TNF-α in epilepsy has not yet been 

elucidated in humans [3]. However, detected no 

differences across the two groups after penicillin 

administration in hippocampal TNF-α levels (Figure 

3B, p>0.05). As noted above, this result can be 

attributed to the area of the brain where penicillin was 

injected and/or the use of an acute seizure model. 

In conclusion, we firstly demonstrated that i.c. 

penicillin administration upregulated proinflammatory 

cytokines such as IL-1β and TNF-α in the rat cortex. 

To the best of our knowledge, the presence of 

proinflammatory cytokines in the penicillin model of 

epilepsy remains to be elucidated. Clarifying changes 

in the specific brain region of other proinflammatory 
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cytokines involved in epilepsy will be important for 

future targeted treatments for this disease. 
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Abstract  

Tularemia is a zoonotic disease that can infect animals and people. It is known that tularemia 

outbreaks in Turkey is water-borne and causative agent F. tularensis subsp. holarctica. Eight 

F. tularensis were isolated from the water samples in tularemia outbreaks observed in Sivas 

during 2011-2013. In this study; tul4, fopA, RD1 and 16S rRNA gene regions of eight F. 

tularensis isolates were amplified by PCR method and investigated by sequencing method. 

Sequence analysis of the gene regions were compared with each other and the samples found 

in GenBank. All samples were found to be similar in terms of the partial sequence of the tul4 

and fopA gene region. In terms of 16S rRNA gene region, Belkent2012 and Belkent2013 

isolates and Çiçekoğlu and Döllük isolates were detected similar among themselves. Bahçeiçi 

and Karaören isolates were found similar at RD1 gene regions. In the sequence comparison of 

GenBank in terms of examined gene regions, 94-100% similarity was determined with F. 

tularensis subsp. holarctica LVS and F. tularensis subsp. holarctica PHIT-FT049. As a result 

of our study; the tul4 and fopA gene regions of eight F. tularensis subsp. holarctica isolates 

were found to have identical and different base sequence origins in 16S rRNA and RD1 gene 

regions in tularemia outbreaks in Sivas. In order to reveal the phylogeography of F. tularensis’ 

in Turkey, it is necessary to produce new isolates from epidemic regions and to investigate 

them with advanced molecular techniques. 
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1. Introduction 

Francisella tularensis, a gram-negative intracellular 

bacterium, causes tularemia in humans and animals. F. 

tularensis is transmitted to humans mainly by 

arthropod bites, direct contact with infected animals, 

infected animal tissues, contaminated water, food and 

inhalation of infected aerosols [1, 2]. F. tularensis is 

composed of 4 recognized subspecies: subsp. 

tularensis (type A), subsp. holarctica (type B), subsp. 

novicida, and subsp. mediasiatica. Only F. tularensis 

subsp. tularensis and subsp holarctica are considered 

clinically significant in humans [3]. 

F. tularensis subsp. tularensis (Type A) is one of the 

most infectious pathogens known and isolated from 

North America. It is transmitted to humans and animals 

by arthropods such as ticks, deer flies, or infected 

aerosols. F. tularensis subsp. holarctica (Type B) is 

found throughout the Northern Hemisphere, but has 

recently been detected in Australia [4, 5]. Type B 

tularemia cases caused by F. tularensis subsp. 

holarctica are associated with aquatic environments 

such as rivers, lakes, streams, and muskrat and beavers 

living in these environments. It has also been isolated 

from rabbits and other animals [1, 2]. F. tularensis 

subsp. mediasiatica have been reported only in a few 

Central Asian countries, and its virulence is similar to 

subsp. holarctica. The subspecies novicida causes 

infections in immunocompromised individuals [6]. 

Tularemia was first reported in Turkey in 1936 and 

then was sporadically reported for several decades [7]. 

Between 1988 and 2018, 28 tularemia outbreaks linked 

to consumption of contaminated water has been 

reported in Turkey [6]. Ulceroglandular, glandular, 

oculoglandular, oropharyngeal, typhoidal and 

pneumonic types may be observed based on the 

entrance route to the body and location of the bacteria. 

Although the clinical presentation may vary, 

oropharyngeal tularemia is the most commonly seen 

clinical form in Turkey [8]. 

The first tularemia outbreak in Sivas, a central 

Anatolian city, was observed in 2009. F. tularensis was 

produced by culture method in water samples taken 

from the epidemic regions, and as a result of molecular 

studies, the agent was identified as F. tularensis subsp 

holarctica [9, 10].  At the same time, in 2011 and 2012 

http://dx.doi.org/10.17776/csj.842900
https://orcid.org/0000-0002-3536-9735
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years at Sivas province, F. tularensis was produced by 

culture method in water samples and it was confirmed 

that the agent was F. tularensis subsp. holarctica by 

PCR method [11]. 

In this study, it was aimed to investigate the 

phylogenetic relationship (regarding to tul4, fopA, 

RD1 and 16S rRNA gene regions) between F. 

tularensis subsp. holarctica strains isolated from 

Sivas, in Turkey and also other countries. 

2. Materials and Methods 

2.1. Bacterial strains and DNA isolation 

In this study, a total of eight F. tularensis isolates were 

used. The isolates were obtained by culture method 

from water samples of regions where tularemia cases 

were observed in Sivas (Central Anatolia, Turkey) 

during 2011-2013. The isolates were confirmed to be 

F. tularensis subsp. holarctica by PCR using Tul4 and 

RD1 specific primers [11] (Table 1). The isolates 

stored in glycerol broth (16%) at -20 °C were revived 

in Glucose Cysteine Blood Agar (GCBA) medium 

under a 5% CO2 environment. DNA isolation was 

performed from the isolates produced in the medium 

using the GeneJet Genomic DNA Purification Kit 

(Thermo Scientific, Waltham, Massachusetts, USA) 

according to the manufacturer's instructions. 

 

 

Table 1. The names of the isolates used in the study and the regions where they were isolated 

No Isolate Name Region of Isolation 

1 Çiçekoğlu Sivas-Gemerek-Çiçekoğlu village 

2 Bahçeiçi Sivas-Gürün-Bahçeiçi village 

3 Karaören Sivas-Gürün-Karaören village 

4 Hüyük Sivas-Şarkışla-Hüyük village 

5 Maksutlu Sivas-Şarkışla-Maksutlu village 

6 Döllük Sivas-Şarkışla-Döllük village 

7 Belkent2012 Sivas-Şarkışla- Belkent fountain (2012) 

8 Belkent2013 Sivas- Şarkışla- Belkent fountain(2013) 

 

2.2. Target gene regions and PCR 

The tul4, fopA, 16S rRNA and RD1 target gene region 

of the isolates used in the study were amplified by PCR 

method (Table 2). After confirmation of the isolates as 

F. tularensis by PCR with tul4 primers, another 

conventional PCR assay targeting the region of 

differentiation 1 (RD1) was performed in order to 

determine subspecies identification [12, 13]. F. 

tularensis subsp. holarctica LVS strain (NCTC 10857) 

was used as a positive control in the PCR study. Each 

PCR reaction was performed in a 50 µl volume; 1X 

PCR buffer, 1,25 U Taq DNA polymerase (GeneAll, 

Korea), 0,2 mM dNTP (GeneDireX, Inc., Miaoli 

County, Taiwan), 0,2 µM primer ve 5 µl DNA sample. 

GeneAmp® PCR System 9700 (Perkin-Elmer Applied 

Biosystems, Norwalk, Conn.) thermal cycler was used 

in the study. The PCR products were electrophoresed 

and the results were visualized with the aid of gel 

imaging system. 

Table 2. Details of the PCR Amplification Reactions 

Target of 

PCR 

Primers Sequence (5´- 3´) PCR Program Fragment 

Size (bp) 

tul4 
TUL4-435 

TUL4-863 

GCTGTATCATCATTTAATAAACTGCTG 

TTGGGAAGCTTGTATCATGGCACT 

1 cycle: 94°C 4 min; 40 cycles: 

94°C 40 s, 64°C 30s, 72°C 45 s; 1 

cycle: 72°C 5 min 

410 

fopA 
FNA7L 

FNB1L 

CTTGAGTCTTATGTTTCGGCATGTGAATAG 

CCAACTAATTGGTTGTACTGTACAGCGAAG 

1 cycle: 94°C 4 min; 40 cycles: 

94°C 40 s, 64°C 30s, 72°C 45 s; 1 

cycle: 72°C 5 min 

401 

RD1 
F 

R 

TTTATATAGGTAAATGTTTTACCTGTACCA 

GCCGAGTTTGATGCTGAAAA 

1 cycle: 95°C 3 min; 30 cycles: 

95°C 30 s, 58°C 1 min, 72°C 1 

min; 1 cycle: 72°C 5 min 

900/1100a 

1500b ve 

1400c 

16S rRNA 
F11 

F5 

TACCAGTTGGAAACGACTGT 

CCTTTTTGAGTTTCGCTCC 

1 cycle: 94°C 3 min; 40 cycles: 

94°C 30 s, 55°C 1 min, 72°C 35 s; 

1 cycle: 72°C 5 min 

1100 

Note. asubspecies holarctica.  bsubspecies tularensis. csubspecies mediasiatica 
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2.3. Sequencing of PCR products and phylogenetic 

analysis 

Sequence analysis of the amplification products of the 

four gene regions (tul4, fopA, 16S rRNA and RD1) of 

F. tularensis isolates was performed by a commercial 

company (MG Bioinformatic, Turkey). The amplified 

product was purified using the QIAquick Extraction 

Kit (Qiagen GmbH). Purified DNA was sequenced 

using the BigDye Terminator V3.1 CycleSequencing 

Kit (Applied Biosystems, Foster City, CA). Automated 

fluorescence sequencing was performed with an 

Applied Biosystems™ 3730xl DNA Analyzer device. 

Nucleotide sequences were evaluated using the 

program BLAST (National Center for Biotechnology 

Information, www.blast.ncbi.nlm.nih.gov/Blast). The 

gene sequences of the izolates were compaired using 

Molecular Evalutionary Genetic Analysis (MEGA) 

software version 10.0.5. The phylogenetic tree was 

produced according to the neighbor-joining method 

after Kimura 2-parameter correction in the MEGA 

using bootstrap analyses with 1000 replicates [14]. The 

partial sequences of 16S rRNA  gene was deposited in 

the GenBank under the accession numbers 

MK249699-706. 

3.   Results and Discussion 

Tularemia is a highly infectious zoonotic disease 

caused by the bacterium F. tularensis that affects 

humans and other animals. The disease was first 

defined by George McCoy and Chapin in Tulare 

County, California in 1911 [6]. In Turkey, tularemia 

has been known since the 1930's. The 

first published tularemia epidemic in Turkey had been 

reported in 1936 from Thrace region (Lüleburgaz 

town), and the second was in 1945 again in the same 

location. In recent years, tularemia outbreaks were 

reported from various regions of Turkey [8, 15]. It is 

known that tularemia outbreaks in Turkey are caused 

by contaminated water and food, and are mostly seen 

in oropharyngeal form and the factor is F. tularensis 

subsp. holarctica [6, 8].  

In this study, F. tularensis strains isolated from water 

samples taken from tularemia outbreak regions in 

Sivas province were used. The tul4 gene region 

encoding the 17 kDa outer membrane proteins of F. 

tularensis, the fopA gene region encoding the 43 kDa 

outer membrane protein, the 16S rRNA gene amplified 

for the identification of F. tularensis and the RD1 

target gene region was amplified by classical PCR 

method and sequence analysis was performed. The 

PCR test targeting the tul4 gene which is common 

in F. tularensis species was found positive in all 

isolates investigated in this study (Figure 1). For the 

determination of the subspecies of Francisella 

tularensis strains, the region of difference 1 (RD1) 

subspecies-specific PCR test was employed (Figure 1). 

All study isolates (n=8) yielded RD1 fragments of 900-

1000 bp that corresponds to the RD1 size of F. 

tularensis subsp. holarctica. All isolates were 

identified as F. tularensis subsp. holarctica in 

agreement with earlier study by Ataş [11]. In the PCR 

study of the fopA gene region of F. tularensis bacteria, 

a band of approximately 400 bp was observed in all 

isolates. Similarly, using the 16S rRNA specific 

primer, we detected that the amplification products of 

all isolates approximately 1100 bp (Figure 1). 

As a result of the sequencing analysis of the tul4 and 

fopA gene regions of the F. tularensis subsp. 

holarctica isolates, no difference was found and the 

tul4 and fopA gene regions of all samples were found 

to be identical. According to BLAST analysis, our 

samples were found to be 100% similar to the F. 

tularensis subsp. holarctica LVS (accession number 

CP009694) and F. tularensis subsp. holarctica PHIT-

FT049 (accession number CP007148) samples in 

terms of tul4 gene region. F. tularensis subsp. 

holarctica PHIT-FT049 (accession number 

CP007148) was isolated from water sample in Turkey 

and was identified biovar japonica [16]. In terms of 

fopA gene region, it was determined that it was 100% 

similar to F. tularensis subsp. holarctica LVS 

(accession number CP009694) and 99.45% with F. 

tularensis subsp. holarctica PHIT-FT049 (accession 

number CP007148). 

It is possible to distinguish F. tularensis subspecies 

from each other by PCR directed to the RD1 gene 

region. As a result of PCR directed to this gene region, 

F. tularensis subsp. tularensis in the 1500 bp region, 

subsp. holarctica in the 900/1100 bp region, subsp. 

mediasiatica gives bands in the region of 1400 bp [12]. 

In our study, as a result of the PCR made for the RD1 

gene region, a band was observed in the region slightly 

less than 1000 bp (Figure 1). With this study for 

determination of subspecies, it was determined that the 

samples belong to the subspecies holarctica. As a 

result of the sequence analysis of the RD1 gene region 

of the F.tularensis isolates, the sequenced 835 bp was 

compared and it was found that the Bahçeiçi and 

Karaören isolates were the same in terms of this gene 

region. Both of Bahçeiçi and Karaören samples have 

been isolated from tularemia outbreaks in Gürün 

district. In terms of RD1 gene region, the other six 

samples were found to be different from Bahçeiçi and 

Karaören isolates and from each other in terms of base 

distribution. 

http://www.blast.ncbi.nlm.nih.gov/Blast
http://www.bjbms.org/ojs/index.php/bjbms/article/download/894/265?inline=1#F1
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Figure 1. The amplification results of the isolates. F. tularensis subsp. holarctica LVS strain (NCTC 10857) was used as a 

positive control. A 100 bp-ladder (Promega) was used as a marker. A) tul4 (410 bp) B) fopA (401 bp) C) 16S rRNA (1100 

bp) D) RD1 (900-1000 bp). 

In comparison with GenBank, our samples were found 

to be 99.75% similar to F. tularensis subsp. holarctica 

PHIT-FT049 (accession number CP007148) and 94.64 

to 95.10% with F. tularensis subsp. holarctica LVS 

(accession number CP009694) in terms of RD1 gene 

region. 

According to the 16S rRNA gene region sequence 

analysis results, the base sequences of Belkent 2012 

and 2013 isolates, Çiçekoğlu and Döllük isolates were 

determined to be identical. Belkent2012 and 

Belkent2013 strains were isolated from water samples 

taken from Belkent fountain of Şarkışla district 2012 

and 2013 years, respectively. The other four isolates 

(Bahçeiçi, Karaören, Hüyük and Maksutlu) were found 

to have different base sequences in terms of 16S rRNA 

gene region. Our samples were found to be 97.74 - 

98.49% similar to F. tularensis subsp. holarctica LVS 

(accession number CP009694) and 97.56 - 98.31% to 

F. tularensis subsp. holarctica PHIT-FT049 (accession 

number CP007148) in terms of 16S rRNA gene region 

(Figure 2). In a study conducted in Spain, 42 F. 

ularensis subsp. holarctica isolates were found to be 

similar in terms of 16S rNA gene region. The sequence 

detected in this study shared 99% similarity to those of 

strains from another Spanish outbreak of tularemia 

[17]. As a result of three gene-based phylogenetic 

analysis (tul4, fopA and 16S rRNA gene regions) of 10 

F. ularensis subsp. holarctica strains isolated from 

China, the correlation not found between the genotype 

and the geographical area from which the bacteria were 

isolated [13]. 

 

Figure 2. Phylogenetic tree (Neighbor-joining, Kimura 2-parameters) based on 16S rRNA gene sequences comparing the 

F. tularensis subsp. holarctica strains of Sivas with other known GenBank records. Bootstrap percentage values from 1,000 

replicates are located at nodes of the tree. Sequence alignments and tree generation were conducted in MEGA10. 
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During the tularemia epidemic in Sivas province 

between 2009 and 2010, F. tularensis DNA in lymph 

node samples of two patients was found positive by 

PCR method and it was stated that the outbreaks were 

waterborne. In this epidemic, 75.9% of the disease was 

observed in the oropharyngeal form [9]. The first cases 

of tularemia were observed in Tokat, which is adjacent 

to Sivas province, in 2005 and the disease is reported 

to be waterborne [18]. Two cases of tick-borne 

tularemia have been reported from Yozgat, another 

neighboring city of Sivas [19]. However, the presence 

of F. tularensis could not be detected by PCR method 

in 2054 ticks collected from vegetation in Sivas 

province (unpublished data). In a study conducted in 

Kayseri province, which is approximately 200 km 

away from Sivas, 1477 tick samples and 6203 

mosquito samples were examined for the presence of 

F. tularensis. Francisella-like endosymbionts (FLEs) 

and F. tularensis were not detected in any genomic 

DNA pools constructed from ixodid ticks and 

mosquitos [20]. The first F. tularensis isolation from 

Sivas region with culture method was carried out in 

2009. Şimşek et al. isolated F. tularensis from water 

samples taken from Sivas, Çorum and Samsun regions 

by culture method, and it was found that these samples 

were 100% similar to F. tularensis subsp. holarctica 

LVS in the 16S rRNA sequence analysis [10]. F. 

tularensis subsp. holarctica strains isolated from water 

samples in the outbreaks observed in Sivas and Çorum 

were found similar with the Whole Genome 

Sequencing method [21]. In a study conducted in our 

country, Gürcan et al.  isolated two F. tularensis subsp. 

holarctica strain from lymph node aspirates of patients 

in Yazıkara and Nuhören villages in Gerede, Bolu. 

This strains were found similar to strains isolated from 

Bulgaria as a result of MLVA analysis [22]. 

F. tularensis subsp. holarctica has three biovars, 

biovar I, biovar II and biovar japonica. Biovars are 

divided according to erythromycin resistance, glucose 

and glycerol fermentation properties [23]. In Turkey, 

250 F. tularensis subsp. holarctica strains were 

investigated and 249 strains were typed as biovar II and 

one strain as biovar japonica [16]. Çelebi et al. 

examined 776 samples isolated from various sources 

and in their study they typed 764 samples as F. 

tularensis subsp. holarctica and 12 samples as F. 

tularensis subsp. holarctica biovar japonica [24]. Kılıç 

et al. studied 40 samples with the "single nucleotide 

polymorphisms (SNP)" method and found that the 

samples were F. tularensis subsp. holarctica. In this 

study, the canSNP method was used and F. tularensis 

subsp. holarctica isolates are divided into 3 main 

groups and also subgroups [7]. As a result of our study, 

it was determined that F. tularensis isolates obtained 

from water samples in Sivas region belong to 

holarctica subspecies, were similar in terms of tul4 and 

fopA gene regions, and showed polymorphism in 

terms of 16S rRNA and RD1 gene regions. A limitation 

of this study is that relatively few strains were used. In 

the future, it is planned to isolate new strains from 

possible epidemic areas in our region and to conduct 

more comprehensive studies. 
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Abstract  

Two phase reactions are the analogy of biomembranes, which are polarized by Galvani 

potential difference at interface between two immiscible electrolyte solutions. Energy 

conversion reactions such as oxygen reduction reaction or hydrogen evolution reaction have 

been great drawn attention at soft interfaces due to the similarity of natural biochemical 

reactions. In this study, copper-based ternary metal selenide (copper tungsten selenide, 

Cu2WSe4) was first reported in the literature for hydrogen evolution reaction catalysis at the 

water/1,2-dichloroethane interface. The synthesized Cu2WSe4 catalyst is characterized by 

morphological and structural techniques. Catalytic activity of Cu2WSe4 at liquid–liquid 

interfaces by lipophilic decamethylferrocene as the sacrificial electron donor agent. This 

catalytic activity was tracked by four-electrode voltammetry at the water/1,2-dichloroethane 

interface and biphasic reactions monitored by gas chromatography. The rates of the hydrogen 

evolution reaction catalyzed by the Cu2WSe4 were found to be approximately 160-fold than 

the rate for the reaction performed in the absence of a catalyst. 
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1. Introduction  

Hydrogen is seen as a future energy carrier by virtue of 

the fact that it is renewable, does not evolve the 

"greenhouse gas" CO2 in combustion and is easily 

converted to electricity by fuel cells. Nowadays 

hydrogen is generally produced by using fossil fuels, 

which release greenhouse gases and other climate-

changing emissions. Hydrogen production from water 

is biggest candidate to control of climate change due to 

the not releasing greenhouse gases. Catalysts need to 

use to produce hydrogen because of positive Gibbs free 

energy of water splitting into hydrogen and oxygen 

gases [1]. Most common and efficient catalyst, 

platinum (Pt), is used as catalysts in the hydrogen 

evolution reaction (HER). However, Pt is scarce and 

expensive and there is more study to find as an 

alternative to Pt with more abundant and cheaper than 

noble metal catalysts. Well-known noble metal-free 

MoS2, WS2, MoSe2 and WSe2 are drawn attention as an 

alternative to Pt in hydrogen evolution reaction (HER) 

[2-5]. Molybdenum selenide and tungsten selenide 

displayed high electrocatalytic HER performance 

because of having the large amount of active edge sites 

[6]. 3D dendritic [7,8], graphene-like nanosheet [9], 

thin film [10] and monolayer nanosheet [11] shapes of 

WSex have been investigated in the electrocatalytic 

HER as the electrocatalyst. In addition, tungsten 

selenide photoelectrode has been studied by coating 

noble metal catalysts such as Ru and Pt, which are 

displayed > 7% solar-to-hydrogen conversion 

efficiency on photoelectrochemical HER in a broad pH 

range [12]. Copper incorporated molybdenum and 

tungsten sulfides have aroused interest in 

photocatalytic and electrocatalytic HER due to their 

advanced physical properties, novel chemical and 

unique structures [13]. Although, Cu2WS4 is used in 

the electrochemical hydrogen evolution [14], there is 

no report HER by using Cu2WSe4 in the literature up 

to now. 

The analogy with biomembranes of an interface 

between two immiscible electrolyte solutions (ITIES) 

has been drawn a great deal of attention. Herein, 

liquid/liquid interfaces (LLI) are used as a model 

system for the catalytic hydrogen evolution. 

Electrochemistry at LLI has found applications in 

important areas such as chemical sensing, drug release, 

phase-transfer catalysis and energy-conversion 

systems by mimicking of the biological membranes 

[15]. LLI afford a unique platform to investigate 

hydrogen evolution reactions at which protons in the 

aqueous phase react with electron donors in the organic 

phase in the absence or presence of different catalysts 

by proton-coupled electron-transfer (PCET) reaction 

http://dx.doi.org/10.17776/csj.772412
https://orcid.org/0000-0002-7672-2873


 

14 

 

Aslan / Cumhuriyet Sci. J., 42(1) (2021) 13-21 
 

[16]. Herein, water/organic interfaces can be polarized 

either application of an external potential by a 

potentiostat or chemically by dissolving a common ion 

in both phases. Some metallocenes such as 

cobaltocene, osmocene, decamethylosmocene, 

decamethylruthenocene and decamethylferrocene 

(DMFc) were used at LLI for the catalytic HER as 

organic electron donor [17-22]. DMFc is most 

common electron donor for HER catalysis at the 

water/1,2-dichloroethane (DCE) interface [22]. 

Metallic nanoparticles [23, 24], metal oxides [25], 

metal carbide and metal boride [26], binary metal 

sulfides [27-29], ternary metal sulfides [30], 

amorphous ternary metal chalcogenides [31-33], 

quaternary metal sulfides [34] and also its 

nanocomposites [35-39] supported on mesoporous 

carbon, graphene or carbon nanotube is used as the 

catalyst for HER by DMFc at water/DCE interface. 

However, there is no study reported for the metal 

selenide HER catalysts at LLI. 

Herein, it is firstly reported that hydrogen evolution 

reaction catalysis by using copper tungsten selenide 

(Cu2WSe4) at the biomembrane-like water/DCE 

interface by the organic reducing agent DMFc. The 

catalytic HER activity of Cu2WSe4 catalyst at LLI is 

investigated by four-electrode voltammetry and 

biphasic reactions using electrochemical and 

chromatographic techniques, respectively. The HER 

rate was relatively increased in the presence of the 

Cu2WSe4 catalysts with 4.8 μmol hydrogen measured 

after only 30 min of biphasic reactions (the maximum 

stoichiometric amount of hydrogen is 5 μmol). In 

addition, HER kinetic is calculated and Cu2WSe4 

catalyst is enhanced the reaction rate about 160-times 

when compared to non-catalyzed reaction. 

2. Materials and Methods 

2.1. Synthesis of Cu2WSe4 nanostructures 

Cu2WSe4 have been synthesized by using hot-injection 

method according to reported literature [40,41]. 

Herein, stoichiometric amount of copper (II) chloride 

dihydrate (134.45 mg) and tungsten (IV) chloride 

(162.825 mg) were mixed with oleylamine (OLA) (12 

mL) in a two-neck flask and evacuated at room 

temperature for 30 min under Ar flow. Then, another 

solution was prepared, which is included with 64 mg 

Se powder dissolved in 2 mL OLA, under magnetic 

stirring, until the OLA was dissolved (reddish-black). 

Afterwards, the first solution was heated to 300°C and 

the OLA-Se solution was rapidly injected about to 180 
oC; then the temperature mixture solution was kept for 

30 minutes by stirring. The reaction was finished by 

stopped of the heating mantle and allowed to cool 

down to room temperature effortlessly. The product 

was washed two times with toluene-ethanol mixtures. 

2.2. Hydrogen evolution experiments at 

liquid/liquid interfaces 

Hydrogen evolution reaction at liquid/liquid interfaces 

(LLI) have been tracked by electrochemical 

polarization and chemical polarization. 

Electrochemical and chemical polarization were 

provided according to Scheme 1 a and b, respectively. 

BACl, BATB, DMFc and LiTB are the abbrevieations 

of bis (triphenylphosphoranylidene) ammonium 

chloride, bis (triphenylphosphoranylidene) ammonium 

tetrakis (pentafluorophenyl) borate,  

ecamethylferrocene and lithium tetrakis 

(pentafluorophenyl) borate, respectively, in the 

Scheme 1. Organic supporting electrolyte BATB was 

prepared by metathesis as reported previously [42]. 

Electrochemical polarization was carried out by using 

four-electrode voltammetry in the presence of H2SO4 

and BATB in the aqueous and organic phases, 

respectively, as the supporting electrolyte by using a 

CHI 760 D potentiostat with a four-electrode cell 

(geometric area is 1.53 cm2) under oxygen free 

conditions. Galvani potential difference across the 

water/DCE interface determined by standard ion 

transfer potential of the tetraethylammonium cation 

(TEA+) as 0.019 V [37]. Biphasic reactions were 

figured out by using DMFc and LiTB as the electron 

donor and proton transfer catalyst, respectively, under 

oxygen free conditions in the 10 mL volume glass 

flasks by magnetic stirring in the absence and presence 

of Cu2WSe4 catalyst. The evolved hydrogen amount 

was measured by gas chromatography (Shimadzu 

GC2010Plus), which calculated with calibration curve 

by using standard samples of H2 in N2. 

(a) 

 

(b) 

 

Scheme 1. (a) Electrochemical and (b) biphasic polarization 

of the water/DCE interface 
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3.   Results and Discussion 

3.1. Characterization of Cu2WSe4 

Morphological and structural characterizations of 

Cu2WSe4 catalysts were carried out by using scanning 

electron microscopy (SEM), transmission electron 

microscopy (TEM), elemental mapping, X-ray 

diffraction (XRD) and energy dispersive x-ray (EDX) 

spectroscopy techniques. SEM image of Cu2WSe4 

shows uniform dispersity of particles (Figure 1a). 

Morphology and particle shape of Cu2WSe4 were 

investigated by TEM technique as shown in Figure 1b-

c. According to TEM images, Cu2WSe4 catalyst 

displayed square and rectangular sheet-like shapes 

with approximately 50 nm of edge sizes [41]. Selected 

area electron diffraction (SAED) pattern shows that 

Cu2WSe4 has a single crystalline and well crystallized 

[40,43]. In addition, elemental composition and 

distribution were examined by SEM-EDX techniques 

with area mapping (Figure 1d). Moreover, crystalline 

formation and phase purity of Cu2WSe4 catalyst were 

investigated by using XRD technique. As shown in 

Figure 1e, XRD pattern displayed a pure tetragonal 

P42m symmetry with primitive phase of Cu2WSe4 (P-

Cu2WSe4, PDF no: 01-081-1159), which 

corresponding crystal structure is seen in the inset of 

Figure 1e [44]. The crystalline structure, which is 

obtained by XRD, is also in the harmony with SAED 

pattern. Furthermore, chemical composition of 

Cu2WSe4 was determined by EDX (Figure 1f) and it is 

very close to the ideal stoichiometry (2:1:4). The 

undefined peaks approximately 0, 1, 2 and 4 keV based 

on the used surfactant OLA and gold coating for the 

EDX analysis along with imaging of SEM. 

 

 

Figure 1. (a) Scanning electron microscope (SEM),(b-c) 

transmission electron microscope images (TEM, HR-TEM 

and SAED pattern) and (d) elemental mapping, (e) X-Ray 

diffraction (XRD) patterns with corresponding crystal 

structure (inset) and (f) energy dispersive X-ray (EDX) 

spectrum of the Cu2WSe4  

 

 

 

3.2. Catalytic hydrogen evolution at liquid/liquid 

interfaces 

Catalytic hydrogen evolution reaction (HER) activity 

of Cu2WSe4 at the water/DCE interface was 

investigated by using four-electrode voltammetry and 

biphasic reactions for the first time. Electrochemical 

polarization of water/DCE interface was figured out by 

using four-electrode cell as shown in Scheme 1a under 

anaerobic condition. First of all, potential window has 

been determined by transfer potential of SO4
2- and H+ 

at the negative and positive potentials, respectively 

(Figure 2, black solid line). Then, while organic 

electron donor DMFc added to organic phase, current 

density is increased and onset potential is shifted to 

negative potentials at the positive potentials (Figure 2, 

orange solid line). The return peak observed in the back 

scan can be attributed to the backward transfer of 

protons from DCE to the water phase. Herein, the 

proton, which is in the form of DMFcH+, was either   

consumed at a very slow rate or unconsumed in the 

organic phase because of the deficiency of chemical 

reactions to produce H2 and DMFc+. In the presence of 

both Cu2WSe4 and DMFc added to the aqueous and 

organic phases, respectively, both onset potential is 

more shifted to negative and current density is more 

increased irreversiblely with no back peak when 

compared to using only DMFc in the organic phase 

(Figure 2, green solid line) because protons adsorbed 

on the surface of Cu2WSe4 catalyst undergo rapid 

electron transfer with DMFc, which the protons are 

consumed fully [28]. No eligible current response was 

observed by using only Cu2WSe4 in the aqueous phase 

without DMFc (Figure 2, black dashed line) when 
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compared to the blank cell. In addition, the catalytic 

activity can be pursued by magnitude of reversible 

DMFc+ transfer peak, which is seen about -0.27 V. 

Herein, DMFc+ transfer peak is increased by using 

Cu2WSe4 and DMFc in the aqueous and organic 

phases, respectively, when compared using only 

DMFc in the organic phase. These results proofed the 

catalytic activity of Cu2WSe4 by using organic electron 

donor DMFc. 

 

 

 

 
Figure 2. Cyclic voltammograms of four-electrode voltammetry by using only supporting electrolytes BATB and H2SO4 in 

the organic and aqueous phases, respectively (black solid line), in the presence of only Cu2WSe4 in the aqueous phase (black 

dashed line), in the presence of only DMFc in the organic phase (orange solid line), and in the presence of both DMFc and 

Cu2WSe4 in the organic and aqueous phases, respectively (green solid line). 

 

 

The catalytic activity of Cu2WSe4 catalyst is also 

investigated by two phase system to supply Galvani 

potential difference without any external bias, which is 

named as “two-phase reaction” or “shake-flask” 

experiments. The chemical polarization of water/DCE 

interface is supplied by distribution of a common ion 

tetrakis-(pentafluorophenyl)borate anion (TB-), which 

is fixed Galvani potential difference to 0.58 V in order 

to transfer of proton from aqueous to organic phase 

[22]. The protons can be reduced in the organic phase 

by organic sacrificial agent DMFc into H2 gas, 

according to their redox potentials in DCE as 0.04 V 

and 0.55 V vs SHE for DMFc and H+, respectively 

[22]. The reaction between DMFc and H+ is written as: 

       (1) 

 

 

 

where o and w denote the organic and aqueous phases, 

respectively. According to these values, aqueous H+ 

can be reduced by DMFc with higher Galvani potential 

difference than 0.55 V [22]. Catalytic hydrogen 

evolution experiments were carried out according to 

Scheme 1b in the absence and presence of Cu2WSe4. 

Gas chromatograms and reaction cells are given in the 

Figure 3a and 3b, respectively, after 30 min of shaking 

in the absence and presence Cu2WSe4. Herein, 

hydrogen evolution rate is increased in the presence of 

Cu2WSe4 when compared to non-catalyzed reaction. In 

addition, color of organic phase in is changed rapidly 

from yellow to green the presence of Cu2WSe4 because 

of changing DMFc (absorption wavelenght = 425 nm) 

into DMFc+ (absorption wavelenght = 779 nm) [27], 

which is indirectly related to hydrogen evolution rate 

according to Equation (1). 

 

2
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(2) 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. (a) Gas chromatograms of the headspace with (solid black line) or without (dashed black line) Cu2WSe4 catalyst 

after 30 min of biphasic reactions by using headspace cells (b) in the absence (flask 1) and presence (flask 2) of Cu2WSe4 

catalyst. 

Herein, kinetic experiments have been carried out by 

using Cu2WSe4 catalyst. Firstly, non-catalytic reaction 

was carried out in the absence of catalyst according to 

Scheme 1b. Accordingly, HER rate is very low and 

reached 0.8 mol after 24 hours [27]. However, the 

amount of hydrogen was reached 4.8 mol after 30 min 

in the presence of Cu2WSe4 (Figure 4a). These results 

pointed out approximately 96% efficiency according to 

Equation (1), which is limited by initial concentration 

of DMFc. In the absence of Cu2WSe4, the amount of 

H2 is only 0.061 mol after 30 min. These results 

displayed that Cu2WSe4 catalyzed well to HER by 

DMFc at water/DCE interface.  

The HER rate catalyzed by Cu2WSe4 is assumed as 1st 

order kinetics according to DMFc concentration as 

displayed in Equation (2) [36]. 

 

 DMFck  

Reaction kinetic are explained by integrated rate law as 

shown in Equation (3) [36]. 

 

        (3) 

 

Herein, rate constants (k, min-1) were calculated from 

slopes of straight lines in the absence and presence of 

Cu2WSe4 (Figure 4b). k was found out to be 0.00042 

min-1 without any catalyst. However, k was increased 

to the 0.0662 min-1 in the presence of Cu2WSe4. For the 

rate constant ratios in the presence and absence of 

Cu2WSe4, increasing of catalytic activity was turned 

out to be about 160-fold by using Cu2WSe4 catalyst.  

 

Figure 4.  (a) Time dependent hydrogen evolution amount in the absence and presence of Cu2WSe4 catalyst. (b) Rate 

constant (k) determination: plots of the integrated rate law versus time (min) for the HER, indicating 1st order kinetics. The 

slopes of the straight lines illustrate the rate constants (k, min−1) for a 1st order reaction. 
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The catalytic activity of Cu2WSe4 can be compared 

with the similar structure of Cu2WS4, which is reported 

by our group in 2016 [30], at the water/DCE interface 

by DMFc for hydrogen evolution. Herein, catalytic 

activity of Cu2WSe4 is found out lower than that of 

Cu2WS4 (Table 1). These differences can be explained 

by the atomic radii of sulfur and selenium. Catalytic 

activities of selenium based catalysts are lower than 

sulfur based catalysts because they may be prone to 

high recombination rates [13]. In addition, higher 

radius of selenium than sulfur might be supplied to 

keep the more electrons on the surface in stable and it 

is not prone to react in the ternary metal chalcogenides 

[13]. Moreover, the catalytic activity differences 

between Cu2WSe4 cand Cu2WS4 is able to related band 

gap and energy band levels of catalysts. Band gaps and 

energy band levels of Cu2WX4 catalysts were 

calculated by our previous published paper for the 

determination of differences photocatalytic activities 

for HER (Table 1) [41]. According to conduction band 

levels of Cu2WX4 catalyst, having close conduction 

band level, which is -0.16 V vs. NHE for Cu2WS4 to 

H+/H2 (0 V vs. NHE) is more apt to react. Herein, the 

lower catalytic activitiy of Cu2WSe4 than Cu2WS4 

could be based on the conduction band level of 

Cu2WSe4, which is far from H+/H2. Eventually, in this 

study catalytic activity differences of catalysts are able 

to explain with two factor proof. 

Table 1. Catalytic parameters and band gap structure differences of Cu2WS4 and Cu2WSe4. 

Catalyst Cu2WS4 Cu2WSe4 

Hydrogen evolution in 5 min (mol) 2.9 1.3 

Reaching time for maximum theoretical stoichiometric amount of hydrogen (min) 10 35 

Reaction increment by factor 1005 160 

Optical band gap (eV) 1.80 1.65 

Electrochemical band gap (eV) 1.66 1.80 

EValance Band (V vs. NHE) 1.50 1.24 

EConduction Band (V vs. NHE) -0.16 -0.56 

 

The mechanism of hydrogen evolution can be 

explained by proton coupled electron transfer (PCET). 

Hydrogen evolution is based on assisted proton 

transfer (APT) from aqueous to organic phases by 

electron donor DMFc in the absence of catalysts [22]. 

However, HER is actualized by adsorbed protons on 

catalyst while in the presence of catalyst. Herein, HER 

is figured out by adsorbed protons on the active surface 

on the Cu2WSe4 catalyst with giving electrons from 

DMFc as displayed in Figure 5. 

 

Figure 5. The proposed mechanism of hydrogen evolution 

by using Cu2WSe4 catalyst at the water/DCE interface. 

4.   Conclusions 

The catalytic activity of square / rectangular sheet-like 

shapes of copper-based ternary metal selenide 

(Cu2WSe4) catalyst are investigated at the polarized 

water/1,2 dichloroethane (DCE) interface for the 

reduction of aqueous protons to molecular hydrogen by 

the organic electron donor DMFc for the first time. 

Catalytic HER activity is improved by Cu2WSe4 sheet-

like structures at the biphasic water/DCE system using 

DMFc electron donor in the organic phase when 

compared to non-catalyzed reaction. In addition, the 

catalytic activity differences between Cu2WS4 and 

Cu2WSe4 are compared according to atomic radius and 

energy band structure of catalysts. The main 

advantages of this work are that catalytic activities of 

ternary metal chalcogenides can be explained by 

molecular and electronic structures of catalyst. These 

results open new perspectives for the exploration for 

the observing different selenide-based catalyst on the 

HER at the soft interfaces. First time reported catalytic 

activity of Cu2WSe4 paves the way that ternary metal 

selenide-based materials will be used in the different 

energy conversion reactions such as solar cell, 

batteries, supercapacitors, and so on.  
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Abstract  

Herein a novel inorganic-organic hybrid Keggin-type heteropolymolybdate 

[Ni2Na(C12H8N2)4(BMo12O40)(H2O)2] (1) has been synthesized under hydrothermal conditions 

in aqueous solution. The cyrstal structure was fully characterized by powder X-ray diffraction 

(XRD), elemental analysis, Fourier-tranform infrared spectrum (FT-IR), Thermogravimetric 

analysis (TGA) and Scanning Electron Microscopy (SEM) analysis. Single crystal X-ray 

structural analysis demonstrates that the complex consists of a Keggin anion [BMo12O40]5− 

polyanion, four 1,10-phenanthroline (C12H8N2) ligands, two Ni(II) ions, two Na(I) ions and 

two aqua ligands. The experimental powder X-ray diffraction (XRD) result of the crystal is 

consistent with the calculated data. The SEM image shows that the compound crystals have a 

cubic structure. 
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1. Introduction  

Polyoxometalates (POMs) are ametal-oxygen cluster 

compounds consisting of higher oxidation states of 

oxo-anions of early transition metals (WVI, MoVI, 

VVand NbVI) [1-2]. Polyoxometalates are used as 

inorganic compound because of their various shapes,  

large size and rich electronic and magnetic properties 

[3]. The POM has been extensively studied because of 

the terminal and active bridging oxygen atoms,  

tunable composition, the high charge density, and 

diversity of shape and size [4]. Keggin-type POMs can 

be used as POM-based inorganic–organic hybrid 

compounds because of their simple synthesis 

procedure, thermal stability, large electron density and 

abundant surfaces [5-7]. POMs have been taken part in 

many fields such as sensitive devices, medicine, 

catalysis, nanotechnology, energy storage, 

photochemistry, materials science, nuclear waste 

treatment and magnetism due to their excellent 

topological and electronic versatility [8-18]. In 

previous studies, polyoxomolybdates have been 

synthesized such as [XMo12O40]n- (X = As, P, Si, Ge, 

Ni, Co) [19-22]. The [BMo12O40]5- framework, which 

is a boron-containing Keggin type polyoxomolybdate 

anion, was synthesized for the first time by our 

research group [23]. POMs are widely used as a 

catalysts for water oxidation [24] and transformation 

of CO2 into desirable chemical products [25]. Alamdari 

et al. synthesized Mo132-MimAM for the oxidation of 

sulfides and Hasannia et al. synthesized LDH-PWFe 

for the oxidation of alcohols [26-27]. These studies by 

researchers have shown that POMs have great potential 

in catalysis studies and paved the way for new studies. 

In the present study, a new organic-inorganic hybrid 

based on 1,10-phenanthroline(C12H8N2) ligands and 

Keggin anion [BMo12O40]5− was synthesized to support 

new catalysis studies, which is the main purpose of our 

study. It is also thought that the POM synthesized by 

our group will serve as a new model for the design of 

transition metal-substituted POM architectures. 

Because of the high catalytic properties of hybrid 

POMs, it offers a great variety of catalytic applications 

with different fields of study, such as redox reactions, 

http://dx.doi.org/10.17776/csj.812164
https://www.sciencedirect.com/topics/materials-science/nanotechnology
https://orcid.org/0000-0003-2674-3120
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https://orcid.org/0000-0002-0531-3538
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energy, enviromental, biomedical and green chemistry. 

Herein, the cyrstal 

[Ni2Na(C12H8N2)4(BMo12O40)(H2O)2] (1) was 

hydrothermally synthesized for the first time and 

characterized in detail using single crystal X-ray 

structural analysis, XRD, elemental analysis, FT-IR, 

TGA and SEM techniques both structurally and 

morphologically. 

2. Materials and Methods 

2.1. Reagents and apparatus 

All reagents were obtained from commercial resources 

and used without further purification. 

Nickel(II)chloride hexahydrate (NiCl2.6H2O) and 

hydrochloric acid (HCl) were supplied by Merck. 

Sodium tungstate dehydrate (Na2MoO4.2H2O), boric 

acid (H3BO3) and 1,10-phenanthroline were supplied 

by Sigma-Aldrich. Perkin-Elmer 2400 CHN 

(PerkinElmer Inc, USA) elemental analyzer was used 

for elemental analysis (C, N and H) of sample. The FT-

IR spectrum was recorded at room temperature on a 

Perkin Elmer model 100 ATR-FTIR spectrometer 

(PerkinElmer Inc, USA). Thermogravimetric analysis 

(TGA) was carried out with a Setaram thermal 

gravimetric analyzer (Simultaneous Thermal Analysis, 

Setaram Instrumentation, France) at a heating rate of 1 

°C/min under N2 atmosphere (25–1000 °C). SEM 

image was investigated on a Hitachi – SU 1510 at 

accelerating voltage of 20 kV and magnification of 

10.00 kX. Powder XRD measurements were taken 

using Bruker D.8 Advance (Germany) X-ray 

diffractometer.  

2.2. Preparation of [Ni2Na (C12H8N2)4 (BMo12O40) 

(H2O)2] (1) 

The compound as synthesized according to our 

previous article [25]. 

A mixture of H3BO3 (0.186 g, 3.0 mmol), 

Na2MoO4.2H2O (1.46 g, 6.00 mmol), NiCl2.2H2O 

(0.392 g, 1.65 mmol), 1,10-phenanthroline (0.3 g, 1.5 

mmol) and H2O (20 ml) was stirred for an hour. The 

pH of the mixture was adjusted to 2 with 6 M HCl. The 

mixture was allowed to react in a Teflon-lined stainless 

steel reactor for 7 days at 185 °C. After 7 days of 

reaction, the product was cooled down to room 

temperature by 10 degrees per hour and green crystals 

were obtained (yield 83 %) (Figure 1). 

Anal. Calcd. For C48H36BMo12N8NaNi2O42 

(2699.35g/mol): C, 21.34%; H, 1.33%; N, 4.15%. 

Found: C, 21.52%; H, 1.46%; N, 4.33%.  FT-IR 

(cm−1): 3578, 3062, 1628, 1517, 1429, 1037, 984, 940, 

896. 

 

Figure 1. Synthetic routes for the compound. 

 

2.3. X-Ray diffraction analysis 

The hydrogen atoms bound to carbon atoms were 

treated as riding atoms with distances of 0.93 Å. Other 

H atoms were refined freely. In order to avoid ADP and 

NPD problems, the EADP command was used to refine 

the non-H atoms. With SHELXS-2013 [28], the 

structure of compound 1 was solved by direct methods 

and refined using full-matrix least-squares methods 

with SHELXL-2013 program [29] within WinGX [30]. 

The structural data of compound 1 was collected on 

Bruker APEX2 (APEX2, Bruker AXS Inc. Madison 

Wisconsin USA 2013). MERCURY program was used 

for molecular graphics. Details of data collection and 

crystal structure determinations are shown in Table 1. 

Crystallographic data of the structure has been 

deposited in the Cambridge Crystallographic Data 

Center with CCDC number 1844844. 

 

3.  Results and Discussion 

3.1. Structural analysis 

The molecular structure unit of compound 1 with the 

atom labeling is shown in Figure 2. The unsymmetrical 

unit of compound 1 has been proved to consist of one 

Na(I) ion, one Ni(II) ion, a half of [BMo12O40]5- 

polyanion, two phenanthroline ligands and one aqua 

ligand. The B1 atom is located on the inversion center 

(1/2, 1/2, 1/2). The polyanion [BMo12O40]5- anion with 

a Keggin-type structure has a structure with a central 

BO4 [B-O bond distances range of 1.60(2)-1.62(3) Å] 

surrounded by the Mo12O36 group with tetrahedron 

coordination geometry. The oxygen atoms of BO4 

group are disordered over two positions. According to 

different coordination environments, the Mo–O bonds 

can be categorized into three groups: Mo-O (terminal 

oxygen atom) with lengths range between 1.652(11)-

1.683(11) Å, Mo-O (bridging oxygen atoms) with 

lengths range between 1.788(16)-2.039(17) Å and 

Mo–O (central oxygen atom) with lengths range 

between 2.34(3)-2.449(19) Å. The Ni(II) ion is 

coordinated by four nitrogen atoms [Ni-N lengths 

range between 2.064(13)-2.093(13) Å] from 
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phenanthroline ligands, one oxygen atom [Ni1-

O21=2.115(11) Å] from [BMo12O40]5-polyanion and 

one oxygen atom [Ni1-O23=2.068(12) Å] from aqua 

ligand, thence indicating a distorted octahedral 

geometry. At the same time, the Ni1 atom and 

[BMo12O40]5- polyanion are bridged by Na1 atom, thus 

produce [Ni2Na(C12H8N2)4(BMo12O40)(H2O)2] cluster. 

Selected bond lengths for NiBWO (Å) are shown in 

Table 2. The [Ni2Na(C12H8N2)4(BMo12O40)(H2O)2] 

clusters are combined by O-H···O hydrogen bonds, 

creating 1D supramolecular network running parallel 

to the [001] direction (Figure 3). Similarly, adjacent 

[Ni2Na(C12H8N2)4(BMo12O40)(H2O)2] clusters are 

combined by C-H···O hydrogen bonds, generating 1D 

supramolecular network running parallel to the [010] 

direction (Figure 4). The combination of O-H···O and 

C-H···O hydrogen bonds (Table 3) is generating 2D 

supramolecular network. 

The most important step of the experimental studies 

using UV–Vis spectrophotometry is the selection of 

the measurement wavelength. Because all the 

experimental measurements were performed at the 

selected wavelength. If the correct wavelength is not 

selected, all experimental results are affected.  

Table 1. Crystal data and structure refinement parameters for compound 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Selected bond distances for compound 1 (Å) 

B1-O1  1.60(2)  B1-O2  1.62(3)  B1-O3  1.61(3) 

B1-O4  1.60(3)  Mo1-O21  1.683(11)  Mo1-O9 1.798(17) 

Mo1-O18i 1.841(16)  Mo1-O8  1.982(16)  Mo1-O15i  2.001(16) 

Mo1-O2  2.34(3) Mo1-O1 2.382(19)  Mo2-O20  1.661(12) 

Mo2-O8  1.809(17)  Mo2-O19  1.825(16)  Mo2-O7 1.989(17)  

Mo2-O10  2.003(16) Mo2-O2  2.43(3)  Mo2-O3 2.43(3) 

Mo3-O17  1.663(12) Mo3-O7  1.799(16)  Mo3-O6 1.799(16)  

Mo3-O18  2.009(16) Mo3-O13i 2.010(16) Mo3-O3 2.38(3) 

Mo3-O1i 2.407(19)  Mo4-O16  1.658(12)  Mo4-O5  1.788(16)  

Mo4-O15  1.805(16) Mo4-O6  1.996(16)  Mo4-O12  2.023(16) 

Mo4-O4i 2.41(3)  Mo4-O1i 2.449(19)  Mo5-O14  1.658(11) 

Mo5-O13  1.813(17) Mo5-O11 1.815(16)  Mo5-O19i 1.991(16) 

Mo5-O5  1.992(17) Mo5-O3i 2.38(3)  Mo5-O4i 2.40(3) 

Mo6-O22  1.652(11) Mo6-O12  1.794(16)  Mo6-O10  1.810(16) 

Mo6-O11  1.986(16)  Mo6-O9  2.039(17) Mo6-O4i 2.41(3)  

Mo6-O2  2.43(3)  N1-Ni1  2.084(13) N2-Ni1  2.093(13) 

N3-Ni1  2.064(13) N4-Ni1  2.074(13)  Ni1-O23  2.068(12) 

Ni1-O21  2.115(11)  Na1-O23  2.74(2) Na1-O18i 2.98(2) 

Symmetry code: (i) −x+1, −y+1, −z+1. 

Empirical formula C48H36BMo12N8NaNi2O42 

Formula weight 2699.35 

Crystal system Triclinic 

Space group P-1 

a (Å) 10.789 (3) 

b (Å) 13.295 (4) 

c (Å) 13.622 (3) 

α (°) 69.268 (7) 

β (°) 71.433 (6) 

γ (°) 77.446 (7) 

V (Å3) 1720.3 (7) 

Z 1 

Diffractometer BRUKER D8-QUEST 

Temperature (K) 296 

F(000) 1292 

θ range (º) 3.2-28.4 

Measured refls. 77058 

Independent refls. 6739 

Parameters 454 

Rint 0.030 

S 1.08 

R1/wR2 0.113/0.225 
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Table 3. Hydrogen-bond parameters for compound 1 (Å, º) 

D-H· · ·A D-H H···A D···A D-H···A 

C9—H9···O8iii  0.93 2.60 3.49 (2) 162 

C13—H13···O14iv 0.93 2.48 3.14 (2) 128 

O23—H23A···O22iv 0.83 (2) 2.36 (6) 2.877 (16) 121 

O23—H23B···N1  0.83 (2) 2.58 (8) 3.010 (18) 114 

Symmetry codes: (iii) −x+1, −y+2, −z+1; (iv) −x+1, −y+1, −z+2. 

 

Figure 2. The molecular view of the compound indicating the atom numbering scheme. 

 

 

 

 

Figure 3. The molecular view of the compound, demostrating the formation of a chain through [001] created by O-H···O 

hydrogen bonds. 

 

 

 

Figure 4. The molecular view of the compound, demostrating the formation of a chain through [010] created by C-H···O 

hydrogen bond. 
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3.2. X-ray diffraction  

The calculated pattern from single-crystal structures 

and experimental XRD patterns of the compound is 

shown in Figure 5. The experimental data is consistent 

with the calculated patterns, indicating the phase purity 

of the compound. The preferred orientation of the 

powder sample may cause differences in intensity. 

Powder X-ray diffraction results of the structure are 

similar to other related studies [16,31]. 

 

 
Figure 5. XRD spectra of the compound 1. 

3.3. FT-IR spectrum 

The crystal contains the identical Keggin POM 

[BMo12O40]5- and as can seen in Figure 6, the FT-IR 

spectrum shows the specific vibrations of Keggin type 

POMs [32]. Characteristics bands of the Keggin unit 

appeared at 1037, 984, 940 and 896 cm-1 can be 

respectively assigned to B–O, terminal Mo–O, inter-

octahedral Mo–O–Mo, and intra-octahedral Mo–O–

Mo vibrations [6,33,34]. The band seen at 3578 cm-1 

can be attributed to the coordinated water [35]. The 

absorption bands at 3062, 1628, 1517 and 1429 cm-1 

are assigned to aromatic υ(C-H), azomethine υ(C=N), 

υ(C=C) and υ(C-N) stretching, respectively [36-39].  

 

Figure 6. FT-IR spectrum of the compound 1. 

3.4. Thermogravimetric analysis 

The thermal behaviors of the cyrstal were investigated 

with the thermal analysis methods. As shown in Figure 

7, the water removal causes the slight weight loss 

below 478 °C [40]. The weight loss in the range of 478-

690 °C is attributed to the decomposition of the two 

1,10-phenanthroline ligands (calc. 26.7%; found 

27.1%) [41]. 

 
Figure 7. TG curve of the crystal 

3.5. SEM analysis 

SEM is used to examine the three important factors 

surfactant morphology (surface structural properties 

based on shape and size), surface crystallography (ie, 

surface formation of atoms) and surface composition 

(in terms of surface composition, compounds and 

elements). So, the surface property of the compound 1 

was checked by using SEM (Figure 8). According to 

the SEM image, each crystal has a cubic structure. 

 

 

Figure 8. The SEM images of the compound 1. 

4. Conclusion 

In summary, we have prepared a novel Keggin-type 

inorganic-organic hybrid compound by using metal 

Ni(II) ion and 1,10-phenanthroline (C12H8N2) ligand 

based on boron atom as the central atom. TGA, FT-IR 

and XRD methods were used for the structure analysis 
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of the compound. These analyzes support the results 

from the single crystal X-ray structural analysis. The 

content of the structure is determined as a half of 

[BMo12O40]5- polyanion, two phenanthroline ligands 

and one aqua ligand according to by single crystal X- 

ray diffraction. It is thought that a new POM synthesis 

with the simple synthesis process used in this study 

will contribute to the development of new inorganic-

organic POM materials. 
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 Abstract  

N-Alkoxycarbonyl / carbamoylmethyl substituted 1H-imidazol-2-yliden-Pd (II) complexes 

(Cat-1-5) were used for the first time as catalysts in the Suzuki-Miyaura reaction between aryl 

bromides and arylboronic acids. All complexes screened were found to be excellent catalysts 

in the selected coupling between 4-bromobenzaldehyde and phenylboronic acid at room 

temperature. Cat-3 was shown to be the most efficient one and used for the optimisation of the 

reaction conditions and determining the substrate scope. The application of the optimised 

method provided a series of biaryls (3a-l) in excellent isolated yields. With these promising 

results the catalysts could be applied succesfully to some other classic cross-coupling reactions 

such as Sonogashira, Stille and Buchwald-Hartwig. 
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1. Introduction  

Suzuki-Miyaura cross-coupling reaction is one of the 

most powerful reactions used to form C-C bonds in 

organic chemistry. It is a mild and facile route to 

prepare biaryls from the reaction of an aryl halide 

(vinylhalide or sulfonate) with an arylboronic acid (or 

ester) by using catalytic amounts of Pd compounds [1]. 

It is most frequently used in the formation of biaryls 

(one of the major skeletons in organic chemistry) 

which take place in many pharmaceuticals, 

agrochemicals and biologically active natural 

compounds [2]. Biaryls have also been used recently in 

the area of material chemistry for the preparation of 

functional molecules such as organic light emitting 

diodes (OLEDs) [3], molecular wires, liquid crystals, 

conducting polymers etc [4].  

Since the palladium complexes involving tertiary 

phosphine ligands used in Suzuki-Miyaura coupling 

are toxic, often air, oxygen and water sensitive and 

require high temperature [5], the use of less toxic 

catalysts and more environmentally friendly conditions 

like aqueous organic solvents (as DMF-H2O, toluene-

H2O etc.) and working at room temperature have 

become the determining factors of the reaction [6]. 

N-heterocyclic carbenes, the imidazol-2-ylidenes, are 

convenient ligands [7] that have been used in Suzuki-

Miyaura reaction in the last decates [8]. Their 

palladium complexes, in particular, have been used 

successfully not only in Suzuki-Miyaura but also in 

many other coupling reactions such as Heck-Mizoroki, 

Negishi, Sonogashira, Hiyama, Buchwald-Hartwig etc 

[9]. Apart from that, they have various properties and 

interesting areas of usage [10].  

In one of the our previous works we reported the 

preparation of a new type of bidentate N-heterocyclic 

carbene enolates (NHCE) and their palladium 

complexes via transmetallation of silver complexes 

[11]. First we treated 1,4-diaryl and 1,2,4-

triarylimidazoline N-oxides with dimethyl 

acetylenedicarboxylate (DMAD) to get isoxazolines. 

Rearrangement of these isoxazolines under reflux in 

toluene provided the 1,4-diaryl or 1,2,4-

triarylimidazoles and corresponding 3H-imidazol-1-

ium ylides. The reaction of ylides (with no substituent 

at C-2) with silver nitrate and triethylamine at room 

conditions provided C-2 metallated N-heterocyclic 

carbene ylides (Ag(NHCY)(Et3N)). The treatment of 

these precursors with equimolar amounts of 

Pd(CH3CN)2Cl2 in CH2Cl2 provided mono Pd(II)-

NHCE complexes that are in equilibrium with their bis-

Pd(II)-NHCE analogues [12]. All the new complexes 

were fully characterized with IR, NMR, elemental 

analysis and thermogravimetrıc analysis (TGA). In the 

same study, we also tried these newly prepared Pd 

complexes in a model Heck-Mizoroki and in a model 

Suzuki-Miyaura reactions and showed that they were 

http://dx.doi.org/10.17776/csj.808828
https://orcid.org/0000-0003-1283-8006
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pretty good as catalysts. We also used the Hammett 

type correlations in order to reveal the substituent 

effect on the aryl halides, catalysts, styrenes and 

arylboronic acids.  

In a different study, we reported the synthesis and 

characterisations of another group of Pd (II)-NHC 

complexes starting from appropriate imidazolium salts 

[13]. All the new complexes were characterized with 

spectral methods and elemental analysis and their 

thermal behaviours were investigated in detail. We also 

screened the new complexes for their catalytic 

activities in Heck-Mizoroki coupling and revealed the 

catalysts to be highly efficient.  

As a continuation of our last research, in this study 

catalysts 1-5 are used in Suzuki-Miyaura cross-

coupling for the first time, with very low catalyst 

loadings, in an aqueous solvent, at room temperature, 

in very short time with extremely high yields and easy 

isolation method.  

 

2. Materials and Methods   

 
2.1. Apparatus  

An Electrothermal Digital melting point apparatus was 

used for determining the melting points of the 

compounds. 1H and 13C NMR experiments were 

performed on an Agilent 400 MHz spectrometer. The 

preparative TLC was performed with silica gel 60 

HF254 (90% < 45 m). All of the reagents and solvents 

used in this work were provided commercially and 

used without any further purifications. 

2.2. Synthesis of the biphenyls (3) 

General procedure: Aryl bromide (0.2 mmol) and 

arylboronic acid (0.3 mmol) are stirred in N,N-

dimethylformamide-water (1:1, v/v, 0.6 mL) with 

Cs2CO3 (0.4 mmol, 0.132 g) and cat-3 (0.0002 mmol, 

0.12 mg) in screwed vials at room conditions. The 

reactions are monitored with thin layer 

chromatography (ethyl acetate-petroleum ether (EA-

PE, 1:3)). Once the reaction is completed 2 mL of 

water is added and aqueous mixture is extracted with 

CHCl3 (3 X 2 mL). After combining the organic 

extracts they are washed with 3 mL of water and dried 

over anhydrous Na2SO4. The solvent is evaporated 

under vacuum. The pure biphenyls are isolated from 

preparative TLC (EA-PE / 1:3 as eluent sytem) and 

crystallized from diethyl ether-petroleum ether (1:2). 

The identity of the products was proved comparing 

with the physical and spectral characteristics of the 

original  samples. 1H and 13C NMR data of the 

biphenyls are given in Table 1. 

3. Results and Discussion  

3.1. Preparation of the catalysts 

The catalysts used in this study were prepared 

according to our reported work mentioned above [13]. 

The reactions of appropriate imidazolium salts with 

Ag2O (or with AgNO3 and Et3N) in CH2Cl2 at room 

temperature provides Ag-metallated complexes. 

Treatment of these Ag-complexes with 

Pd(CH3CN)2Cl2 in CH2Cl2 provides catalysts 1-5 at 

room temperature in high yields. The NMR, IR and 

elemental analysis data of the compounds are matching 

with those in the literature. Structures of the catalysts 

are given in Figure 1.  

 

 
 
Figure 1.  Structures of the catalysts (1-5) used in this study.  
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Table 1. The 1H and 13C NMR data of the biphenyls. 

Biphenyl 

(3) 
1H NMR (400 MHz, CDCl3)  13C NMR (100 MHz, CDCl3)

a 7.35 (t, J = 7.6 Hz, 2H), 7.44 (t, J = 7.6 Hz, 4H), 7.60 

(d, J = 6.8 Hz, 4H) 

127.0, 127.2, 128.8, 141.1 

b 2.39 (s, 3H), 7.25-7.27 (m, 2H), 7.31 (t, J = 7.2 Hz, 

1H), 7.43 (t, J = 8.0 Hz, 2H), 7.48 (d, J = 8.0 Hz, 2H), 

7.58 (d, J = 8.0 Hz, 2H) 

21.2, 126.8, 126.9, 128.8, 128.9, 129.4, 

137.1, 138.2, 141.0 

c 3.86 (s, 3H), 6.97 (d, J = 9.2 Hz, 2H), 7.31 (t, J = 7.2 

Hz, 1H), 7.43 (t, J = 8.0 Hz, 2H), 7.51-7.55 (m, 4H) 

55.2, 114.3, 126.7, 126.8, 128.1, 128.6, 

133.9, 140.8, 159.1 

d 7.43-7.52 (m, 3H), 7.65 (d, J = 9.6 Hz, 2H), 7.74 (d, 

J = 8.0 Hz, 2H), 7.94 (d, J = 8.0 Hz, 2H), 10.05 (s, 

1H) 

127.43, 127.8, 128.4, 129.0, 130.2, 135.1, 

139.8, 147.3, 191.9 

e 7.39 (t, J = 7.2 Hz, 1H), 7.46 (t, J = 7.2 Hz, 2H), 7.60-

7.64 (m, 3H), 7.85 (dd, J = 9.6; 1.6 Hz, 2H), 8.09 (m, 

1H), 10.08 (s, 1H) 

127.1, 128.1, 128.3, 128.6, 129.0, 129.4, 

133.2, 136.8, 139.8, 142.0, 192.4. 

f 2.43 (s, 3H), 7.22-7.25 (m,1H), 7.36 (t, J = 8.0 Hz, 

1H), 7.44-7.46 (m, 2H), 7.72-7.75 (m, 2H), 7.92-7.94 

(m, 2H), 10.06 (s, 1H) 

23.6, 126.6, 129.7, 130.2, 131.2, 131.5, 

132.5, 137.2, 140.8, 141.9, 149.4, 194.2 

g 3.86 (s, 3H), 7.03 (t, J = 5.8 Hz, 2H), 7.59 (t, J = 5.8 

Hz, 2H), 7.70 (d, J = 8.0 Hz, 2H), 7.92 (d, J = 8.0 Hz, 

2H), 10.04 (s, 1H) 

55.3, 114.4, 127.1, 128.6, 130.2, 132.1, 

134.5, 146.9, 160.2, 192.0 

h 7.79 (d, J = 8.2 Hz, 4H), 8.01 (d, J = 8.2 Hz, 4H), 

10.08 (s, 2H). 

127.9, 130.3, 136.0, 145.4, 191.8 

i 7.44-7.46 (m, 2H), 7.55-7.57 (m, 2H), 7.72-7.74 (m, 

2H), 7.96-7.98 (m, 2H), 10.05 (s, 1H) 

127.5, 128.7, 129.1, 130.5, 134.6, 135.5, 

138.2, 146.0, 191.7. 

j 7.50 (d, J = 8.0 Hz, 2H), 7.61 (d, J = 8.0 Hz, 2H), 7.72 

(d, J = 8.0 Hz, 2H), 7.96 (d, J = 8.0 Hz, 2H), 10.06 (s, 

1H). 

122.9, 127.6, 128.9, 130.3, 132.2, 135.5, 

138.7, 145.7, 192.0. 

k 3.84 (s, 3H), 2.36 (s, 3H), 6.93-6.97 (m, 2H), 7.23 (d, 

J = 6,8 Hz, 2H), 7.44 (d, J = 8.0 Hz, 2H), 7.47-7.50 

(m, 2H) 

21.0, 55.7, 115.2, 126.6, 128.0, 129.4, 

130.5, 130.9, 138.1, 159.0. 

l 3.85 (s, 6H), 6.97 (d, J = 7,2 Hz, 4H), 7.49 (d, J = 7,6 

Hz, 4H) 

55.7, 114.2, 128.8, 133.5, 158,9 

 

 

3.2. Optimisation of the Suzuki-Miyaura reaction 

conditions  

The optimisation studies started with determination of 

the best catalyst in the series Cat-1-5 where 4-

bromobenzaldehyde and phenylboronic acid were 

stirred in screw cap vials in dioxane with Cs2CO3 and 

1 mol % catalyst loading at room conditions (Table 2, 

entries 1-5, Scheme 1). The reactions were monitored 

by TLC. According to TLC images, the initial 

conversion rates of Cat-2 and Cat-3 were almost the 

same but at the end Cat-3 was superior to all others. 

The other catalysts provided nearly the same yields. 

Thereby the Cat-3 was selected as lead catalyst and the 

optimisation studies went on by searching for the best 

base in dioxane.  

 

 
 
Scheme 1. Suzuki-Miyaura reaction between 4-bromobenzaldehyde and phenylboronic acid. 

 

 

The reactions were performed with Cs2CO3, K2CO3, 

Na2CO3, NaHCO3 and NaOAc as a base and 1 mol % 

cat-3. There was no conversion with K2CO3, for the 

reactions performed with Cs2CO3, Na2CO3, NaHCO3 

and NaOAc the isolated yields were 44, 16, 17 and 22 

% respectively (Table 2, entries 6-10).  

 
 



 

33 

 

Çetin Korukçu / Cumhuriyet Sci. J., 42(1) (2021) 30-37 

Table 2. Optimisation studies of the Suzuki-Miyaura coupling between 4-bromobenzaldehyde and phenylboronic acid. 

Entry Cat 
Cat  

(mol %) 
Base Solvent 

React 

Time (h) 

Yield1  

(%) 

1 1 1 Cs2CO3 1,4-Dioxane 24 33 

2 2 1 Cs2CO3 1,4-Dioxane 24 35 

3 3 1 Cs2CO3 1,4-Dioxane 24 455 

4 4 1 Cs2CO3 1,4-Dioxane 24 34 

5 5 1 Cs2CO3 1,4-Dioxane 24 35 

6 3 1 Cs2CO3 1,4-Dioxane 24 445 

7 3 1 Na2CO3 1,4-Dioxane 24 16 

8 3 1 K2CO3 1,4-Dioxane 24 nr2 

9 3 1 NaHCO3
3 1,4-Dioxane 24 17 

10 3 1 NaOAc3 1,4-Dioxane 24 22 

11 3 1 Cs2CO3 1,4-Dioxane 24 475 

12 3 1 Cs2CO3 Formamide 24 nr 

13 3 1 Cs2CO3 DMF-H2O4 5 min 956 

14 3 1 Cs2CO3 DMF 2.5 94 

15 3 1 Cs2CO3 DMAc 24 16 

16 3 1 Cs2CO3 NMP 24 19 

17 3 1 Cs2CO3 H2O  24 90 

18 3 0.1 Cs2CO3 DMF-H2O  5 min 966 

19 3 0.01 Cs2CO3 DMF-H2O  2 976 

20 3 0.001 Cs2CO3 DMF-H2O  48 18 

21 3 0.0001 Cs2CO3 DMF-H2O  48 10 
1 Isolated yields. 2 No reaction. 3 4 eqs of base were used. 4 The ratio of the solvents is 1:1 (v/v). 5 The isolated yields from three 

different experiments. 6The reactions occur with quantitative conversion, the yields are isolated yields.  (Abbreviations: DMF: N,N-

Dimethylformamide, DMAc: N,N-Dimethylacetamide, NMP: N-Methyl-2-pyrrolidone) 

 

Due to its higher performance, Cs2CO3 was used in the 

experiments to investigate the best solvent and the 

reactions were performed with 1 mol % catalyst 

loading in seven different solvents.  

There was no conversion in formamide. The reaction 

in DMF-H2O (1:1) occurred very fast (the reaction 

finished within 5 minutes.The reactions in DMF and 

H2O also occurred with pretty good results in 2.5 and 

24 hours respectively (Table 2, entries 11-17). After 

determination of the lead catalyst, solvent and the base, 

concentration studies were performed with different 

mol % concentrations (0.1, 0.01, 0.001 and 0.0001) of 

the catalyst. The isolated yields of the reactions were 

96, 97, 18 and 10 % and the TONs are 0.96x103, 

0.97x104, 1.8x104 and 105 respectively (Table 2, 

entries 18-21). 

 

 
Scheme 2. Suzuki-Miyaura cross-coupling reaction of aryl bromides with phenylboronic acids catalysed with Cat-3. 

After all, the reactions of substrate scope were carried 

on in DMF-H2O (1:1) with Cs2CO3 and 0.1% mole of 

Cat-3 (Scheme 2). The reaction of bromobenzene, 4-

bromotoluene, 4-bromoanisole, 4-

bromobenzaldehyde with phenylboronic acid occured 

very fast so that it was not possible to observe any 

substituent effect of aryl bromides. Only the reaction 

with 3-bromobenzaldehyde and phenylboronic acid 

was a little bit slower compared to the others. It might 

be from the meta substitution of formyl group (Table 

3, entries 1-5). Then 4-bromobenzaldehyde was 

chosen as aryl bromide and the reactions performed 

with different arylboronic acids. All reactions occured 

with quantitative conversions and excellent isolated 

yields (Table 3, entries 6-10). The reaction was also 

run with different matching. 4-Bromotoluene and 4-

bromoanisole were treated with 4-

methoxyphenylboronic acid and the corresponding 

biphenyls obtained with pretty good yields (Table 3, 

entries 11-12) 
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Table 3. Substrate scope of the Suzuki-Miyaura cross-coupling reaction catalysed with Cat-3.  

Biphenyl 

(3) 
R1 R2 

React. 

Time  

(min) 

Yield1  

(%) 

Mp. 

(oC) 

Lit. Mp.  

(oC) 
Ref. 

a H H 5 98 69-70 69-70  [12] 

b 4-Me H 5 98 40-41 41-42  [11] 

c 4-MeO H 5 97 86-87 85-86  [12] 

d 4-CHO H 5 98 61-62 59-60  [12] 

e 3-CHO H 30 95 53-54 53-54  [12] 

f 4-CHO 3-Me 10 96 56-57 57-58  [12] 

g 4-CHO 4-MeO 10 98 103-104 103-104  [12] 

h 4-CHO 4-CHO 30 97 147-148 148-150  [12] 

i 4-CHO 4-Cl 10 98 115-116 114-115  [12] 

j 4-CHO 4-Br 10 96 142-143 135-140  [14] 

k 4- Me 4-MeO 10 95 110-112 111-112  [15] 

l 4- MeO 4-MeO 10 95 177-178 178-180  [15] 

1Isolated yields from quantitative conversions. General conditions of the reaction: 1 (0.2 mmol) and 2 (0.3 mmol) were stirred 

in DMF:H2O  (1:1, v/v, 0.6 mL)  with Cs2CO3 (0.4 mmol) and Cat-3 (0.1 % mmol) in screwed vials at room temperatures. 

 

 

With the courage from the results of aryl bromides the 

reactions were tried with aryl chlorides which are 

known to be less prone to this reaction. For that 

purpose 4-methoxyphenylboronic acid was chosen as 

arylboronic acid and a series of reactions were run with 

4-chlorotoluene, 4-chloroanisole, 4-

chlorobenzaldehyde, 4-chlorobenzonitrile and 

chlorobenzene in the same conditions. Unfortunately 

the desired biphenyls could not be obtained instead 

only self-coupling product of the 4-

methoxyphenylboronic acid was observed. Increasing 

the catalyst amount and the reaction temperature did 

not change the result. 

 

The mechanism of the Suzuki-Miyaura coupling is a 

well-known mechanism which includes palladium (0) 

and palladium (II) species. The probable mechanism 

for Suzuki-Miyaura reaction catalysed with Cat-3 is 

depicted in Scheme 3. When palladium (II) complexes 

are used, the mechanism starts with preactivation step 

to get palladium (0) complex A and goes on by the 

oxidative addition step to form organopalladium 

species B. The reaction of base with organopalladium 

species B gives intermediate C. Then the 

transmetallation step occurs and another 

organopalladium species D forms. After the reductive 

elimination step the desired product 3 and the starting 

palladium (0) compound A are emerged. 
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Scheme 3. Probable mechanism for Suzuki-Miyaura reaction catalysed with Cat-3. 

 

 

4. Conclusion 

The catalysts Cat-1-5 were screened in Suzuki-

Miyaura cross-coupling reaction for the first time. The 

reactions occured very fast with excellent yields in 

DMF-H2O with Cs2CO3 and 0.1% mole of catalyst at 

room temperature (Scheme 4). With these promising 

results it is reasonably foreseeable that these catalysts 

could be applied succesfully to some other classic 

cross-coupling reactions such as Sonogashira, Stille 

and Buchwald-Hartwig. Relevant studies are in 

progress.  
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Scheme 4. Suzuki-Miyaura reaction catalysed with Cat-3.  
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 Abstract  

Electron affinity, electronegativity, and electrophilicity are chemical concepts that have been 

related to electron accepting power of chemical species. In the literature, although there are 

many theoretical approaches proposed to calculate the electronegativity and electrophilicity of 

atoms, ions, and molecules, just a few approaches suggested are related to the prediction of 

sequential electron affinities of atoms. In the present work, the electron affinities for highly 

charged groups 15 and 16 anions are calculated by the semi-empirical (PM6) method. The 

obtained values are compared with those from literature. So far, the authors are concerned, the 

third and fourth electron affinities for S, P, As and Sb are calculated for the first time.  It is 

well-known that in the calculation of the lattice energy of any inorganic ionic crystal via Born-

Haber thermochemical cycle, many parameters regarding any crystal the atoms forming the 

crystal are considered. One of these parameters is electron affinity. It should be noted that our 

electron affinity values calculated are in good agreement with both experimental data, other 

theoretical approaches, and the data obtained in the light of the Born- Haber cycle.  
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1. Introduction  

As is known, atoms are the simplest chemical systems; 

electron affinity of an atom A is equal to the difference 

of ground state total energies (Etot) of A and its 

negative ion A-, and can be given as:  [1]. In the 

Conceptual Density Functional Theory [2], chemical 

concepts such as hardness, electronegativity, chemical 

potential, and softness have been associated with 

ionization energy and electron affinity values of 

chemical species via the following equations. For that 

reason, the methodologies proposed for the accurate 

prediction of electron affinities of atoms, ions, and 

molecules are quite noteworthy for theoretical 

chemists. 

( ) / 2IE EA              (1)                                                                                                       

IE EA                  (2) 

Electron affinity is a quantity that can be physically 

observed and can be experimentally determined 

although the same is not the case for electronegativity 

and electrophilicity. Atomic electronegativities have 

been defined by chemists and physicists from different 

perspectives. For instance, some researchers noted the 

electron affinity as the energy required to remove an 

electron from the negative ion of an A atom, some 

authors reported this quantity as the energy released 

when atom A receives an electron. It can be said that 

both definitions are widely used in the literature [3]. 

Computational chemistry tools are widely used in the 

prediction of atomic and molecular properties like 

electron affinity, ionization energy, proton affinity vs. 

Pople and co-workers [4] investigated the 

performances of B-LYP functional with the help of 

basis sets such as 6-31G(d), 6-3111G (3df,2p) in the 

prediction of the mentioned properties. Proft and 

Geerlings [5] calculated electron affinity, ionization 

energy, electronegativity, and hardness values of some 

atoms in the light of Dunning’s correlation consistent 

basis sets and analyzed the performances of B3LYP 

and B3PW91 exchange-correlation functionals. 

Chemical hardness is reported as the resistance against 

electron cloud polarization of chemical species (atoms, 

ions, and molecules) [6]. This concept has been widely 

considered in the understanding of the logic of many 

chemical events. According to Hard and Soft acid-base 

principle [7] that is an approach introduced based on 

the chemical hardness concept, “Hard acids prefer to 

coordinate to hard bases and soft acids prefer to 

coordinate to soft bases.” Another principle about the 

concept is the Maximum Hardness Principle [8] states 

that soft molecules are more reactive compared to hard 

ones. HSAB Principle has been successful in 

explaining the geochemistry in nature of the elements. 

http://dx.doi.org/10.17776/csj.741219
https://orcid.org/0000-0002-0765-9751
https://orcid.org/0000-0003-3132-7754
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For instance, hard acids like Fe3+ and Al3+ are found 

as oxides and fluorides in nature while soft acids such 

as Hg2+and Cd2+ prefer to bond to the sulphide ion 

(S2-).  Some double-charged negative ions like N2-, 

S2-, Se2- and O2- exist in the structure of inorganic 

ionic solids. In the light of this information, Baughan 

[9] calculated electron affinities of some negative ions 

situated in the structure of crystals. Considering 

Electronegativity Equalization Process in a molecule, 

Orsky and Whitehead [10] defined the chemical 

hardness for acid and a base as: 

0

0

1/ 4(IE )

1/ 4(IE )

A A A

B B B

EA

EA









 

 
          (3)                                                                                                                                                                               

It is apparent from the equation given above that to 

calculate the chemical hardness of a base via the 

Orsky-Whitehead definition, we need to sequential 

electron affinity values of atoms or ions. For that 

reason, the methodologies developed for the 

calculation of electron affinities of negative ions are 

quite remarkable for chemists and physicists.  

Laszlo von Szentpaly known with his studies regarding 

chemical reactivity of chemical species imparted a 

useful equation to science to calculate the second 

electron affinities of atoms [11]. The equation is given 

as follows. 

0

2, 1 (7 / 6)calEA EA          (4) 

Where in, IE2, IE1, and η0 are second electron affinity, 

first electron affinity, and chemical hardness value of 

the neutral form of chemical species. It should be noted 

that this methodology proposed by Szentpaly is very 

useful in the calculation of second electron affinities. 

2. Materials and Methods   

The employed reference data were taken from the 

literature [12,13]. All computations were performed 

using Spartan [14]. Thermochemical calculations were 

performed by semi-empirical (PM6) method. The SE-

PM6 approach was chosen to take into account its 

minor computation time consuming and its reliability 

for inorganic species, as verified for PtF6 [15]. To 

verify the reliability of the employed theoretical 

approach, besides the anions (P-3, S-3), etc., 

investigated here for the first time, the electron 

affinities for the neutral atoms (first electron affinity) 

and the respective monoanionic (second electron 

affinities) were also calculated and the results 

compared with reference values. 

 Also, in order to verify such reliability, the 

second electron affinity for oxygen was calculated 

through a Born-Haber cycle: 

Mg(s) + ½ O2(g) → MgO (s) ΔHf (MgO) = -601.6 

MgO(s) → Mg2+(g) + O-2(g) ΔHlatt (MgO) = 3791 

Mg(g) → Mg(s)  ΔH = -147.1 

O(g) → ½ O2(g)  ΔH = -249.3 

Mg+(g) + e- → Mg(g)  ΔH = -737.8 

Mg2+(g) + e- → Mg+(g) ΔH = - 1450.7 

O(g) + 2e- → O2- (g)  ΔH = 604.5 

With the help of the obtained result above, the 

following statements can be written.  

O-(g) → O(g) + e- ΔH= 150 

O(g) + 2e- → O2- (g) ΔH = 604.5 

 

O-(g) + e- → O2- (g)  ΔH = 754.5 kJmol-1 = 7.82 eV 

The same procedure was repeated for sulphur 

Mg(s) + ½ S(g) → MgS (s) ΔHf (MgS) = -345.7 

MgS(s) → Mg2+(g) + S-2(g) ΔHlatt (MgS) = 3238 

Mg(g) → Mg(s)  ΔH = -147.1 

S(g) → ½ S2(g)   ΔH = -215 

M+(g) + e- → Mg(g)  ΔH = -737.8 

Mg2+(g) + e- → Mg+(g)  ΔH = - 1450.7 

S(g) + 2e- → S2- (g)  ΔH =  314.4 

 

With the help of the obtained result above for sulphur, 

the following statements can be written.  

S-(g)  → S(g) + e- ΔH = 200.7 

S(g) + 2e- → S2- (g) ΔH = 314.4 

S-(g) + e- → S2- (g) ΔH = 515.1 kJmol-1 = 5.61eV 
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3. Results and Discussion 

The obtained results are summarized in Table 1. When 

available, reference values are provided. As can be 

verified by Table 1 data, the values to the electron 

affinity for O- (that is, the second electron affinity for 

oxygen, forming O2-) obtained by the Born-Haber 

cycle and the SE-PM6 method are in exceptional 

agreement, testifying the reliability of the chose 

theoretical approach.  For sulphur, the agreement 

between the calculated (SE-PM6) and Born-Haber 

cycle values are not so good. However, it is necessary 

to remember that the SE calculated value is for a 

modelled gas phase specie, whereas the Born-Haber 

cycle employs values for condensed phase species. 

Furthermore, since sulphur is more polarizable than 

oxygen, the superimposition of orbitals (condensed 

phase compounds) must be taken into account.  

In Table 2 are summarized the electron affinity values 

calculated in the presented work and previous ones, 

from literature. Guo and Whitehead [16] have 

calculated second electron affinities for atoms from 

helium to krypton using the self-interaction corrected 

generalized exchange local-spin-density functional 

theory with the correlation energy functional. The 

dependence of the second electron affinities of the 

elements O, S, and Se on the Watson sphere radius was 

considered. As can be seen in Table 2, there is a really 

good agreement between those values calculated for 

the second electron affinity for oxygen, especially 

taking into account the significant differences between 

the employed theoretical approaches (present work and 

Ref. 4). Nevertheless, we think that the value 

calculated here is most reliable, taking into account, for 

example, the exceptional agreement between our value 

and those obtained through a Born-Haber cycle for the 

second electron affinity to oxygen.  

On the other hand, the agreement observed for oxygen 

is not verified for sulphur and selenium. Indeed, as can 

be verified, the agreement between the values 

calculated in the previous work and those obtained by 

Guo and Whitehead decreases down the group, that is, 

for the heavier and more polarizable elements (S and 

Se) the agreement is poor, whereas is good for the 

lighter (and less polarizable) element (oxygen). Based 

on the results obtained for oxygen, we believe that our 

values are more reliable. As can be verified, the second 

electron affinity decreases down the group: 7.81, 4.20, 

and 3.87 eV for O, S, and Se, respectively. Such results 

are compatible with the fact that the heavier and more 

polarizable elements require a minor amount of energy 

to “accept” a second “extra” electron in their electro 

sphere. 

Table 1. Electron affinities (EA) for several species as 

calculated by SE-PM6 method. 

Species EA/eVref.value EA/eVcalc. 

O -1.46a -0.88 

O- 7.82b 7.81 

S -2.08a -2.67 

S- 5.61b 4.20 

S-2 _ 17.25 

S-3 _ 49.74 

Se -2.02a -2.21 

Se- _ 3.87 

Te -1.97a -1.55/-1.67c 

Te- _ 4.97/6.31c 

N (not stable)a 0.23 

N- _ 9.81 

N-2 _ 19.39 

P -0.75a -0.14 

P- _ 7.14 

P-2 _ 14.41 

P-3 _ 205.58 

As -0.80a -0.40 

As- _ 8.85 

As-2 _ 17.28 

As-3 _ 113.07 

Sb -1.05a 1.34 

Sb- _ 10.30 

Sb-2 _ 19.20 

Sb-3 _ 190.59 

a CRC Handbook, 2016; bThrough a Born-Haber cycle; 

Calc.= through SE-PM6 method; cWith a relativistic 

correction (multiplied by γ). 
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Table 2. Electron affinities (EA) for several species as 

calculated by SE-PM6 method (present work) and those 

previously obtained by another theoretical approach. 

Species EA/eVcalc. EA/eVRef. 5 

O -0.88  

O- 7.81 8.22/8.89a 

S -2.67  

S- 4.20 5.83/6.49a 

S-2 17.25  

S-3 49.74  

Se 2.21  

Se- 3.87 5.53/6.19a 

Te -1.55/-1.67c  

Te- 4.97/6.31c  

N 0.23  

N- 8.81 8.68/9.51a 

N-2 19.39  

P   

P- 7.14 6.56/7.37a 

P-2 14.41  

P-3 205.58  

As _  

As- 8.58 6.35/7.14a 

As-2 17.28  

As-3 113.07  

Sb 1.34  

Sb- 10.30  

Sb-2 19.20  

Sb-3 190.59 _ 

Calc.= present work; aWith and without VWN (Vosko, Wilk 

and Nusair) correlation energy functional. 

 

In Figure 1, the calculated second electron affinities for 

oxygen, sulphur, and selenium are plotted as a function 

of their polarizabilities: 0.802, 2.90, and 3.77 for O, S, 

and Se, respectively. The obtained curve (r= 0.9773) 

provides the equation: 

 

1.40 8.78EA p  
 (5) 

 

where EA is the second electron affinity and p is the 

polarizability (in units of 10-24 cm3). 

 

 

Figure 1. Second electron affinity (eV) as a function of the 

polarizability (10-24 cm3) for O, S, and Se. 

To tellurium (Z = 52) it is necessary to remember that 

relativistic contributions matter [17]. That is, the 

higher relativistic contraction/effects must be taken 

into account.     

The relativistic and non-relativistic equations can be 

related by using γ = 1/[1-(v2/c2)], where v is the 

velocity of the considered body (in our case, an 

electron). The velocity of the 1s electron is ≈ Z/137, 

where Z is the atomic number. Hence, γ = 1/[1-

((Z/137)2/c2)]1/2. For tellurium γ= 1.08 and to 

polonium, γ= 1.27. The relativistic corrected values are 

also shown in Tables 1 and 2.  About the correlation 

between the second electron affinity and the 

polarizability, an important observation must be done: 

the polarizability reference values [1] for O, S, and Se 

have an estimated accuracy of 2%, whereas for 

tellurium (5.5) such estimated accuracy is high as 25%, 

making a possible correlation unreliable.  

As can be verified, the second electrons affinities to N 

and P calculated in the present work agree very well 

with those values calculated by Guo and Whitehead. 

As mentioned to oxygen, the verified agreement is 

really good, especially taking into account the 

significant differences between the employed 

theoretical approaches. As verified for group 16 

anions, the agreement between SE-PM6 results and 

Whitehead data decreases as the polarizability 

increases down the group.   

In Figure 2, the calculated second electron affinities for 

phosphorus, arsenic, and antimony are plotted as a 

function of their polarizabilities: 3.63, 4.32, and 6.6 for 

P, As and Sb, respectively [1]. The obtained curve (r= 

0.9692) provides the equation: 

0.987 3.889EA p   (6) 

where EA is the second electron affinity and p is the 

polarizability (in units of 10-24 cm3). 
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Figure 2. Second electron affinity (eV) as a function of the 

polarizability (10-24 cm3) for P, As, and Sb. 

Nitrogen (the lightest and harder, less polarizable 

element of the group) deviate from linearity, as 

predictable. Chattaraj and Duley [18] also investigated 

the electron affinities for a series of anions, including 

some studied in the present work, as N- and O-. All the 

calculations were done at the HF/6-311+G(d), 

B3LYP/6-311+G(d), and MP2/6-311+G(d) levels of 

theory. However, we have chosen do not to use such 

values for comparison since they are (a series of 

sometimes very different values for the same specie) 

highly dependent on the chose theoretical approach. 

For example, to gas phase N-, they had obtained values 

from -3.28 eV (B3LYP/6-11+G(d) level of theory) to -

6.80 eV (Hartree-Fock). 

 

Figure 3. Calculated second electron affinity (eV) as a 

function of the experimental Mulliken 

electronegativities (eV) for O, S, and Se. 

 

 

Hence, although some of their calculated values 

agree well with those obtained in the present work 

(e.g. 7.24 eV for O-, by B3LYP method), we do 

not consider such values as really conclusive and 

useful (reliable) for comparison. If the calculated 

electron affinity values for O-, S- and Se- (that is, 

the second electron affinities for O, S, and Se) are 

plotted as a function of the experimental values for 

Mulliken electronegativities [19,20] for those 

elements (7.53, 6.22 and 5.89, respectively), the 

curve shown in Figure 3 (r= 0.9933) is obtained.  

Providing the equation: 

 

2.503 11.092EA    (7) 

                                                                                                                                                               

where EA is the second electron affinity and χ is 

the Mulliken electronegativity (eV). 

 
Figure 4. Calculated second electron affinity (eV) as a 

function of the experimental Mulliken 

electronegativities (eV) for P, As, and Sb. 

If the calculated electron affinity values for P-, As- and 

Sb- (that is, the second electron affinities for P, As and 

Sd) are plotted as a function of the experimental values 

for Mulliken electronegativities for those elements 

(5.62, 5.30 and 4.85, respectively), the curve shown in 

Figure 4 (r= 0.9989) is obtained.  Providing the 

equation: 

 

4.086 30.150EA     (8) 

where EA is the second electron affinity and χ is the 

Mulliken electronegativity (eV). 

Of course, analogous relationships can be obtained 

employing the third and fourth electron affinities.   

To S, S-, S-2, and S-3, if the calculated SE-PM6 electron 

affinities are plotted as a function of the nuclear 
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effective charges (Zeff, using Slater rules: 5.45, 5.10, 

4.75 and 0.8, respectively), the curve shown in Figure 

5 (r = 0.9727) is obtained, providing the equation: 

10.43 59.11effEA Z    (9) 

Of course, analogous curves and equations can be 

obtained to P, As and Sb. 

 

Figure 5. Calculated (SE-PM6) electron affinities for S, S-, 

S-2, and S-3 as a function of nuclear effective 

charges (Slater rules). 
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Abstract  

The structural, electronic, molecular and thermochemical properties of hypothetical 

[Tp(CO)2Mo≡C-Ph)]2+ (1) [Tp = hydridotris(pyrazolyl) borate] and [L(CO)2Mo≡C-Ph)]+ 

(2) [L=hydrido 2-phenoxybis(pyrazolyl) borate] carbyne complexes were investigated by 

quantum chemical calculations. The carbyne complexes were optimized at 

B3LYP/LANL2DZ/6-31G(d) level. Structural parameters, vibration spectra, electronic 

spectra and NMR spectra were computationally obtained. Environment geometry of the 

molybdenum atom was predicted to be distorted octahedral. Mulliken atomic charges, 

molecular electrostatic potential maps, molecular orbital energy diagrams and frontier orbital 

contour diagrams were calculated and interpreted to estimate the electronic properties of the 

complexes. In order to predict the molecular properties of complexes, some electronic 

structure descriptors were calculated and discussed. The thermal stability of the complexes 

was investigated. Thermochemical parameters of the complexes were found to increase with 

increasing temperature. Metal-carbyne bond dissociation energies of complex (1) and complex 

(2) were calculated as 955 and 912 K, respectively. 
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1. Introduction  

LnM≡C-R type organometallic compounds are known 

as alkylidyne or carbyne complexes. The ligands in the 

C-R general formula (R = H, alkyl, aryl, SiMe3, NEt2, 

PMe3, SPh, Cl) are called alkylidyne or carbyne 

ligands [1] and L ligands are ancillary ligands. Such 

compounds are used in the synthesis of alkynes and 

nitriles and act as catalysts in organic reactions [2,3]. 

Carbyne complexes catalyze alkyne metathesis 

reactions and form new alkyne compounds. Ancillary 

ligands have important roles on the catalytic activities 

of the carbyne complexes and the steric and electronic 

properties of ancillary ligands are generally considered 

as important factors to improve the catalytic activity 

[4-7].  

In carbyne complexes, the metal-carbon bond can be 

considered as a combination of a σ bond and two π 

bonds. As seen in Fig. 1, sp hybrid orbital on the carbon 

atom of the carbyne ligand contains a lone electron 

pair. This lone electron pair is transferred to a suitable 

orbital on the metal atom and an M-C σ bond is formed. 

In addition, carbyne carbon has two empty p orbitals. 

Electrons are transferred from metal to empty p orbitals 

of the carbyne ligand and two π bonds are formed [8]. 

As understood from this description, the carbyne 

ligand is both a σ donor and π receptor. Schematic 

representation of overlapping orbitals in the formation 

of σ and π bonds in carbyne complexes is given in 

Figure 1. 

 

Figure 1. Orbital overlaps in the formation of σ and π bonds in 

carbyne complexes 

Various methods have been used in the synthesis of 

carbyne complexes. One of them is the Fischer method. 

The first carbyne complex was synthesized by Fischer 

and Schubert in 1975 by this method [1]. In this 

method, when the carbene complex is reacted with 

Lewis acids of the type BX3 (X = Cl, Br, I), Lewis acid 

first attacks the oxygen atom bound to the carbene 

carbon and the methoxy group is attached to the Lewis 

acid of the type BX3. For the first time, [(CO)4ClCrC-

Ph] carbyne complex was synthesized from the 

http://dx.doi.org/10.17776/csj.826772
https://orcid.org/0000-0001-5338-1765
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reactions of carbene complexes with Lewis acids [9]. 

The structure of the complex was examined by X-ray 

crystallography. The other method used in 

synthesizing the carbyne complexes is the Mayr 

procedure [10]. In this method, the carbene complexes 

are reacted with oxalyl chloride in a solvent of 

dichloromethane at low temperatures to form a halide-

containing carbyne intermediate. Carbyne complex is 

prepared by adding a strong multi-dental ligand on this 

intermediate at low temperatures. Stone and colleagues 

used the Mayr procedure to prepare Cp(CO)2MC-

R/Ar and Tp(CO)2WC-Tol type carbyne complexes. 

Where Cp=cyclopentadienyl, 

Tp=hydridotris(pyrazolyl)borate and Tol=p-tolyl 

[9,11,12]. In addition, new Fischer type tungsten 

carbyne complexes such as L(CO)2WC-R/Ar were 

synthesized by A. Sarkar at al. using the Mayr method 

[13]. Here L is a tridentate and -1 charged ligand. In 

this study, it was found that the synthesized complexes 

were thermally stable and did not decompose in long 

term storage at room temperature. 

Although extensive studies have been conducted on 

other organometallic compounds such as metal 

carbonyls and carbene complexes, research on carbyne 

complexes is limited due to the thermal instability of 

the carbyne complexes. The development of quantum 

chemical calculation methods and advancement in 

computer technology made it easier to predict the 

structural, electronic and molecular characteristic of 

complexes. In this work, the structural, electronic, 

molecular and thermochemical properties of 

hypothetical [Tp(CO)2MoC-Ph)]2+ (1) and 

[L(CO)2MoC-Ph)]+ (2) alkylidyne complexes were 

investigated by quantum chemical calculations. Where 

Tp is hydrido tris(pyrazolyl)borate] and L is hydrido 2-

phenoxy bis(pyrazolyl)borate. In order to determine 

the structure of hypothetical complexes, molecular 

structure parameters, IR, UV-VIS and NMR spectra 

were computed. Electronic properties were determined 

by calculating molecular orbital energy diagrams, 

molecular electrostatic potential maps and electronic 

charges of atoms. Various molecular structure 

identifying were calculated to estimate the molecular 

properties. Thermochemical parameters, total energy 

(E), enthalpy (H), heat capacity (Cv) and entropy (S) 

values of the complexes were calculated at 200, 298.15 

and 400 K temperatures to predict the complex 

stability. Correlations were generated which allowed 

the calculation of thermochemical parameters of 

complexes at various temperatures. 

 

 

 

2. Materials and Methods 

Quantum chemical calculations were made on 

hypothetical [Tp(CO)2MoC-Ph)]2+ and 

[L(CO)2MoC-Ph)]+ carbyne complexes. GaussView 

5.0.8 program [14] was used for drawing complex 

structures, preparation of account input files and 

visualization of the calculation results, Gaussian 09 

AS64L-G09 RevD.01 program [15] for the 

calculations, and ChemDraw Professional 17.0 

program for editing the visualized results and saving 

them as word files. Optimized structure calculations 

were performed with B3LYP hybrid functional based 

on density functional theory (DFT) method [16,17]. In 

the calculations, LANL2DZ/6-31G(d) mixed base set 

was used [18,19]. The central molybdenum atomic 

orbitals were represented by the LANL2DZ base set 

containing the internal potential, the remaining atomic 

orbitals in the complex were represented by the 6-31G 

(d) base set. The base set 6-31G(d) is the polarized base 

set that adds d functions to non-hydrogen atoms. Spin 

multiplicity of the complexes was taken as singlet and 

closed shell calculations were made. No negative 

frequency was calculated as a result of the 

optimization. This result indicates that the calculated 

structures are in the ground state.  

For the structural analysis, some bond length, bond 

angles, IR spectrum, UV-VIS spectrum, NMR 

spectrum of the complexes were calculated. Molecular 

structural parameters and IR spectrum were obtained 

from gas phase optimizations. The electronic spectra of 

the carbyne complexes were calculated at the 

TD/B3LYP/LANL2DZ/6-31G(d) level and the 

electronic transitions of the bands in the spectra were 

investigated. 1H-NMR and 13C-NMR spectra were 

computed at GIAO/B3LYP/LANL2DZ/6-31G(d) 

levels and chemical shift values were found according 

to TMS standard. In order to predict the electronic 

properties of complexes, Mulliken charges of atoms, 

electrophilic and nucleophilic regions of complexes 

and contour diagrams of frontier orbitals were 

obtained. In order to predict the molecular properties 

of the complexes, HOMO and LUMO energies were 

taken from the molecular orbital energy diagrams and 

some molecular structure descriptors such as 

ionization energy (I), electron affinity (A), LUMO-

HOMO energy gap (E), hardness (), softness (), 

Mulliken electronegativity (), chemical potential 

(CP), electrophilicity index (), static dipole moment 

() and average linear polarizability () were 

calculated by using eq. (1)-(10) [19,20]. 
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Thermochemical parameters which are total energy 

(E), enthalpy (H), heat capacity (Cv) and entropy (S) 

were calculated at 200, 298.15 and 400 K 

temperatures. The temperature dependence of 

complexes stability was investigated computationally. 

3. Results and Discussions 

3.1. Structural characterization 

Optimized structures of [Tp(CO)2MoC-Ph)]2+ and 

[L(CO)2MoC-Ph)]+ carbyne complexes were 

computed at B3LYP/LANL2DZ/6-31G(d) level in the 

gas phase under standard conditions (1.00 atm and 

298.15 K) and given in Fig. 2 together with atomic 

labels. Some structure parameters which are obtained 

from the optimized structures are given in Table 1 and 

Table 2. 

 

 

 

 

 

 

 

 

Figure 2. Molecular structure of the [Tp(CO)2MoC-Ph)]2+ (1) and [L(CO)2MoC-Ph)]+ (2) complexes. 
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Table 1. Bond lengths (Å) and bond angles (◦) of complex (1) 

Bond length (Å) Bond  Angles (◦) 

Mo36-N16 2.077 N16-Mo36-N17 87.1 

Mo36-N17 2.077 N16-Mo36-N18 87.6 

Mo36-N18 2.287 N16-Mo36-C19 104.2 

Mo36-C19 1.853 N16-Mo36-C20 89.4 

Mo36-C20 2.198 N16-Mo36-C21 170.7 

Mo36-C21 2.198 N17-Mo36-N18 87.6 

C19-C24 1.398 N17-Mo36-C19 104.2 

C20-O23 1.133 N17-Mo36-C20 170.7 

N3-N18 1.369 N17-Mo36-C21 89.3 

N7-N16 1.378 N18-Mo36-C19 163.5 

N11-N17 1.378 N18-Mo36-C20 83.6 

N3-C4 1.352 N18-Mo36-C21 83.6 

N7-C8 1.337 C19-Mo36-C20 85.0 

N11-C12 1.337 C19-Mo36-C21 85.0 

N16-C10 1.370 C20-Mo36-C21 92.9 

N17-C14 1.370 H1-B2-N3 111.6 

N18-C5 1.347 H1-B2-N7 109.8 

B2-N3 1.532 H1-B2-N11 109.8 

B2-N7 1.567 N3-B2-N7 109.3 

B2-N11 1.567 N3-B2-N11 109.3 

B2-H1 1.192 N7-B2-N11 106.8 

C4-C6 1.388 C24-C19-Mo36 172.9 

 

Table 2. Bond lengths (Å) and bond angles (◦) of complex (2) 

Bond length (Å) Bond  Angles (◦) 

Mo26-N12 2.145 N12-Mo26-N14 88.6 

Mo26-N14 2.321 N12-M26-O25 89.3 

Mo26-O25 1.975 N12-Mo26-C27 84.1 

Mo26-C27 2.146 N12-Mo26-C28 173.6 

Mo26-C28 2.134 N12-Mo26-C31 102.7 

Mo26-C31 1.827 N14-Mo26-O25 90.5 

C31-C32 1.420 N14-Mo26-C27 83.6 

C27-O30 1.139 N14-Mo26-C28 85.0 

C28-O29 1.140 N14-Mo26-C31 164.1 

N11-N12 1.371 O25-Mo26-C27 171.3 

N13-N14 1.362 O25-Mo26-C28 90.2 

O25-C16 1.314 O25-Mo26-C31 100.6 

C15-C16 1.442 C27-Mo26-C28 95.6 

C16-C18 1.430 C27-Mo26-C31 86.5 

N11-C6 1.342 C28-Mo26-C31 83.7 

N12-C8 1.354 H1-B10-N11 105.7 

N13-C2 1.348 H1-B10-N13 107.0 

N14-C4 1.346 H1-B10-C15 109.5 

B10-N11 1.572 N11-B10-N13 109.5 

B10-N13 1.552 N11-B10-C15 112.6 

B10-C15 1.630 N13-B10-C15 112.1 

B10-H1 1.202 C32-C31-Mo26 171.0 

As can be seen from Table 1 and Table 2, Mo36-N18 

for the complex (1) and Mo26-N14 bonds for the 

complex (2) are longer from the other Mo-N bonds. 

The lengths of Mo36-N18 and Mo26-N14 bonds are 

2.287 and 2.321 Å, respectively. These bonds contain 

the carbyne ligand in the trans position. The Mo-

C(carbyne) lengths are 1.853 and 1.827 Å in the 

complex (1) and complex (2), respectively. This result 

indicates that Mo-C(carbyne) binding is stronger and 

carbyne carbon makes stronger back bonding. This 

result is consistent with that of many other carbyne 

complexes. In many other carbyne complexes, the 

length of M-C(carbyne) is given between 1.765-1.878 

A° [21]. The stronger Mo-C(carbyne) bond caused 

weakening and elongation of the bonds in the trans 

position. The other bond lengths calculated for the 

complexes are consistent with the expected values and 

bond degrees. 

C24-C19-Mo36 bond angle is calculated as 172.9 for 

complex (1) and C32-C31-Mo26 bond angle is 

obtained as 171.0 for complex (2). These M-C-R bond 

angles are consistent with similar carbyne complexes 

[21]. it is seen from these results that the carbyne 

carbon environmental geometry is near linear in the 

complex (1) and (2). As seen from the bond angles, the 

cis angles are about 90 degrees and the trans angles are 

about 180 degrees around the central metal atom. 

Therefore, central molybdenum environmental 

geometry is distorted octahedral. However, the angles 

N16-Mo36-C19 and N17-Mo36-C19 have deviated 

considerably from 90 degrees due to the steric and 

chelate effect. Boron atom environmental geometry in 

Tp ligand is distorted tetrahedral. The boron 

environment angles in the Tp ligand are expected to be 

109.5 degrees. The calculated angles in boron 

environment are almost 109.5 degrees. Similar 

bonding angles have been obtained experimentally in 

similar carbyne complexes [13]. 

 

3.2. IR spectrum and labeling of peaks  

IR spectrums of complex (1) and complex (2) were 

calculated at B3LYP/LANL2DZ/6-31G(d) level. The 

calculated IR spectrums are given in Fig. 3 with peak 

numbers. 
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Figure 3. Calculated IR spectrum of complex (1) and complex (2). 

 

Peak number, vibration mode number, frequencies and 

assignment of peaks given in Fig. 3 are given in Table 

3 and Table 4. The frequencies in the tables are 

harmonic frequencies. No scale factor was found in the 

literature for the calculation level. Peak assignments 

were performed with vibrational energy distribution 

analysis (VEDA) program [22]. 

 

Table 3. Assignment of the peaks observed in the IR spectrum of the complex (1) 

Peak No Mod No Frequency (cm-1) Assignment 

1 34 556.6 B (C-C-Mo), T (C-C-C-C) 

2 41 651.6 S (Mo-C), B (C-C-C), 

3 51 803.5 T (H-C-C-N), T (H-C-C-C) 

4 65 1000.7 B (C-C-C) 

5 71 1068.0 B (C-N-N) 

6 77 1135.8 S (C-N) 

7 81 1183.5 S (N-N) 

8 84 1213.7 B (H-C-C) 

9 88 1300.8 S (C-N) 

10 93 1409.5 S (C-C) 

11 98 1467.9 S (C-C), B (C-N-N) 

12 101 1517.4 S (C-C), B (H-C-C) 

13 106 1631.7 S (C-C) 

14 108 2226.5 S (C-O) 

15 109 2672.1 S (B-H) 

16 120 3295.1 S (C-H) 

B: Bending, T: Torsion, S: Stretching 
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Table 4. Assignment of the peaks observed in the IR spectrum of the complex (2) 

Peak No Mod No Frequency (cm-1) Assignment 

1 38 577.9 B (C-C-C), T (C-N-N-C) 

2 43 635.1 B (O-C-C), B (C-C-C) 

3 45 667.6 S (Mo-C), B (C-C-C) 

4 70 1008.4 B (C-C-C) 

5 77 1086.9 S (C-C), B (N-N-C), B (H-C-C) 

6 85 1175.8 S (C-C), S (C-B), B (H-C-C), B (H-B-C) 

7 88 1206.3 S (N-C), S (N-N) 

8 94 1315.4 S (C-O) phenoxy 

9 100 1388.9 S (C-C) 

10 103 1454.3 B (H-C-C) 

11 108 1529.5 S (C-C), B (H-C-C) 

12 110 1563.7 S (C-C), B (H-C-C) 

13 113 1631.7 S (C-C), B (H-C-C) 

14 116 2179.8 S (C-O) 

15 117 2572.6 S (B-H) 

16 125 3230.6 S (C-H) 

B: Bending, T: Torsion, S: Stretching 

As shown in Table 3 and Table 4, bending, torsion and 

Mo-C(carbyne) stretching vibrations are observed in 

the 500-1000 cm-1 region. Bending and torsion 

vibrations have no important function in determining 

the structure. However, the peak of Mo-C(carbyne) 

stretching vibrations was calculated in this region. The 

frequencies of 651.6 cm-1 for complex (1) and 667.6 

cm-1 for complex (2) belong to the Mo-C(carbyne) 

bond stretching vibration. It is known that the vibration 

frequencies  are directly proportional to the square 

root of the bond force constant (k) and inversely 

proportional to the square root of reduced masses () 

of the connected atoms according to the Eq. 11. 

μ

k

πc2

1
ν   (11) 

For Mo-C bonds, in general, the Mo-C stretching 

frequencies are expected to be small since the force 

constant is small and the reduced mass is large. 

Therefore, Mo-C stretching vibrations are observed at 

low frequency. 

Numerous peaks emerged in the region of 1000-1650 

cm-1. This is the region where single and double bond 

stretching vibrations are observed. In this region, peaks 

of C-C, C=C, N-N, C-N, C=N, B-N, C-O(phenoxy) 

bond stretching vibrations and some bending 

vibrations were calculated. 

Peaks of C-O stretching for both complexes are very 

prominent. The peaks 14 for the complex (1) and (2) 

belong to C-O stretching vibrations. For both 

complexes, these frequencies are in the carbonyl 

stretching region. Another prominent peak in the IR 

spectrum of complexes is related to B-H stretching. B-

H stretching frequencies were calculated at 2672.1 cm-

1 in the complex (1) and 2572.6 cm-1 in the complex 

(2). C-H, N-H, O-H vibrations are observed around 

3000 cm-1. Although these bonds are single bonds, they 

are observed at high frequency because the reduced 

mass is small. The smaller the reduced mass according 

to eq. (11), the greater the frequency of the vibration. 

3.3. UV-VIS spectrum and main band 

assignment 

UV-VIS spectrums of the complexes were calculated 

at TD-B3LYP/LANL2DZ/6-31G(d) level in gas phase 

and given in Fig. 4. The bands in the UV-VIS spectrum 

of the molecules arise from allowed electronic 

transitions. The allowed electronic transitions have a 

molar absorption coefficient greater than 1000 

L/mol.cm. Electronic transitions with large molar 

absorption coefficients are shown in Fig. 4 with band 

number. 
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Figure 4. Calculated UV-VIS spectrums of the complex (1) and (2) 

 

As shown in Fig. 4, there are four bands in the UV-VIS 

spectrum of the both complexes. Main band is shown 

with number 1 for complex (1) and number 3 for 

complex (2). Here, the electronic transitions forming 

the main bands will be analyzed. Table 5 shows the 

wavelengths of the main bands, the electronic 

transitions forming the main bands and the wave 

function coefficients of the electronic transitions for 

each excitation. 

 

 

Table 5. Wavelengths of the main bands in the UV-VIS spectra of the studied complexes, electronic transitions forming the main bands 

and wave function coefficients 

Complex Wavelength (nm) Transitions Wave function coefficient 

(1) 294.1 HOMO-13 → LUMO  0.199 

HOMO-4 → LUMO+2  0.145 

HOMO-2 → LUMO+2  0.576 

HOMO-1 → LUMO+1  0.238 

(2) 454.9 HOMO-9 → LUMO  0.163 

HOMO-8 → LUMO  0.621 

HOMO-6 → LUMO  -0.124 

HOMO-1 → LUMO  0.173 

HOMO → LUMO  0.117 

When the wave function coefficients of the electronic 

transitions which form the main band (294.1 nm) of 

complex (1) are examined, it is seen that the wave 

function coefficient of HOMO-2 → LUMO+2 

electronic transition is the highest. This finding 

indicates that the highest contribution to the formation 

of the main band of complex (1) is due to the electronic 

transition of HOMO-2 → LUMO+2. Likewise, it can 

be said that the main band (454.9 nm) of complex (2) 

is mainly caused by HOMO-8→LUMO transition. The 

characters of these orbitals can be determined from 

wave function coefficients or contour diagrams. The 

contour diagrams of HOMO-2, LUMO+2 for complex 

(1) and HOMO-8 and LUMO for complex (2) are 

given in Figure 5. 

For complex (1), it can be said that HOMO-2 is a  

molecular orbital consisting of the overlap of 

molybdenum d orbital and carbyne carbon p orbital in 

two regions. LUMO+2 is a * antibonding molecular 

orbital formed by the difference between molybdenum 

d orbital and carbyne carbon p orbital. 

The HOMO-2 → LUMO+2 transition is then a →* 

transition. HOMO-8 of complex (2) represents  

molecular orbital formed by the overlap of the p 

orbitals of the carbon atoms in the pyrazole ring. 

LUMO indicates * orbitals consisting of central 

molybdenum d orbitals and phenoxy oxygen p orbitals 

[23]. Therefore, this electronic transition can be 

considered as a ligand-to-metal charge transfer 

transition (LMCT). The same results are obtained 

when the molecular orbital coefficients are examined. 
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Figure 5. Contour diagrams of HOMO-2, LUMO+2 for complex 

(1) and HOMO-8 and LUMO for complex (2) 

 

3.4. 1H-NMR and 13C-NMR spectrums and 

assignment of peaks 

1H-NMR and 13C-NMR spectrums of the complexes 

were computed with Gauge-Independent Atomic 

Orbital (GIAO) method at the level of 

B3LYP/LANL2DZ/6-31G(d). Tetramethyl silane 

(TMS) was taken as reference to determine chemical 

shifts. Chemical shift of carbon and hydrogen atoms 

for TMS in the same level were calculated as 193.0 and 

32.4 ppm, respectively. 1H-NMR and 13C-NMR 

spectrums of the complexes are given in Fig. 6 and Fig. 

7. 1H and 13C-NMR chemical shift values are given in 

Table 6. 

As can be seen from Figure 6, Figure 7 and Table 6, 

there are seven peaks in the 1H-NMR spectrums of both 

complexes. Some protons have the same chemical shift 

value. This result indicates that some hydrogens are 

equivalent. The chemical shift value of hydrogen 

bound to the boron atom was calculated as 4.65 ppm 

for complex (1) and 4.47 ppm for complex (2). The 

chemical shift values of the hydrogens bonded carbon 

atoms vary between 5.9-8.4 ppm. This can be 

explained by the fact that the hybridization types of 

boron and carbon atoms are different [24]. Carbon 

atoms have sp2 hybridization and boron atom sp3 

hybridization. S-characters of the hybrid orbitals in the 

boron atom are about 25%, whereas the s-characters of 

the hybrid orbitals in the carbon atom are about 33%. 

 

Figure 6. 1H-NMR and 13C-NMR spectra for [Tp(CO)2MoC-

Ph)]2+ complex calculated at B3LYP/LANL2DZ/6-31G(d) level by 

GIAO method 

 

Figure 7. 1H-NMR and 13C-NMR spectra for [L(CO)2MoC-Ph)]+ 

complex calculated at B3LYP/LANL2DZ/6-31G(d) level by 

GIAO method 
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Table 6. 1H and 13C-NMR chemical shift values (ppm) of the studied complexes  

 

Complex (1) Complex (2) 
1H-NMR assignment (ppm) 1H-NMR assignment (ppm) 

1H 4.65 1H 4.47 

15H,34H,35H 5.95-6.00 5H,9H 5.91-5.98 

33H 7.16 22H,23H 6.71-6.74 

31H,32H,37H,39H,41H 7.34-7.39 24H 7.02 

38H 7.70 20H,39H,40H,41H,42H,44H,45H  7.35-7.58 

28H,43H 7.95 36H,43H 7.84-7.89 

40H,42H 8.25 46H 8.32 
13C-NMR assignment (ppm) 13C-NMR assignment (ppm) 

6C,9C,13C 102.7 3C,7C 102.2 

27C,29C,30C 123.1-124.4 18C 117.8 

25C,26C 129.6 19C,21C,33C,35C,37C,38C 123.4-126.9 

4C,8C,12C 131.2-131.9 2C,4C,6C,8C,15C,17C,32C,34C,  131.5-139.8 

5C,10C,14C,24C 139.3-141.2 16C 177.2 

20C,21C 212.4 28C 208.6 

19C 288.1 27C 213.1 

  31C 314.9 

 

As the s-character of the hybrid orbitals decreases, the 

nuclei are more shielded by electrons. Highly shielded 

nuclei are observed at low chemical shift value. 

Therefore, the chemical shift of the hydrogen bound to 

the boron atom is lower. The slightly different 

chemical shift values of the hydrogens bound to carbon 

atoms are related to the distance of the carbon atoms to 

the electronegative atom. The chemical shift values of 

the hydrogens attached to carbons close to the 

electronegative atom such as nitrogen and oxygen are 

slightly higher. Because the nuclei of the carbons 

adjacent to the atom with high electronegativity are 

less shielded. The less shielded core is observed at high 

ppm. 

When the 13C-NMR spectra and chemical shift values 

of the complexes are examined, it is seen that the 

chemical shift of the carbyne carbon is higher than the 

others. 19C = 288.1 ppm for complex (1) and 31C = 

314.9 ppm for complex (2). In general, the chemical 

shift of carbon atoms with MC binding is reported to 

be between 235-401 ppm [25]. The chemical shift 

values calculated in this study are consistent with these 

results. The calculated carbonyl carbon chemical shift 

values are also around 210 ppm. Experimentally, 13C-

chemical shift values for M-CO bonded carbonyl 

compounds are generally in the range of 177-275 ppm 

[25]. The values calculated in this study are in 

agreement with this range. 16C chemical shift (177.2 

ppm) in complex (2) is also different. This value 

belongs to the carbon to which the phenoxy group 

oxygen is attached. The high electronegativity of 

oxygen leads to a reduction in electron density on 16C 

and less shielding of the nucleus. The less shielded core 

has a high chemical shift value. As can be seen from 

Table 6, the chemical shift of other carbons is between 

100-140 ppm. These values vary according to the 

chemical environment of carbon atoms. Carbons with 

electronegative atoms around have a higher chemical 

shift value. 

3.5. Charge distribution 

In order to estimate the electronic structures of the 

complexes, charges of some atoms, electrostatic 

potential maps of the complexes, molecular orbital 

energy diagrams and frontier orbital contour diagrams 

were calculated. The charges of the atoms in the 

complexes were calculated according to Mulliken 

method. Mulliken charges of some atoms are given in 

Table 7. 

Table 7. Mulliken charges of some atoms in the complexes 

     Complex (1)      Complex (2) 

Atom Charge Atom Charge 

2B 0.484 10B 0.344 

16N -0.417 12N -0.385 

17N -0.417 14N -0.318 

18N -0.339 25O -0.556 

19C -0.161 26Mo 0.843 

20C 0.298 27C 0.280 

21C 0.298 28C 0.254 

36Mo 0.946 31C -0.184 
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It was considered that central molybdenum is +3 

charged, hydridotris(pyrazolyl)borate (Tp) ligand is -1 

charged and hydrido-2-phenoxybis(pyrazolyl)borate 

(L) is -2 charged in the computational design. In this 

case, the total charge of complex (1) is +2 and the total 

charge of complex (2) is +1. As shown in Table 7, 

positive formal charges were calculated for boron 

atoms (2B, 10B) in the Tp and L ligands, carbonyl 

carbon (20C, 21C, 27C, 28C) and central molybdenum 

atoms. Negative formal charges were obtained for 

donor nitrogen atoms (16N, 17N, 18N,12N, 14N) 

phenoxy group oxygen atom (25O) and carbyne 

carbons (19C, 31C). It is seen that central molybdenum 

atom reduces the positive charge in complex 

formation. The molybdenum atom, which was 

considered to be +3 charged in the isolated state, had a 

charge of +0.946 in complex (1) and +0.843 in 

complex (2). This result indicates that molybdenum 

receives electrons from the ligands in complex 

formation. In the complexes, the formal charges of 

carbyne carbons appear to be very close to zero. This 

is suitable for metal-carbyne back bonding. Carbyne 

carbon gives electrons in sp hybrid orbitals to metal 

and positively charged. However, the low-energy p 

orbitals receive electrons from the metal and 

negatively charged. The similar Cl(CO)4CrC-Ph 

complex were studied by Dao at al. Electronic charges 

were obtained from X-ray and neutron diffraction 

methods. It is seen that there is a partial negative 

charge on the carbyne carbon atom [26].  

3.6. Molecular electrostatic potential (MEP) maps 

MEP maps were calculated to determine the regions of 

the complexes suitable for nucleophilic and 

electrophilic attacks. The colors in these maps range 

from red to blue. In the MEP maps, the red zone 

electron density is the highest and the blue zone 

electron density is the lowest. Thus, the molecule can 

attack the nucleophiles from the red region and the 

electrophiles from the blue region. MEP maps of 

carbyne complex ions were calculated at 

B3LYP/LANL2DZ/6-31G(d) level and given in Figure 

8. 

As shown in Fig. 8, the MEP map of complex (1) is 

darker-blue. The darker-blue indicates that the electron 

density is low and the electrophilicity of the complex 

is high. According to this assessment, complex (1) is 

more electrophilic than complex (2). This is also 

consistent with the charges of the complexes. Since 

both complexes are positively charged, there are no red 

regions with high electron density in the MEP maps. 

 

Figure 8. MEP maps of complex (1) and complex (2) 

 

3.7 Molecular orbital energy diagrams and frontier 

orbital contour diagrams 

The diagrams obtained by ordering the molecular 

orbitals according to their increasing energy are called 

molecular orbital energy diagram (MOED). The 

energies of the highest occupied molecular orbital 

(EHOMO) and the lowest unoccupied molecular orbital 

(ELUMO) and contour diagrams of frontier orbitals are 

generally used to estimate the electronic properties. 

Molecular orbital energy diagrams of the complexes 

between HOMO-4 and LUMO+4 and contour 

diagrams of HOMO, LUMO are given in Figure 9. 
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Figure 9. Contour diagrams of the frontier orbitals and MOED for complexes (1) and (2). 

 

Table 8. Some molecular properties calculated for 

B3LYP/LANL2DZ/6-31G(d) level for complex (1) and complex 

(2) 

As can be seen from the molecular orbital energy 

diagram of the complexes, EHOMO = -0.4712 and ELUMO 

= -0.4180 for complex (1), EHOMO = -0.3370 and ELUMO 

= -0.2746 for complex (2). Here the energies are in the 

Hartree unit. 1 Hartree = 27.2116 eV. For complex (1), 

HOMO is concentrated on the boron atom, LUMO is 

concentrated on the phenyl ring. On the other hand, for 

complex (2), HOMO is concentrated on the phenyl ring 

and LUMO is concentrated on the central molybdenum 

atom. HOMO is the orbital where the first electron will 

be removed and LUMO is the first electron to enter.  

3.8. Some electronic structure descriptors 

Some molecular structure descriptors such as 

ionization energy (I), electron affinity (A), LUMO-

HOMO energy gap (E), chemical hardness (), 

chemical softness (), Mulliken electronegativity (), 

chemical potential (CP), electrophilicity index (), 

static dipole moment () and average linear 

polarizability () were calculated for predicting the 

molecular properties of the complexes. HOMO and 

LUMO energies were taken from the molecular orbital 

energy diagrams (MOED). The electronic structure 

descriptors calculated from eq. (1)-(10) are given in 

Table 8.  

As seen from eq. (1) and eq. (2), HOMO and LUMO 

energies is connected with ionization energy (I) and 

electron affinity (A) according to the Koopmans 

theorem [27].  It is seen from Table 8 that the HOMO 

energy of complex (1) is lower than that of complex 

(2). The lower ionization energy of complex (1) is 

higher than that of complex (2) since the low HOMO 

energy will cause higher ionization energy. LUMO 

energy is also associated with electron affinity. Again, 

the LUMO energy of complex (1) is low and the 

electron affinity of complex (1) is higher than that of 

complex (2). 

It is seen from the equation (3) - (7) that the energy gap 

is associated with hardness, softness, electronegativity 

and chemical potential. The species with a large energy 

gap are harder and the smaller ones are softer. Since 

the E value of complex (1) is higher than that of 

complex (2), complex (1) is harder than complex (2) 

[28]. 

Mulliken electronegativity is defined as the arithmetic 

mean of ionization energy (I) and electron affinity (A). 

Descriptor (Unit) Complex (1) Complex (2) 

EHOMO eV -12.8188 -9.1686 

ELUMO eV -11.3713 -7.4710 

I eV 12.8188 9.1686 

A eV 11.3713 7.4710 

E eV 1.4475 1.6975 

 eV 0.7238 0.8488 

 eV-1 1.3817 1.1782 

 eV 12.0950 8.3198 

CP eV -12.0950 -8.3198 

 eV 101.0616 40.7763 

 D 3.5757 1.9049 

 Å3 345.6023 390.1813 
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The higher the I and A values, the higher the  value 

and the lower the CP. As shown in Table 8, since the I 

and A values of complex (1) are higher than those of 

complex (2),  value is higher and CP value is lower. 

The higher the electrophilicity index, the higher the 

electrophilicity. An electrophile interacts more 

strongly with a nucleophile and there is more electron 

flow in this interaction. This electron flux reduces the 

energy more. As shown in Table 8, the  value of 

complex (1) is higher than that of complex (2). 

Therefore, complex (1) is more electrophile. This 

result is consistent with the results obtained from MEP 

maps. 

Dipole moment is a measure of the polarity of 

compounds. Molecules with a dipole moment greater 

than zero are called polar molecules. In this sense, the 

complexes studied are both polar. Polarizability can be 

defined as the softness of the electron cloud of the 

molecule. According to the data in Table 8, the 

polarizability () of complex (2) is higher than 

complex (1). It is stated that substances whose 

polarizability () and hyperpolarizability () are 

higher than those of urea can be used in production of 

nonlinear optical materials [29]. The polarizabilities of 

both complexes are higher than that of urea (=5.0708 

Å3, =5.30x10-28 cm5/esu for urea). Complexes can be 

used to make nonlinear optical materials according to 

their polarizability values. 

3.9. Thermochemistry of the complexes 

It has already been stated that due to the thermal 

instability of most alkylidine complexes, it has been 

studied in a limited manner [13]. In this paper, thermal 

stability of the hypothetical complex (1) and complex 

(2) were investigated computationally. Complex (1) 

and complex (2) were optimized in the gas phase at a 

pressure of 1.00 atm and temperatures of 200, 298.15 

and 400 K at the level of B3LYP/LANL2DZ/6-

31G(d). Imaginary frequency was not obtained as a 

result of the optimization. This finding indicates that 

the complexes are in the ground state with minimum 

energy. Thermochemical parameters which are total 

energy (E), enthalpy (H), heat capacity (Cv) and 

entropy (S) obtained at 200, 298.15 and 400 K 

temperatures for the complexes are given in Table 9. 

 

Table 9. Thermochemical parameters at various temperatures for complex (1) and complex (2) 

Complex 
Thermochemical 

parameters 

Temperature (K) 

200 298.15 400 

Complex (1) Ea -1265.4433 -1265.4307 -1265.4132 

Ha -1265.4426 -1265.4297 -1265.4119 

Cv
b 67.354 94.164 120.152 

Sb 143.455 176.124 208.105 

Complex (2) Ea -1346.3984 -1346.3850 -1346.3664 

Ha -1346.3978 -1346.3841 -1346.3652 

Cv
b 70.935 100.218 128.270 

Sb 148.319 182.908 216.924 

a Hartree, b cal/molK 

As shown in Table 9, thermochemical parameters of 

complexes increase as the temperature increases. This 

result indicates that the stability of the complexes 

decreases with increasing temperature. The following 

equations were obtained for the relationship between 

thermochemical parameters and temperature. 

For complex (1) 

3527 1.26546x10T2.24551x10T2.13158x10E  
 0.999R2   

3527 1.26546x10T2.56169x10T2.13172x10H  
 0.999R2   

7.35848T3.17971T10x8.99689C 25

v  
 1.000R2   

1125 10x7.12663T10x3.79790T10x9.422335S  
 1.000R2   
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For complex (2) 

3527 1.34641x10T2.11903x10T2.31241x10E  
 1.000R2   

3527 1.34641x10T2.43522x10T2.31255x10H  
 1.000R2   

4.43007T10x3.55449T10x1.14624C 124

v  
 1.000R2   

1125 10x7.T10x3.T10x9.S 234279831021412  
 1.000R2   

As shown in these equations, R2 values are almost 

equal to one. Thermochemical parameters can then be 

calculated for a given temperature using these 

equations. At the same time, the temperature required 

to break a metal-carbyne triple bond can be calculated. 

The bond dissociation energy of MCH triple bond is 

given as 523, 477, 607, 423 and 418 kJ/mol for La, V, 

Nb, Fe and Co, respectively [21]. When these values 

are averaged, the average bond dissociation energies of 

MC triple bonds are found to be 490 kJ/mol. Carbyne 

complexes are reported to be stable at room 

temperature. Thus, when the energy at 298.15 K of the 

carbyne complex is increased about 490 kJ/mol, the 

metal-carbyne triple bond can be broken. Since 1 

Hartree is equal to 4.3597482x10-18 Joule [30], 490 

kJ/mol is equal to 0.186631 Hartree. When 0.186631 

Hartree is added to total energies of complex (1) and 

complex (2) at 298.15 K and replaced in the total 

energy equation, the following equations are obtained. 

 

For complex (1)  010x2.159721T10x2.24551T10x2.13158 -1527  
 

For complex (2)  010x2.115860T10x2.11903T10x2.31241 -1527  
 

 

When these equations are solved for temperature, the 

MC bond dissociation temperatures of complex (1) 

and complex (2) are found to be 955 and 912 K. These 

results show that the hypothetical carbyne complexes 

designed can be stable at high temperatures. In 

addition, the bond dissociation energy of complex (1) 

is higher than that of complex (2). 

4. Conclusion 

Structural, electronic, molecular and thermochemical 

properties of hypothetical [Tp(CO)2Mo≡C-Ph)]2+ (1) 

and [L(CO)2Mo≡C-Ph)]+ (2) carbyne complexes were 

investigated by B3LYP/ LANL2DZ/6-31G(d) level. 

Bond lengths, bond angles, IR, UV-Vis and 1H-NMR, 
13C-NMR spectrums were calculated to predict the 

complex structures. Charges of some atoms, MEP 

maps, molecular orbital energy diagrams and frontier 

orbital contour diagrams were calculated to estimate 

the electronic structures of the complexes. Some 

molecular structure descriptors were calculated for 

predicting the molecular properties. In order to predict 

the thermochemical stability of the complexes, total 

energy (E), enthalpy (H), heat capacity (Cv) and 

entropy (S) were calculated at 200, 298.15 and 400 K 

temperatures. It is found that hypothetical carbyne 

complexes designed in this study can be stable at high 

temperatures.  
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 Abstract  

Teucrioside, 9′-decarboxyrosmarinic acid 4′-O-α-rhamnosyl-(1‴→6‴)-O-β-galactosyl-

(1‴→4″)-Oα-rhamnoside is a natural phenolic compound. It has been isolated and identified 

from the genus Teucrium. Teucrium genus is widely used in traditional medicine for its 

antioxidant, diuretic, antiulcer, antitumor, anti-inflammatory, antispasmodic and antibacterial 

properties. Since silver nanoparticles have superior physicochemical properties, they have an 

important role in biology and medicine. In this study, the biosynthesis of silver nanoparticles 

was carried out using Teucrioside and AgNO3. The effect of five independent variables (pH, 

AgNO3 concentration, Teucrioside volume/total volume, microwave power and time) on 

nanoparticle formation was evaluated using a central composite design (CCD) based response 

surface methodology (RSM). Nanoparticle formation was demonstrated by UV-Vis 

spectroscopy and FTIR analysis. The particle size and zeta potential of silver nanoparticles 

were determined by dynamic light scattering method (DLS). The results showed that 5 mM 

AgNO3, Teucrioside volume/total volume:0.3, 475 watt, 60 sec. and pH:7.5 were optimal 

reaction parameters. The antibacterial activity of biosynthesized silver nanoparticles was 

tested against common pathogens such as Enterococcus faecalis, Pseudomonas aeruginosa, 

Staphylococcus aureus, and Klebsiella pneumonia. Obtained results demonstrated that 

biosynthesized silver nanoparticles from Teucrioside have great potential as a new 

antibacterial agent. 
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1. Introduction 

Silver nanoparticles (AgNPs) are very important 

metallic nanomaterials used in various applications 

due to their unique optical, electrical and biological 

properties [1]. The antimicrobial properties of AgNPs 

have made them widely used in medicine and 

agriculture [2, 3]. Because of the superior properties of 

AgNPs such as high antimicrobial activity even at low 

concentrations, their use reduces the environmental 

risk associated with excessive antibiotic or pesticide 

use [4-8]. Bacterial infection and resistance to 

antibiotics pose a serious threat to human health [9]. 

AgNPs exhibit adjustable structural properties and 

broad antibacterial spectrum advantages against 

antibiotic resistant bacteria. Thus, AgNPs are 

considered promising antibacterial agents [10]. 

Flavonoids, aromatic compounds, sugars, polyphenols 

found in plant extracts are functional groups involved 

in the biosynthesis of AgNPs [11, 12]. 

The Teucrium genus belongs to the Lamiaceae family 

and has about 300 species widespread all over the 

world [13]. Due to its pharmacological effects, various 

species of this genus are used widely in traditional 

medicine for their antioxidant, diuretic, antiulcer, 

antitumor, anti-inflammatory, antispasmodic and 

antibacterial properties [14]. Therefore, interest in 

Teucrium species has increased in recent years. One of 

the most studied species in the genus is Teucrium 

chamaedrys (germander). Phytochemical constituents 

of this species comprise flavonoids, diterpenoids and 

glycosides [13, 15]. Phenylethanoid glycosides are the 

main phenolic compounds in Teucrium species. 

Recently reports have shown the wide range of 

biological and pharmacological properties of these 

components. Teucrioside (9′-decarboxyrosmarinic 

acid 4′-O-α-rhamnosyl-(1‴→6‴)-O-β-galactosyl-

(1‴→4″)-Oα-rhamnoside) is L-lyxose containing 

phenylethanoid glycoside found in Teucrium genus 

[13-16]. In this study, it is aimed to synthesize AgNPs 

in a fast, simple, environmentally friendly and low cost 
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using Teucrioside. The effects of experimental 

conditions on the biosynthesis of silver nanoparticles 

were investigated with response surface methodology, 

the most widely used statistical technique for process 

optimization [17, 18]. There are studies in the literature 

regarding the application of response surface 

methodology in the biosynthesis of AgNPs [19, 20]. 

The response surface methodology is a useful method 

for complete, rapid optimization of conditions and the 

correct design of the synthesis process. Also, 

antibacterial activity of the synthesized AgNPs was 

tested against common pathogens such as 

Pseudomonas aeruginosa, Klebsiella pneumonia, 

Staphylococcus aureus and Enterococcus faecalis. 

2. Materials and Methods 

2.1. Biosynthesis of silver nanoparticles and 

characterization 

2.1.1. Extraction and identification of Teucrioside 

Teucrioside was extracted, isolated and identified with 

methods which were explained in previous study by 

Dr. Elmastaş and his team [13]. 

2.1.2. Experimental design and optimization  

Response surface methodology (RSM) based on a 

central composite design (CCD) was used to evaluate 

five independent variables (pH, AgNO3 concentration, 

Teucrioside/AgNO3 ratio, microwave power and time) 

for the nanoparticle formation. Design Expert 12 

software was used for regression and graphic analysis 

of the data. The experimental design consisted of 46 

experiments for five independent variables. The 

absorbance data obtained from the UV-spectrum were 

used as optimization criteria. The experimental design 

along with the response was shown in Table 1.

Table 1. The central composite experimental design for Teucrioside&AgNPs synthesis 

 Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Response 
Run A:AgNO3 Conc. (mM) B:Extract Vol./Total Vol. C:Time(sec) D:Power (Watt) E:pH % Yield 

1 3 0.1 35 475 3 0 

2 5 0.3 60 475 7.5 49.99 

3 3 0.1 60 475 7.5 59.58 
4 3 0.3 35 150 12 55.12 

5 5 0.3 35 475 12 72.33 

6 3 0.5 60 475 7.5 37.02 
7 3 0.1 35 800 7.5 75.11 

8 3 0.5 35 475 3 0 

9 1 0.3 60 475 7.5 42.35 
10 3 0.3 35 800 3 0 

11 3 0.3 10 475 12 65.99 

12 3 0.3 10 150 7.5 37.45 
13 3 0.3 60 475 12 70.03 

14 3 0.3 35 475 7.5 46.52 

15 3 0.5 10 475 7.5 43.27 
16 3 0.1 10 475 7.5 55.21 

17 3 0.3 35 150 3 0 

18 1 0.3 10 475 7.5 45.24 
19 5 0.3 10 475 7.5 43.88 

20 3 0.3 35 475 7.5 46.54 

21 1 0.3 35 475 12 59.29 
22 5 0.3 35 475 3 0 

23 3 0.3 35 475 7.5 46.58 

24 3 0.3 35 800 12 100 
25 3 0.5 35 150 7.5 33.37 

26 3 0.3 60 150 7.5 60.18 

27 1 0.5 35 475 7.5 45.12 
28 5 0.3 35 800 7.5 75.12 

29 1 0.3 35 800 7.5 60.11 

30 3 0.3 35 475 7.5 46.49 
31 1 0.3 35 150 7.5 46.55 

32 5 0.1 35 475 7.5 65.12 

33 5 0.5 35 475 7.5 40.49 
34 1 0.1 35 475 7.5 50.05 

35 3 0.1 35 150 7.5 45.13 

36 3 0.3 10 800 7.5 80.15 
37 3 0.3 35 475 7.5 46.38 

38 3 0.3 10 475 3 0 

39 5 0.3 35 150 7.5 35.62 
40 3 0.5 35 475 12 50.12 

41 3 0.3 60 800 7.5 50.23 

42 3 0.1 35 475 12 85.23 
43 3 0.3 60 475 3 0 

44 1 0.3 35 475 3 0 

45 3 0.3 35 475 7.5 46.50 
46 3 0.5 35 800 7.5 61.06 
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2.1.3. Synthesis and characterization of 

Teucrioside&AgNPs 

Teucrioside aqueous solution (5% w/v) was prepared. 

The biosynthesis of AgNPs was carried out using 

different pH, AgNO3 concentration, 

Teucrioside/AgNO3 ratio, microwave power and time. 

The mixture was centrifuged at 20.000 g for 10 minutes 

and AgNPs were precipitated. The AgNPs were 

washed with distilled water and they were dried 

overnight at 37°C. Biosynthesis of AgNPs were 

confirmed by UV-Vis spectroscopy and FTIR analysis. 
The particle size and zeta potential analysis of 

synthesized AgNPs were determined by dynamic light 

scattering method using HORIBA SZ-100 

Nanoparticle Analyzer. 

2.2.  Antibacterial activity of Teucrioside&AgNPs 

Antibacterial activity was studied with two gram 

negatives bacterium (Pseudomonas aeruginosa 

(ATCC 27853) and Klebsiella pneumonia (ATCC 

15380)) and two gram positive bacterium 

(Enterococcus faecalis (ATCC 29212) and 

Staphylococcus aureus (ATCC 25923). The 

antimicrobial activity of AgNPs was analyzed by the 

minimum inhibitory concentration (MIC). Cultures 

were grown in exponential phase in nutrient broth at 

37ºC for 16 h. The various AgNPs concentrations (250 

µg/ml–3.9 µg/ml) and Teucrioside (250 µg/ml–3.9 

µg/ml) were used for antimicrobial tests. The intensity 

of bacteria was standardized to equal a 0.5 McFarland 

standard (approximately 5x107 organisms ml-1) for 

each concentration. The bacteria were then inoculated 

96 well-plates and were incubated at 37°C for 24 h. 

After 24 h, the optical density of each well was 

recorded at 600 nm using a microplate reader [21]. The 

experiments were repeated three times, and the mean 

values were used. 

3. Results and Discussion 

3.1. Experimental design and optimization of 

biosynthesis of Teucrioside&AgNPs  

Design Expert 12 software was used to optimize the 

synthesis procedure of AgNPs. The experimental 

design consisted of 46 experiments for five 

independent variables (pH, AgNO3 concentration, 

Teucrioside/AgNO3 ratio, microwave power and time). 

The absorbance data obtained from the UV-spectrum 

were used as optimization criteria. The acquired data 

coincided with the quadratic polynomial model and 

various statistical parameters were used to fit the 

analysis. After data modeling which is demonstrating 

the existence of interaction and curvature effect was 

performed, polynomial equation was generated for 

response factor. The data obtained overlap the 

empirical model with correlation coefficient (r2) values 

of 0.9898. The model diagnostic graphs for response 

are shown in Figure 1, showing that the data is parallel 

to the selected model.

 

%𝑌𝑖𝑒𝑙𝑑 =  46,504 +  2,07969 ∗  𝐴 +  −7,79367 ∗  𝐵 +  −0,126277 ∗  𝐶 +  11,5005 ∗  𝐷 +  34,5181 
∗  𝐸 + −4,87543 ∗  𝐴𝐵 +  2,33788 ∗  𝐴𝐶 +  6,63818 ∗  𝐴𝐷 +  3,17526 ∗  𝐴𝐸 
+  −2,65788 ∗  𝐵𝐶 +  −0,543163 ∗  𝐵𝐷 +  −8,75 ∗  𝐵𝐸 +  −13,25 ∗  𝐶𝐷 +  1,00232 
∗  𝐶𝐸 +  10 ∗  𝐷𝐸 +  0,305598 ∗  𝐴2 +  1,61369 ∗  𝐵2  +  1,11769 ∗  𝐶 2 +  6,85954 
∗  𝐷2  +  −14,46 ∗  𝐸2 

 

Figure 1. The graphs showing (a) predicted vs. actual plot, (b) perturbation chart, (c) interaction plot for response values 
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Response surface analysis was obtained using 3D 

response surface plots which elucidated the existence 

of interactions among the factors and their impacts on 

the response factor. 3D response surface plots of 

particle formation (%Yield) of synthesized AgNPs as 

a function of pH, AgNO3 concentration, 

Teucrioside/AgNO3 ratio, microwave power and time 

are shown in Figure 2. It is seen that the effect of pH 

on the yield of nanoparticle formation is quite high 

(Figure 2 d, g, i, j). Nanoparticle formation is very low 

at acidic pH in all parameters. In all experiments where 

pH is above 7, it is seen that the increase in AgNO3 

concentration, Teucrioside/AgNO3 ratio, microwave 

power and time parameters increases the particle 

formation efficiency. The dependence of the 

nanoparticle formation rate on the pH of the solution 

has also been reported in the literature. According to 

these studies, nucleation of silver nanoparticles occurs 

in alkaline conditions, while nanoparticle aggregation 

is performed in acidic conditions. When examined in 

terms of nanoparticle efficiency, there was no 

nanoparticle formation in the acidic range, but it 

caused a gradual increase in nanoparticle production 

with the increase in pH [18, 22, 23].

 

Figure 2. 3D response surface plots of particle formation (%Yield) of synthesized silver nanoparticles as a function of pH, 

AgNO3 concentration, Teucrioside/AgNO3 ratio, microwave power and time. (a) AgNO3 concentration and Extract 

vol./Total vol. (b). AgNO3 concentration and time (c). AgNO3 concentration and power (d) AgNO3 concentration and pH 

(e) Extract vol./Total vol. and time (f) Extract vol./Total vol. and power (g) Extract vol./Total vol. and pH (h) Time and 

power (i) pH and time (j) pH and power. 
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The AgNPs were optimized and then their values were 

evaluated to identify with numerical optimization. It 

was seen that the desirability function value was close 

to 1 and the goal for the response variable was 

achieved. As the optimized silver nanoparticles 

synthesis setting, the overlay plot showed the yellow 

color area as the optimized area along with the flagged 

point displaying 5 mM AgNO3, Teucrioside 

volume/total volume:0.3, 475 watt, 60 sec. and pH:7.5 

were optimal reaction parameters in Figure 3. 

 

Figure 3. The graphs showing yellow color area as the optimized area and flagged point as the selected Teucrioside&AgNPs 

3.2. Characterization of Teucrioside&AgNPs 

The obtained AgNPs as a result of optimization were 

characterized by UV-VIS spectrophotometry and the 

result was shown in Figure 4. The spectrum indicating 

the peak was observed at 421 nm and this result was 

fitting with brownish color of the nanoparticles. 
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Figure 4. UV-Visible spectra of Teucrioside&AgNPs 

FTIR spectrum of the was shown in Figure 5. The 

significant absorption bands for silver nanoparticles 

were observed at 2901.38, 1630.52 and 1399.1. The 

optimized silver nanoparticles were exhibited a wide 

absorption band of –OH groups at 3268.75. The 

absorption bands at 2901.38 and 2986.23 were 

associated with C–H stretching of aliphatic –CH, –CH2 

groups. The absorption peaks at 1630.52 and 1399.1 

were assigned to the asymmetrical and symmetrical –

COO stretching of carboxylate compounds in 

Teucrioside.  

The size of the prepared silver nanoparticle was 

determined using dynamic light scattering as shown in 

Figure 6. The average size of the synthesized AgNPs 

was 165.9±3.1 nm. The nanoparticles showed 

homogeneous distribution (polydispersity index: 

0.508±0.028). Also, the zeta potential value of the 

synthesized AgNPs was found to be -31.5±0.7 mV. A 

negative charge on the surface of the produced 

nanoparticles indicates that they have high stability.
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Figure 5. FTIR spectra of Teucrioside&AgNPs 

                  
Figure 6. Dynamic light scattering (DLS) and zeta potential of Teucrioside&AgNPs a. DLS of Teucrioside&AgNPs and b. 

Zeta potential of Teucrioside&AgNPs  

3.3. Antibacterial activity of Teucrioside&AgNPs 

Growth inhibition curves of pathogenic 

microorganisms treated with Teucrioside extract and 

Teucrioside&AgNPs were shown in Figure 7. Our 

results show that the produced AgNPs have significant 

antimicrobial activity against different bacterial 

strains. Teucrioside concentration of 250 µg/ml 

inhibited just %15 of the K. pneumaniae strain, % 2 of 

S. aureus strain and P. aeruginosa strain and there was 

no influence on E. faecalis strain (Figure 7a). 

However, the optimized Teucrioside&AgNPs at 

concentration of 125 µg/ml completely inhibited all of 

the bacteria strains (Figure 7b).  
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Figure 7. Growth inhibition curves of pathogenic microorganisms exposed to Teucrioside extract and Teucrioside&AgNPs 

a. Growth inhibition curves of pathogenic microorganisms exposed to Teucrioside extract b.Growth inhibition curves of 

pathogenic microorganisms exposed to Teucrioside&AgNPs 
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Minimum inhibitory concentrations (MIC) of the 

produced AgNPs were given in Figure 8. When the 

MIC values are examined, it is seen that 

Teucrioside&AgNPs are effective on gram negative 

bacteria (Pseudomonas aeruginosa and Klebsiella 

pneumonia) than gram positive bacteria (Enterococcus 

faecalis and Staphylococcus aureus) at relatively lower 

concentrations. The more effective antimicrobial 

activity of silver nanoparticles against gram negative 

bacteria is likely due to their shape and size [24].  
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Figure 8. MIC value of Teucrioside&AgNPs  

MIC values of Teucrioside&AgNPs were determined 

as 42.91±6.85 µg/ml, 32.03 ± 8.36 µg/ml, 30.14 ± 

8.848 µg/ml and 42.30 ± 6.75 µg/ml, respectively on 

S. aureus, P. aeruginosa, K. pneumonia and E. 

faecalis. There are numerous studies on the 

antimicrobial effects of synthesized silver 

nanoparticles from various biological materials. The 

obtained MIC values in our study are acceptable when 

compared to the previously stated concentrations of 

10-100 µg/ml [2, 5, 6, 8, 25]. The results clearly 

demonstrated that Teucrioside&AgNPs have strong 

antibacterial potential. 

4. Conclusions 

Silver nanoparticles have attractive physicochemical 

properties and are often used in biology and medicine 

because of these properties. Silver nanoparticles play 

an important role in the development of new 

antibacterial against pathogenic microorganisms. In 

this study, Teucrioside&AgNPs were synthesized by 

Teucrioside using as a biological reduction agent. The 

synthesized silver nanoparticles were systematically 

optimized by Design Expert 12.0 software. The 

experimental design consisted of 46 experiments for 

five independent variables (pH, AgNO3 concentration, 

Teucrioside/AgNO3 ratio, microwave power and time). 

It was observed that the pH value was highly effective 

in the yield of nanoparticle formation. Also, an 

increase in nanoparticle formation efficiency was 

observed with increasing AgNO3 concentration, 

Teucrioside/AgNO3 ratio, microwave power and time. 

The optimum conditions were determined as 5 mM 

AgNO3, Teucrioside volume/total volume:0.3, 475 

watt, 60 sec. and pH:7.5. The mean size and zeta 

potential of the synthesized AgNPs were 165.9 ± 3.1 

nm and -31.5 ± 0.7 mV, respectively. The antibacterial 

activity of Teucrioside&AgNPs and Teucrioside were 

showed against gram positive and gram negative 

bacteria strains. Obtained results demonstrated 

Teucrioside&AgNPs exhibit potential as a new 

antibacterial agent.  
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Palladium complexes of NO type Schiff bases: synthesis, characterization 

and antioxidant activities 
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Abstract  

The reaction of o-aminophenol with para hydroxy and methoxy substituted benzaldehydes 

yielded two Schiff bases. These Schiff bases functioning precursors were turned into 

palladium complexes by treating palladium acetate. The structural formulas based on 

spectral methods (elemental analysis, FT-IR spectroscopy, NMR spectroscopy and QTOF-

LC/MS spectroscopy) were suggested for obtained both complexes. According to the 

structural characterization methods, one of the complexes had also an acetate co-ligand along 

with the hydroxy substituted Schiff base ligand. In the other complex, the palladium central 

ion was proposed to be coordinated with two methoxy substituted Schiff bases. Besides, 

DPPH scavenging activities of the all synthesized compounds were determined and 

compared to well-known antioxidant standards. According to the results, antioxidant 

activities of the palladium complexes was mild but lower than parent Schiff bases.  
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1. Introduction  

Schiff bases are frequently studied compound group 

ever since Hugo Schiff reported preparation of the first 

example in 1864. Schiff bases, so called imines or 

azomethines, are of great importance due to their wide 

application areas varying from polymer, dye, 

pharmaceutical and food industry to agrochemical and 

sensor applications [1–13]. The structural stability and 

versatility in addition to easy synthesis of imine 

compounds induced gaining wide currency of this 

substance class. Among its various features, 

bioactivity of Schiff bases especially comes to the 

forefront in consequence of interactions and hydrogen 

bonds between the azomethine group and certain sites 

in the cell structure beside structural factors like 

solubility, dipole moment and cell permeability [14]. 

Also, electrons in sp2 hybrid orbitals of azomethine 

nitrogen play a crucial role in biological applications 

[15]. 

Schiff bases can effectively coordinate metal ions, 

especially if they contain electron donor groups such 

as -OH, -NH, -SH in positions proper for coordination 

in conjunction with azomethine group. Various 

transition metal ions like nickel(II), copper(II), 

zinc(II), palladium(II) etc. can be used to synthesize 

complex structures with Schiff bases and resulted 

complexes have wide industrial and biological 

coverage. Among biological applications of Schiff 

base complexes, antibacterial, antioxidant, antifungal 

and anticancer activities can be mentioned [16-22].  

Recently, researchers have been working extensively 

on natural-source or synthetic antioxidants to reduce 

the effect of oxidative stress on living cells. These 

antioxidant materials have protected the living cells by 

acting as free radical scavengers and metal chelators.  

There are many palladium Schiff base complexes 

synthesized for this purpose in the literature. It was 

stated that these complexes generally exhibited 

average antioxidant activity and antioxidant property 

of the complexes were greater than Schiff bases [23–

26]. 

In this research, two new palladium complexes of NO 

type Schiff bases were prepared and proposed two 

different complex structures based on the results of 

spectroscopic methods (FT-IR, NMR, QTOF-LC/MS, 

elemental analysis) and previous studies [27,28]. 

DPPH scavenging activities of the synthesized 

compounds were determined. The compounds were 

compared to the standard antioxidants (Butylated 

hydroxyanisole (BHA), Butylated hydroxytoluene 

(BHT), Trolox and α-Tocopherol).  
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Scheme 1. Reaction scheme for Schiff bases and palladium complexes along with proposed complex structures 

 

2. Materials and Methods 

 

2.1. Apparatus  

All chemicals were used as received from commercial 

sources. The FT-IR spectra were measured by using a 

Jasco FT-IR 4700 spectrometer in the range of 400-

4000 cm-1. Elemental analyses were recorded on a 

Elementar Vario Micro Cube elemental analyzer. 1H- 

and 13C-NMR spectra of all imine compounds were 

saved using AC Bruker 400 MHz NMR spectrometer 

in CDCl3 at ambient temperature. Mass spectra were 

obtained by using Agilent 6530 Accurate-Mass QTOF-

LC/MS Spectrometer. 

2.2. Synthesis of the Schiff bases  

The synthesis of the Schiff bases was carried out 

according to the literature methods with slight 

modifications [29]. Methanol solutions of o-

hydroxyaniline and benzaldehyde derivatives in 

equivalent amounts were mixed at room temperature. 

Reaction completion was followed by TLC method. 

When starting materials were all consumed, ethanol 

was evaporated and the product was extracted with 

chloroform for three times. The final product was dried 

with Na2SO4, filtered and obtained as oily compounds. 

The structural characterization results were in harmony 

with the previous study [29]. 

2.3. Synthesis of the Palladium complexes (1a and 

1b) 

Schiff bases (1 mmol) and palladium acetate (1eq) 

solved in ethanol (20 mL) and DMSO (10 mL) was 

mixed in a round-bottom flask at room temperature. 

Red-brown precipitate was observed immediately. 

Reaction mixture was stirred for 48 hours at room 

temperature. After all of the Schiff base was consumed, 

the reaction mixture was filtered and obtained 

precipitate was washed with ethanol and diethyl ether. 

[PdL1(OAc)] (1a): Yield 64%. FT-IR (cm-1): 3568-

3088 (O-H), 3055,3004 (C-Harom.), 2927,2890 (C-

Haliph.), 1580 (C=O), 1538 (azomethine, C=N), 1296 

(C-O); 1H-NMR (DMSO-d6, δ, ppm): 2.08 (3H, s, 

CH3-acetate), 6.38-6.27 (4H, m, CH), 6.86-6.80 (2H, 

m, CH), 7.11 (1H, d, 3JH 8.21 Hz, CH), 7.21 (1H, d, 3JH 

7.99 Hz, CH), 8.19 (1H, s, CH), 10.05 (1H, s, OH). 13C-

NMR (DMSO-d6, δ, ppm): 21.53, 112.06, 113.88, 

116.82, 120.62, 122.26, 130.61, 131.68, 136.40, 

145.08, 159.71, 161.20, 161.67, 171.30, 172.48. Anal. 

calcd. for C15H13NO4Pd (377.69 g/mol): C, 47.70; H, 

3.47; N, 3.71. Found: C, 47.85; H, 3.63; N, 3.96%. 

[Pd(L2)2] (1b): Yield 58%. FT-IR (cm-1): 3053 (C-

Harom.), 2995,2934,2833 (C-Haliph.), 1537 (azomethine, 

C=N); 1H-NMR (DMSO-d6, δ, ppm): 3.74 (6H, s, 

CH3), 6.29-6.35 (6H, m, CH), 6.59-6.56 (2H, m, CH), 

6.91-6.85 (4H, m, CH), 7.24-7.22 (4H, m, CH), 8.25 

(2H, s, CH). 13C-NMR (DMSO-d6, δ, ppm): 55.56 

(2C), 109.72 (2C), 114.00 (2C), 117.09 (2C), 120.78 

(2C), 121.10 (2C), 131.01 (2C), 131.33 (2C), 136.22 

(2C), 146.90 (2C), 160.68 (2C), 160.93 (2C), 161.06 

(2C), 171.61 (2C). Anal. calcd. for C28H24N2O4Pd 

(558.93 g/mol): C, 60.17; H, 4.33; N, 5.01. Found: C, 

59.93; H, 4.50; N, 5.22%. 

2.4. Antioxidant activity 

2.4.1. Preparation of samples and antioxidant 

standards 

The antioxidant activities of the prepared phenolic 

Schiff bases and palladium complexes were 

determined by using some in vitro tests with intend to 

create the structure-activity connection. For this aim, 

all samples and well known antioxidant standards 

(BHA, BHT, trolox and α-tocoferol) were prepared as 

1000 ppm stock solutions and diluted to specific 

concentrations before use.  
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2.4.2. DPPH scavenging activity 

DPPH scavenging activities of the phenolic 

compounds were determined by decolorizing of 

purple-colored ethanol solution of 1,1-diphenyl-1-

picrylhydrazyl (DPPH) as a result of  treatment with 

test compounds [30]. The aliquots in four different 

concentrations (10-100 ppm) were prepared from the 

test compounds and the standards. 1 mL DPPH 

solution in 1 mM concentration was added to each 

aliquot prepared in 3 mL ethanol. The absorbance at 

517 nm was measured against ethanol after 30 min of 

incubation in dark at room temperature. The inhibition 

activities were calculated by the following: 

%𝐼𝑛ℎ𝑖𝑏𝑖𝑡𝑖𝑜𝑛 = (1 −
𝐴𝑠𝑎𝑚𝑝𝑙𝑒

𝐴𝑐𝑜𝑛𝑡𝑟𝑜𝑙
⁄ )𝑥100  (1) 

3.   Results and Discussion 

Two new palladium Schiff base complexes were 

prepared by interacting o-aminophenol Schiff bases 

with palladium acetate. The Schiff bases and the 

complexes were stable at room conditions. While the 

Schiff bases had high solubility in common alcohols 

(ethanol, methanol,...etc.) and organic solvents 

(CHCl3, CH2Cl2,…etc.), the palladium complexes 

were soluble in DMSO, but had low solubility in 

common alcohols. The possible structural formulas for 

the complexes were proposed in accordance with 

elemental analysis, FT-IR, NMR (1H- and 13C-) and 

QTOF-LC/MS data. According to the characterization 

methods, it is proposed that acetate ion behaved as a 

co-ligand to complete the coordination sphere in 1a 

while two Schiff base ligands formed the coordination 

environment in 1b. 

3.1. FT-IR spectral studies 

Figure 1 includes the FT-IR spectra of 1a and starting 

Schiff base L1, comparatively. The majority of the 

main groups belonging to the Schiff base were also 

observed in the spectra of the resulting palladium 

complexes with shifts in their positions.

 
Figure 1. The FT-IR spectra of 1a and L1. 

 

All the Schiff bases and their palladium complexes 

exhibited similar spectra with little differences. In the 

spectrum of 1a, the sharp O-H stretching band around 

3300 cm-1 disappeared because of deprotonation of the 

hydroxyl group as a result of coordination. νC=N 

stretches of two palladium complexes between 1550-

1650 cm-1 shifted to lower wave numbers in harmony 

with the literature [32]. The involvement of the acetate 

group as co-ligand to the complex structure ended up 

with birth of two new bands in the spectra of the 

complex 1a: υC=O (1580 cm-1) and υC-O (1296 cm-1). 

Remaining characteristic groups like aliphatic and 

aromatic C-H groups, ether groups etc. were observed 

with expected shifts in the spectra of the synthesized 

compounds.  

 

 

3.2. 1H- and 13C-NMR spectral studies  

NMR spectra of the palladium complex 1a and starting 

Schiff base ligand L1 recorded in DMSO-d6 at room 

temperature were shown in Figure 2. Full NMR data 

belonging to 1H- and 13C-NMR were shown in the 

experimental section. 

When the NMR spectra of 1a and L1 were compared, 

the formation of a new singlet at 2.08 ppm has drawn 

attention because of the participation of the acetate 

ligand to the coordination environment. Because only 

one of the two hydroxyl groups belonging to L1 ligand 

was deprotonated, a singlet pointing out the hydroxyl 

group was observed around 10 ppm in the spectrum of 

the complex 1a. 
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Figure 2. NMR spectra of 1a and L1 (inside window). 

While the singlet at 8.19 ppm was designated to the 

azomethine proton, aromatic protons 1 and 2 appeared 

at 7.21 and 7.11 ppm as multiplets. Besides, the 

multiplet between 6.86 and 6.80 ppm was attributed to 

aromatic protons 6 and 7. When it comes to remaining 

aromatic protons, they overlapped in the range of 6.38 

to 6.27 ppm. 13C-NMR spectrum was verified the 

expected structure for 1a, too. Imin carbon atom was 

observed at 171.31 ppm while methyl and carbonyl 

carbon peaks indicating the existence of acetate ligand 

appeared at 21.53 and 172.48 ppm. Other carbons 

appeared in the area expected for aromatic carbons. 

Figure 3 demonstrates the NMR spectra of the complex 

1b and Schiff base L2 measured in DMSO-d6 at 

ambient temperature. Full NMR data belonging to 1H- 

and 13C-NMR were shown in the experimental section. 

Two singlet peaks at 3.74 ppm and 8.25 ppm in the 

spectrum were induced by methoxy and imin protons, 

respectively. 

 

Figure 3. NMR spectra of 1b and L2 (inside window). 

Aromatic ring protons were observed similar ways and 

range with complex 1a, as expected. While the 

resonances belonging to aromatic protons 3 and 4 

appeared at 7.24-7.22 ppm interval, the multiplet in the 

range of 6.91 to 6.85 ppm pointed out 6 and 7. 13C-

NMR spectrum was verified the structure, too. Imin 

carbon and methoxy carbon were observed at 171.61 

and 55.56 ppm, respectively. Other carbons appeared 

in the area expected for aromatic carbons. 

3.3. Mass spectral studies 

QTOF-LC/MS spectra of the palladium complexes 

were consistent with proposed formulas. In the spectra 

of the both complexes, a signal corresponding to 

[Pd(PhNH2OH)(DMSO)] fragment at 294 was 

observed because of the usage of DMSO as solvent in 

the QTOF-LC/MS spectra (Figure 4). Also, the peak 

appeared at 228 in the spectrum of 1b was attributed to 

the Schiff base L2. While the molecule ion peak was 

found at 558 for 1b, 1a had a molecular ion peak at 360 

in response to [PdL1(OAc)-OH] fragment. 

 
Figure 4. QTOF-LC/MS spectra of 1a. 

 

3.4. Antioxidant activity studies 

Antioxidant activities of the synthesized compounds 

were expressed by the IC50 value which is the 

concentration that can scavenge %50 of a free radical.  

Calculated IC50 values of the compounds were 

compared with well-known positive controls BHA, 

BHT and α-Tocopherol and tabulated in Table 1. 
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Table 1. IC50 values of the test compounds for DPPH 

scavenging assay 

Test compounds IC50 

L1 19.21 

Complex 1a 57.77 

L2 10.48 

Complex 1b 80.20 

BHA 5.42 

BHT 5.97 

Trolox 13.66 

α -tocopherol 4.39 

 

The antioxidant capacities of the Schiff bases and their 

palladium complexes were examined by DPPH 

scavenging assay. DPPH scavenging activity has a 

great importance because the compounds exhibiting 

DPPH scavenging activity are the anticancer and the 

anti-inflammatory agents as well [33]. For this reason, 

these type compounds have been attracting attention as 

potential anticancer drugs. According to the results of 

DPPH assay, L1 and L2 exhibited great scavenging 

activity towards DPPH (for L2 even greater than 

Trolox standard). When it comes to complexes 1a and 

1b, it appeared that the complexation had a negative 

effect on DPPH scavenging activities of Schiff bases 

L1 and L2. Nevertheless, 1a and 1b had mild activity 

to scavenge DPPH. This finding is also in accordance 

with a previous study revealing the close relationship 

between redox and antioxidant properties of the metal 

complexes [34].   

4. Conclusions 

In conclusion, two Schiff bases derived from o-

aminophenol were converted to palladium complexes 

by reacting palladium acetate in this study. The 

combined evaluation of the structural characterization 

methods (FT-IR, 1H- and 13C-NMR, elemental 

analysis, QTOF-LC/MS) revealed two different 

formulas for synthesized palladium complexes. An 

acetate ligand was coordinated to palladium ion in 

combination with Schiff base ligand L1 in complex 1a. 

When it comes to 1b, coordination sphere was 

composed of two Schiff base ligand L2. Antioxidant 

capacities of the prepared complexes were determined 

by DPPH scavenging assay. The results exhibited good 

antioxidant activity for the Schiff base ligands L1 and 

L2 compared to well-known antioxidant standards 

BHA, BHT, Trolox and Alpha-tocopherol. The 

scavenger capacities of the prepared palladium 

complexes were mild. 
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 Abstract  
One of the significant models in chemical reactions with oscillations is the Brusselator model. 

This model essentially describes a nonlinear reaction-diffusion equation. Brusselator system 

arises in applications of many physical and chemical models. In this study, the Brusselator 

model is solved numerically with the help of a time-splitting method. Consistency and stability 

of the method are proved with the help of auxiliary lemmas. Additionally, the positivity 

preservation of the method is analyzed. The accuracy of the presented method is also tested 

on numerical examples and all theoretical results are supported by the tables and figures. 
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1. Introduction  

 

Reaction-diffusion models have great importance in the study of chemical and biological systems. One of the 

main important reaction-diffusion equations is known as the Brusselator system, which is used to describe the 

mechanism of chemical reaction-diffusion with non-linear oscillations [1-4]. In 1952 Turing [5] showed the 

importance of oscillations in biochemical systems that leads to the theory of morphogenesis. The Brusselator 

system occurs in a large number of physical problems such as the formation of ozone by atomic oxygen through 

a triple collision and enzymatic reactions. In 1968 Prigogine and Lefever proposed the system and the name was 

coined by Tyson in [6]. In the middle of the last century, Belousov and Zhabotinsky discovered chemical systems 

exhibiting oscillations. 

 

The non-linear two-dimensional reaction-diffusion Brusselator system is given by [7] 

 
𝜕𝑢

𝜕𝑡
= 𝛼∆𝑢 + 𝐵 + 𝑢2𝑣 − (𝐴 + 1)𝑢                                                                                                                          (1) 

𝜕𝑣

𝜕𝑡
= 𝛼∆𝑣 + 𝐴𝑢 − 𝑢2𝑣,                                                                                                                                              (2) 

 

for 𝑢(𝑥, 𝑦, 𝑡) and 𝑣(𝑥, 𝑦, 𝑡) in the two-dimensional region, Ω = [𝑎, 𝑏]2, with initial condition 

 

(𝑢(𝑥, 𝑦, 0), 𝑣(𝑥, 𝑦, 0)) = (𝑝(𝑥, 𝑦), 𝑞(𝑥, 𝑦)), 

 

and Dirichlet boundary condition 

 

(𝑢(𝑥, 𝑦, 𝑡), 𝑣(𝑥, 𝑦, 𝑡)) = (𝑀(𝑥, 𝑦, 𝑡), 𝑁(𝑥, 𝑦, 𝑡))   for (𝑥, 𝑦) ∈ 𝜕Ω,    𝑡 > 0 

 

or subject to Neumann’s boundary conditions on the boundary 𝜕Ω. Here 𝑢(𝑥, 𝑦, 𝑡) and 𝑣(𝑥, 𝑦, 𝑡) represent 

dimensionless concentrations of two reactants, 𝐴 and 𝐵 are constants concentrations of two reactants, 𝛼 is 

diffusion coefficient, ∆ is Laplace operator, and 𝑝(𝑥, 𝑦), and 𝑞(𝑥, 𝑦) are suitably prescribed functions. 

The numerical solution of the reaction-diffusion Brusselator system has been an important area of research. There 

is limited literature on the numerical solution of the Brusselator system. A decomposition method is applied for 
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the numerical solution of the reaction-diffusion Brusselator system in [8]. Twizell et al. [9] developed a second-

order (in space and time) finite difference method for a diffusion-free Brusselator system. The modified Adomain 

decomposition method is applied by Wazwaz in [10]. Ang, in [7] presented the dual-reciprocity boundary element 

method for the numerical solution of the reaction-diffusion Brusselator system. In [11] the authors proposed a 

modified cubic B-spline differential quadrature method to show computational modeling of a two-dimensional 

Brusselator system for Neumann’s boundary conditions. A polynomial based differential quadrature method is 

employed for numerical solutions of two-dimensional nonlinear reaction-diffusion Brusselator system in [12].  A 

meshless method has been suggested in [13] to obtain a numerical solution of the mentioned system. Another 

meshfree method based on the radial basis functions has been presented in [14]. Furthermore, more recently, a 

finite element approach has been applied to several chemical reaction-diffusion equations including the 

Brusselator system in [15-16] by Yadav and Jiwari. Also, a meshfree algorithm based on radial basis multiquadric 

functions and differential quadrature (DQ) technique has been developed to approximate the numerical solution 

of the Brusselator system in [17]. Bhatt and Chowdhury have presented a comparative study of performances of 

meshfree (radial basis functions) and mesh-based (finite difference) schemes in terms of their accuracy and 

computational efficiency for solving multi-dimensional Brusselator system in [18]. Moreover, several chemical 

systems including a two-dimensional Brusselator model have been studied in [19].  All mentioned researches 

take into account space discretization. Even though the authors in [19] suggest a kind of splitting method, they 

utilize the method as dimensional splitting to get one-dimensional problems. Unlike their study, we focus on a 

kind of splitting method for separating the operators concerning their linearity structure. Our purpose is not 

underestimating that study but considering the problem from a different angle.   

The main aim of the present study is that the Lie-Trotter splitting method which is a well-known first-order time 

splitting method is applied for the numerical solution of Equation 1-2. The essential idea of the splitting methods 

is that instead of the sum, the operators are considered separately. This means that the original problem is split 

into sub-problems and the numerical solution of the original problem is obtained from a combination of numerical 

solutions of these sub-problems. The reader interested in the splitting methods can see [20-23] and the references 

therein. One of the important advantages of these methods is that the operators with different structures can be 

solved by different methods. Moreover, employing the splitting idea, some operators can be solved exactly which 

can increase the reliability of the solution. This is one of our purposes. The other purpose is to preserve some 

physical behavior such as positivity, stability, and preserving the dynamics of the system. 

The paper is organized as follows: Section 2 is devoted to introducing the idea of the time splitting for Equation 

1-2. All theoretical results such as consistency and stability are presented in this section. For consistency and 

stability analyses, the auxiliary lemmas are utilized. Furthermore, the preservation of the positivity of the 

proposed method has been shown in the current section. In section 3, we apply the proposed scheme to different 

types of problems related to the reaction-diffusion Brusselator system in both one- and two- dimensional cases. 

The obtained numerical solutions are tested in both compatibility and accuracy. The theoretical claims are 

supported by simulations and tables. Finally, Section 4 concludes the study. 

 

2. Materials and Methods 

In this section, we introduce the Lie-Trotter splitting method (LSM) for the Brusselator model given in Equation 

1-2. For this purpose, we first set up the equations given in Equation 1-2 with the appropriate system form.  

 

𝑢𝑡 = 𝛼∆𝑢 + 𝑓(𝑢, 𝑣)                                                                                                                                                 (3) 

𝑣𝑡 = 𝛼∆𝑣 + 𝑔(𝑢, 𝑣)                                                                                                                                               (4) 

 

where 𝑓(𝑢, 𝑣) = 𝐵 + 𝑢2𝑣 − (𝐴 + 1)𝑢 and 𝑔(𝑢, 𝑣) = 𝐴𝑢 − 𝑢2 are scalar functions and the operator ∆ 

corresponds to the spatial derivatives. Equation 3-4 turn into system form as follows: 

 

[
𝑢𝑡

𝑣𝑡
] = 𝛼 [

∆ 𝟎
𝟎 ∆

] [
𝑢
𝑣

] + [
𝑓(𝑢, 𝑣)
𝑔(𝑢, 𝑣)

]                                                                                                                              (5) 

 

Throughout the section, we denote (𝑢, 𝑣)𝑇 by the variable  𝑌 for the sake of simplicity of the notations. Thus, 

Equation 5 can be expressed as follows: 
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𝑌𝑡 = 𝛼𝐷𝑌 + 𝐹(𝑌),              𝑌(𝑡): 𝔻(𝐷) ∩ 𝔻(𝐹(𝑌)) → 𝑋                                                                                             (6) 

 

where 𝔻(𝐷): ∁2(Ω), and 𝔻(𝐹(𝑌)): ∁1(Ω × [0, 𝑡𝑒𝑛𝑑]) and 𝑋 is a Banach space. As mentioned previously, the 

essential idea of the time splitting methods is that instead of the sum, the operators are considered separately. To 

do this, the original problem is divided into sub-problems and they are solved efficiently by an appropriate 

numerical method. The connections of these sub-problems are via the initial conditions. That is, 

 

𝑌𝑡,1 = 𝛼𝐷𝑌1,      𝑌1(𝑡𝑛) = 𝑌(𝑡𝑛)        ∀𝑡 ∈ [𝑡𝑛, 𝑡𝑛+1],                                                                                                      (7)                                                              

𝑌𝑡,2 = 𝐹(𝑌2),     𝑌2(𝑡𝑛) = 𝑌1(𝑡𝑛+1)     ∀𝑡 ∈ [𝑡𝑛, 𝑡𝑛+1],                                                                                           (8) 

 

where 𝑌1 and 𝑌2 denote the sub-problems and  𝑡𝑛 denotes the present time whereas  𝑡𝑛+1 does the future. 

Moreover, matrix 𝐷 stands for the matrix consisting of spatial derivative operators. Such splitting leads to two 

initial value problems which will be solved sequentially. Due to the linearity of Equation 7, the exact solution of 

this part is already known. However, an efficient solver will be used to obtain a solution of Equation 8, 

numerically, which will be stored as the approximated one, i. e. 𝑌(𝑡𝑛+1) = 𝑌2(𝑡𝑛+1). By the nonlinearity of 

Equation 8, a predictor-corrector method is the correct choice to obtain the approximate solution. In the current 

study, we utilize Heun’s method to obtain the approximate solution for the non-linear part. For the sake of 

simplicity of notations, Heun’s method can be expressed on the non-linear part as follows: 

 

𝑌2(𝑡𝑛+1) = 𝑌2(𝑡𝑛) +
∆𝑡

2
(𝐹(𝑌2(𝑡𝑛)) + 𝐹 (𝑌2(𝑡𝑛) + ∆𝑡𝐹(𝑌2(𝑡𝑛)))) , ∀𝑡 ∈ [𝑡𝑛, 𝑡𝑛+1]                                           (9) 

The convergence of the composite of numerical flows should be validated by appropriate analysis. The upcoming 

subsections present the preservation of positivity and the issue of convergence with the concepts of consistency 

and stability. 

 

2.1. Positivity preservation of the LSM 

Since the solution of the Brusselator system given in Equation 1-2 describes the concentrations of two reactants, 

the solution is positive naturally. Thus, the approximate solution must satisfy the positivity for each time step. 

To guarantee the positivity of the LSM we only impose the following assumption: 

Assumption 1. Let 𝑌(𝑥, 𝑦, 0) = 𝑌0 ≥ 0. Assume that 

 

𝐹𝑖(𝑌𝑖) ≥ 0,         ∀𝑌𝑖 ≥ 0,       𝑖 = 1, 2     

 

where 𝐹 corresponds to the nonlinear part of the Brusselator system, and  𝐹𝑖  and 𝑌𝑖 denote the 𝑖𝑡ℎ components 

of the 𝐹 and 𝑌, respectively.  

 

Due to this condition, vector field 𝐹 pushes the trajectories back to the positive domain whenever the solutions 

approach the boundary. Moreover, the condition on the nonlinear field is enough to say the LSM preserves the 

positivity of the solution. Our general reference on positivity preservation is the book given in [24]. 

 

Theorem 1. Let Assumption 1 hold for Equation 1-2. The LSM preserves the positivity of the solutions over all 

the time. 

 

Proof.  To prove the positivity we shall first write the approximate solution on [0, ∆𝑡]: 
 

�̃�(∆𝑡) = 𝑒𝐷∆𝑡𝑌(𝑡0) +
∆𝑡

2
(𝐹(𝑌2(𝑡0)) + 𝐹 (𝑌2(𝑡0) + ∆𝑡𝐹(𝑌2(𝑡0))))                                                                    (10) 

 

where 𝑌2(𝑡0) = 𝑌1(∆𝑡) = 𝑒𝐷∆𝑡𝑌1(𝑡0). One can be easily seen that the solution obtained by  Equation 7 gives a 

positive solution when the initial condition is positive, i. e. 𝑌(𝑡0) ≥ 0. This provides the positivity of the second 

term with the help of Assumption 1, which concludes the positivity of �̃�(∆𝑡) = �̃�(𝑡1). The solution is stored as 
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the initial condition for the next interval [∆𝑡, 2∆𝑡]. Inductively, since the scheme preserves the positivity at each 

one step we guarantee the positivity of the approximate solution �̃�(𝑡𝑘+1) for all 𝑌(𝑡𝑘) ≥ 0.  

In [25] the author proposed a finite difference scheme preserving the positivity of the reaction-diffusion equation 

which requires the differentiability of the field. It is crucial to emphasize that the LSM does not need to have any 

condition on the derivative of the field.  

 

2.2. Local error analysis 

The present section aims to analyze the consistency of the method. One can be seen in Table 1 that the eigenvalues 

of the discretization matrix to approximate to the Laplace operator are negative. Thus, the solutions of Equation 

7 remain bounded over all the time. With the help of these results, Remark 1 is given. 

 
Table 1. Several examples of eigenvalues of D for different domains 

Domain max
Ω

𝑒𝑖𝑔(𝐷) min
Ω

𝑒𝑖𝑔(𝐷) 

Ω = [0,1] × [0,1]      -19.7291 -1.2780e+4 

Ω = [0,10] × [0,10] -0.1973 -127.8027 

Ω = [0,30] × [0,30] -0.0219 -88.8670 

 

Remark 1. Due to the max
Ω

𝑒𝑖𝑔(𝐷) ≤ 0, where  𝑒𝑖𝑔(𝐷) represents the eigenvalues of 𝐷, the solution of the linear 

part of the Brusselator system is bounded by the initial condition as follows: 

 

‖𝑒𝛼𝐷𝑡𝑌0‖𝑋 ≤ 𝛾‖𝑌0‖𝑋                                                                                                                                                  (11) 

 

where the constant 𝛾 ∈ [0, 1]  provided that 𝛼 ≥ 0. 

 

Moreover, the nonlinear part of the Brusselator system, which is given in Equation 1-2, is bounded, under the 

well-posedness of the solutions.  

 

Lemma 1. Let the field 𝐹(𝑌): ∁1(Ω × [0, 𝑡𝑒𝑛𝑑]) → 𝑋 be a nonlinear operator. Suppose that there exists 𝑀, 𝑁 ∈
ℝ+ such that 

 

‖𝐹(𝑌)‖𝑋 ≤ 𝑀‖𝑌0‖𝑋                                                                                                                                                      (12) 
‖𝜕𝐹(𝑌)‖𝑋 ≤ 𝑁‖𝑌0‖𝑋                                                                                                                                            (13) 

 

where 𝜕𝐹 =
𝜕(𝑓,𝑔)

𝜕(𝑢,𝑣)
= [

2𝑢𝑣 − (𝐴 + 1) 𝑢2

𝐴 − 2𝑢𝑣 −𝑢2
]. 

 

Theorem 2 presents the local error analysis of the LSM. To do this, the method is considered on [0, ∆𝑡]. 
 

Theorem 2. Let Remark 1 and Lemma 1 be fulfilled. LSM is the first-order accuracy with error bound 

 

‖𝑌(∆𝑡) − �̃�(∆𝑡)‖
𝑋

≤ 𝐶∆𝑡2 + ℴ(∆𝑡3)                                                                                                                        (14) 

 

where 𝐶 depends on 𝑀 and ‖𝑌0‖𝑋. 
 

Proof:  To obtain the local error bound of the numerical scheme we employ the standard technique. That is,  

‖𝑌(∆𝑡) − �̃�(∆𝑡)‖
𝑋

 will be calculated.  

 

On one hand, by Picard-Lindelöf theorem the exact solution of Equation 6 is expressed as follows: 

 

𝑌(∆𝑡) = 𝑒𝐷∆𝑡𝑌0 + ∫ 𝑒𝐷(∆𝑡−𝑠)𝐹(𝑌(𝑠))𝑑𝑠
∆𝑡

0
                                                                                                          (15) 

 

On the other hand, the numerical solution is defined by  
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�̃�(∆𝑡) = 𝑒𝐷∆𝑡𝑌0 +
∆𝑡

2
(𝐹(𝑒𝐷∆𝑡𝑌0) + 𝐹 (𝑒𝐷∆𝑡𝑌0 + ∆𝑡𝐹(𝑒𝐷∆𝑡𝑌0)))                                                                      (16) 

 

For the convenience of calculations we restate the exact solution as follows: 

 

𝑌(∆𝑡) = 𝑒𝐷∆𝑡𝑌0 + ∫ 𝑒𝐷(∆𝑡−𝑠)𝐹(𝑒𝐷𝑠𝑌0 + ∫ 𝑒𝐷(𝑠−𝜏)𝐹(𝑌(𝜏))𝑑𝜏
𝑠

0
)𝑑𝑠

∆𝑡

0
                                                                              (17) 

 

With the help of the Taylor's Expansion Equation 16 and Equation 17 can be rewritten as follows: 

 

𝑌(∆𝑡) = 𝑒𝐷∆𝑡𝑌0 + ∫ 𝑒𝐷(∆𝑡−𝑠)𝐹(𝑒𝐷𝑠𝑌0)𝑑𝑠

∆𝑡

0

+ 

                                                                         ∫ 𝑒𝐷(∆𝑡−𝑠)∆𝑡

0
(∫ 𝑒𝐷(𝑠−𝜏)𝐹(𝑌(𝜏))𝑑𝜏

𝑠

0
𝜕𝐹(𝑒𝐷𝑠𝑌0) + ℴ(𝑠2)) 𝑑𝑠               (18) 

and 

 

�̃�(∆𝑡) = 𝑒𝐷∆𝑡𝑌0 +
∆𝑡

2
(𝐹(𝑒𝐷∆𝑡𝑌0) + 𝐹(𝑒𝐷∆𝑡𝑌0) + ∆𝑡𝐹(𝑒𝐷∆𝑡𝑌0)𝜕𝐹(𝑒𝐷∆𝑡𝑌0) + ℴ(∆𝑡2))                               (19) 

 

Subtracting Equation 19 from Equation 18 the residual term is achieved. By virtue of Lemma 1 and Remark 1, 

the local error bound is attained as follows: 

 

‖𝑌(∆𝑡) − �̃�(∆𝑡)‖
𝑋

≤ 𝐶∆𝑡2 + ℴ(∆𝑡3)                                                                                                                   (20) 

 

where 𝐶 depends on 𝑀, 𝑁, and ‖𝑌0‖𝑋. 
 

2.3. Stability analysis 

Theorem 3. Let Remark 1 and Lemma 1 be satisfied. The LSM is unconditionally stable.  

 

Proof: To prove the stability of the method we first start with finding a bound of one-step approximate solution 

given as follows: 

 

�̃�1 = 𝑒𝐷∆𝑡𝑌0 +
∆𝑡

2
(𝐹(𝑒𝐷∆𝑡𝑌0) + 𝐹 (𝑒𝐷∆𝑡𝑌0 + ∆𝑡𝐹(𝑒𝐷∆𝑡𝑌0))),                                                                            (21) 

 

where �̃�1 = 𝑌2(∆𝑡) in Equation 7-8. Taking the norm of both sides and utilizing from Remark 1 yield 

 

‖�̃�1‖
𝑋

= ‖𝑒𝐷∆𝑡𝑌0 +
∆𝑡

2
(𝐹(𝑒𝐷∆𝑡𝑌0) + 𝐹 (𝑒𝐷∆𝑡𝑌0 + ∆𝑡𝐹(𝑒𝐷∆𝑡𝑌0)))‖

𝑋
                                                                            (22) 

‖�̃�1‖
𝑋

≤ 𝛾‖𝑌0‖𝑋 + ∆𝑡 (1 +
∆𝑡

2
) 𝑀𝛾‖𝑌0‖𝑋                                                                                                                (23)  

 

Equation 23 represents the boundedness of a one-step solution by the initial condition as ∆𝑡 → 0. If the process 

is repeated inductively, one can obtain 

 

‖�̃�𝑛‖
𝑋

≤ 𝛾𝑛 (1 + 𝑀∆𝑡 + 𝑀
∆𝑡2

2
)

𝑛

‖𝑌0‖𝑋                                                                                                                              (24) 

 

where the coefficient of ‖𝑌0‖𝑋 denotes the amplification factor of LSM.  As it can be easily seen in Equation 24, 

the terms consisting of ∆𝑡 are negligible when 𝑛 increases. This leads to  

 

‖�̃�𝑛‖
𝑋

≤ 𝛾𝑛‖𝑌0‖𝑋                                                                                                                                                 (25) 
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which concludes the proof. This also guarantees that the LSM is unconditionally stable. 

 

3. Results and Discussion 

The current section is dedicated to confirming the theoretical results obtained in the previous section. In this 

context, it is crucial to state the Brusselator system from both physical and chemical aspects. A chemical process 

is related to converting reactants into products. One of the most important points for closed systems such as 

Brusselator is that one can generate an oscillating chemical reaction model using the Belousov-Zhabotinsky 

reaction which is corresponding to our considered problems. For a more detailed discussion on the Brusselator 

system and its dynamics we refer the reader to the dissertation about that system, see [26]. An oscillating chemical 

reaction as the pendulum passes through its equilibrium point while oscillates. The mean of the equilibrium is 

the equilibrium concentration for all the components. Thus, from a point of mathematical view, as well as its 

convergence properties it is expected that a numerical scheme to obtain a solution should preserve its dynamics. 

That is, by the nature of chemical reactions all solutions should be positive. Additionally, due to entropy, the 

reactants should reach their equilibrium as time increases.  

Under the lights of the information above, we consider some test problems both one- and two- dimensional cases 

to check the accuracy and efficiency of the LSM. 

3.1. Example 1 

To check the efficiency of the method we first start with a one-dimensional Brusselator system, which is  

 

𝜕𝑢

𝜕𝑡
= 𝛼

𝜕2𝑢

𝜕𝑥2
+ 𝐵 + 𝑢2𝑣 − (𝐴 + 1)𝑢 

𝜕𝑣

𝜕𝑡
= 𝛼

𝜕2𝑣

𝜕𝑥2
+ 𝐴𝑢 − 𝑢2𝑣, 

 

subject to  

 

𝑢(0, 𝑡) = 𝑢(1, 𝑡) = 𝐵;      𝑣(0, 𝑡) = 𝑣(1, 𝑡) = 𝐴
𝐵⁄   

𝑢(𝑥, 0) = 𝐵 + 𝑥(1 − 𝑥);           𝑣(𝑥, 0) = 𝐴
𝐵⁄ + 𝑥2(1 − 𝑥)  

 

By taking parameters given as in [27] we have obtained the approximated solutions which are illustrated in Figure  

1.  

 

 
Figure 1. The physical behavior of the approximated solutions for 𝑢(𝑥, 𝑡) and 𝑣(𝑥, 𝑡).  The numerical solutions are 

obtained by taking 𝐵 = 0.6, 𝐴 = 0.2, 𝛼 =
1

40
, where 𝑥 ∈ [0,1] and 𝑡 ∈ [0,1]. 
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It is important to say Table 2 emphasizes that the LSM remains stable and preserves the positivity of the 

solutions for both 𝑢(𝑥, 𝑡) and 𝑣(𝑥, 𝑡) for different final times. 

 

Table 2. Maximum and Minimum values of numerical solutions for the parameters  𝐵 = 0.6, 𝐴 = 0.2, 𝛼 =
1

40
, 

𝑡𝑒𝑛𝑑 

max
𝑥∈[0,1]

𝑡∈[0,𝑡𝑒𝑛𝑑]

𝑢(𝑥, 𝑡) min
𝑥∈[0,1]

𝑡∈[0,𝑡𝑒𝑛𝑑]

𝑢(𝑥, 𝑡) max
𝑥∈[0,1]

𝑡∈[0,𝑡𝑒𝑛𝑑]

𝑣(𝑥, 𝑡) min
𝑥∈[0,1]

𝑡∈[0,𝑡𝑒𝑛𝑑]

𝑣(𝑥, 𝑡) 

1 0.8500 0.60 0.4812 0.3301 

10 0.8500 0.60 0.4812 0.3301 

20 0.8500 0.5998 0.4812 0.3302 

 

Furthermore, the theoretical results which are given in [9] state that the limit cycles do not exist for the Brusselator 

model when 1 − 𝐴 + 𝐵2 < 0. Figure 2.a illustrates such a case. However, limit cycles occur for the case of 1 −
𝐴 + 𝐵2 ≥ 0 and Figure 2.b presents that case. To validate if the proposed method is compatible with the specified 

system the parameters have been taken from [9].  

 

            
a. A=2.5,  B= 0.5,  1 − 𝐴 + 𝐵2 = −1.25 b. A=1.2,  B= 0.5; 1 − 𝐴 + 𝐵2 = 0.05 

Figure 2. The limit cycles of the diffusion-free Brusselator system for different choices of parameters.    
 
Figure 2 is evidence that the proposed method preserves the limit cycles which is the physical dynamics of the 

Brusselator system. The obtained results are consistent with the results that of [9]. 

 

3.2. Example 2 

As our second test problem, we consider a benchmark problem in the literature. The corresponding equation is 

the two-dimensional Brusselator system given in Equation 1-2 with parameters 𝛼 = 0.25, 𝐴 = 1 and 𝐵 = 0 in 

the region Ω = [0,1]2. By the particular choices of parameters, the exact equations of Equation 1-2 are 

 

𝑢(𝑥, 𝑦, 𝑡) = 𝑒−𝑥−𝑦−0.5𝑡,

𝑣(𝑥, 𝑦, 𝑡) = 𝑒𝑥+𝑦+0.5𝑡.
 

 

All necessary conditions are extracted from the exact solution. Table 3 lists the numerical solution generated by 

LSM by comparing it with those in [7] and [14] for the case of M=10 (denotes the notation for the spatial 

discretization for their studies).  
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Table 3. Comparison of the results of LSM with the other methods in the literature and exact solution. 

𝑡𝑒𝑛𝑑 

𝑢(0.4,0.6, 𝑡𝑒𝑛𝑑) 𝑣(0.4,0.6, 𝑡𝑒𝑛𝑑) 

LSM [7] [14] Exact LSM [7] [14] Exact 

0.3 0.31667  0.3168    0.3174  0.31665 3.15834 3.1530  3.1580  3.15804 

0.6 0.27257  0.2724    0.2732  0.27255 3.66956 3.6600  3.6680  3.66911 

0.9 0.23459  0.2345    0.2351  0.23457 4.26365 4.2500   4.2620 4.26311 

1.2 0.20192  0.2016   0.2024  0.20191 4.95342  4.9390   4.9520 4.95278 

1.5 0.17379  0.1739    0.1742  0.17377 5.75535 5.7350   5.7540 5.75460 

1.8 0.14958  0.1489     0.1499 0.14957 6.68676  6.6700   6.6850 6.68589 

 

The given table verifies that the proposed method, LSM, in very good agreement with the exact solution for 

both 𝑢 and 𝑣. Moreover, it can be easily seen that the LSM is better over time.  

 

Furthermore, Figure 3 and Figure 4 depict the comparison of the physical behaviors of the numerical solutions 

computed by the LSM and the exact solution. The exhibited figures, Figure 3-4, are obtained by taking  ∆𝑡 =
0.01 over [0, 4] where the spatial domain, Ω = [0,1] × [0,1], is divided into 10 equal intervals.  

 

 
a. Surface plot of  𝑢(𝑥, 𝑦, 𝑡𝑒𝑛𝑑). b. Phase plot of  𝑢(𝑥, 𝑦, 𝑡𝑒𝑛𝑑). 

Figure 3. The physical behavior of the solutions of 𝑢(𝑥, 𝑦, 𝑡). The parameters are taken as 𝐴 = 1, 𝐵 = 0,  𝛼 = 0.25 for 

Equation 1-2.  

 

 
a. Surface plot of 𝑣(𝑥, 𝑦, 𝑡𝑒𝑛𝑑). b. Phase plot of 𝑣(𝑥, 𝑦, 𝑡𝑒𝑛𝑑). 

Figure 4. The physical behavior of the solutions of 𝑣(𝑥, 𝑦, 𝑡). The parameters are taken as 𝐴 = 1, 𝐵 = 0, 𝛼 = 0.25 for 

Equation 1-2. 

 

Table 3 and Figure 3-4 are evidence of the validity, compatibility and accuracy of the proposed method for 

Equation 1-2.   
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3.3. Example 3 

 

As our final test problem, we consider the two-dimensional Brusselator system which is given in Equation 1-2 

for 𝛼 = 0.002, 𝐴 =
1

2
 and 𝐵 = 1 in the region Ω = [0,1]2 with the initial and Neumann’s boundary conditions 

are given as follows: 

 

𝑢(𝑥, 𝑦, 0) =
1

2
𝑥2 −

1

3
𝑥3 and  𝑣(𝑥, 𝑦, 0) =

1

2
𝑦2 −

1

3
𝑦3, 

 
𝜕𝑢(𝑥, 𝑦, 0)

𝜕𝑥
|𝑥=0 =

𝜕𝑢(𝑥, 𝑦, 0)

𝜕𝑥
|𝑥=1 =

𝜕𝑢(𝑥, 𝑦, 0)

𝜕𝑦
|𝑦=0 =

𝜕𝑢(𝑥, 𝑦, 0)

𝜕𝑦
|𝑦=1 = 0, 

𝜕𝑣(𝑥, 𝑦, 0)

𝜕𝑥
|𝑥=0 =

𝜕𝑣(𝑥, 𝑦, 0)

𝜕𝑥
|𝑥=1 =

𝜕𝑣(𝑥, 𝑦, 0)

𝜕𝑦
|𝑦=0 =

𝜕𝑣(𝑥, 𝑦, 0)

𝜕𝑦
|𝑦=1 = 0, 

 

  

All parameters for this example are taken from the study of [13]. We have checked the convergence of the method 

to the equilibria point for the two-dimensional Brusselator system. Table 4 guarantees that the numerical solutions 

converge to their equilibrium points as t increases. 

 
Table 4. The values of 𝑢(𝑥, 𝑦, 𝑡) and  𝑣(𝑥, 𝑦, 𝑡) at the specified 𝑥, 𝑦  and 𝑡. 

 (0.2,0.2, 𝑡𝑒𝑛𝑑) (0.4,0.6, 𝑡𝑒𝑛𝑑) (0.5,0.5, 𝑡𝑒𝑛𝑑) (0.8,0.9, 𝑡𝑒𝑛𝑑) 

𝑡𝑒𝑛𝑑 𝑢 𝑣 𝑢 𝑣 𝑢 𝑣 𝑢 𝑣 

1 0.5303 0.1632 0.5602 0.2538 0.5511 0.2278 0.5832 0.3148 

2 0.7020 0.3676 0.7312 0.4283 0.7224 0.4113 0.7536 0.4664 

3 0.8167 0.4930 0.8474 0.5202 0.8382 0.5129 0.8696 0.5348 

4 0.9097 0.5356 0.9342 0.5396 0.9271 0.5389 0.9506 0.5398 

5 

6 

7 

8 

9 

10 

0.9715 

0.9997 

1.0063        

1.0047 

1.0021 

1.0005 

0.5307 

0.5146 

0.5038 

0.4996 

0.4989 

0.4993 

0.9849 

1.0041 

1.0065 

1.0039 

1.0015 

1.0002 

0.5261 

0.5103 

0.5017 

0.4990 

0.4989 

0.4994 

0.9812 

1.0029 

1.0065 

1.0042 

1.0016 

1.0003 

0.5275 

0.5115 

0.5023 

0.4992 

0.4989 

0.4993 

0.9930 

1.0064 

1.0064 

1.0033 

1.0011 

1.0001 

0.5223 

0.5005 

0.5005 

0.4987 

0.4989 

0.4995 

 

↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ 

∞ 1 0.5 1 0.5 1 0.5 1 0.5 

 

The values of Table 4 have been obtained by dividing the spatial domain into 20 equally divided intervals whereas 

the number of intervals varies for the time domain. That is, 𝑁𝑥 = 𝑁𝑦 = 20 and Δ𝑡 = 0.01. The relative errors 

and the rate of convergence of the LSM method are presented in Table 5 and Table 6. To do this, the relative 

errors are defined by the following equations, 

 

||𝑒𝑢||𝑹 =
||𝑢(∆𝑡)−𝑢(∆𝑡/2)||∞

||𝑢(∆𝑡/2)||∞
,   and    ||𝑒𝑣||𝑹 =

||𝑣(∆𝑡)−𝑣(∆𝑡/2)||∞

||𝑣(∆𝑡/2)||∞
,   

 
Table 5. Relative errors and orders at 𝑡𝑒𝑛𝑑 = 1 with different time step ∆𝒕. 

𝑡𝑒𝑛𝑑 = 1 Relative Error                    Order 

∆𝑡 ||𝑒𝑢||𝑅 ||𝑒𝑣||𝑅 𝑢 𝑣 

0.1 9.1737𝑥10−4 3.8232𝑥10−4 2.0934 2.0969 

0.05 2.1495𝑥10−4 8.9365𝑥10−5 2.0422 2.0164 

0.025 5.2187𝑥10−5 2.2087𝑥10−5 2.0140 1.9490 

0.0125 1.2920𝑥10−5 5.7205𝑥10−6 1.9933 1.8669 

0.00625 3.2449𝑥10−6 1.5683𝑥10−6 1.9701 1.7510 
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and 

 
Table 6. Relative errors and orders at 𝑡𝑒𝑛𝑑 = 10 with different time step ∆𝑡. 

𝑡𝑒𝑛𝑑 = 10 Relative Error                    Order  

∆𝑡 ||𝑒𝑢||𝑅 ||𝑒𝑣||𝑅 𝑢 𝑣 

0.1 5.4600𝑥10−6 5.8788𝑥10−6 1.9864 2.1264 

0.05 1.3779𝑥10−6 1.3463𝑥10−6 2.0056 2.0652 

0.025 3.4314𝑥10−7 3.2171𝑥10−7 2.0197 2.0355 

0.0125 8.4618𝑥10−8 7.8472𝑥10−8 2.0428 2.0235 

0.00625 

 
2.0536𝑥10−8 1.9300𝑥10−8 2.0903 2.0234 

 

To see the validity of the solutions over time, computations are carried out for a different final time, 𝑡 = 1 and  

𝑡 = 10 in Table 5 and Table 6, respectively. For both tables, we take 𝑁𝑥 = 𝑁𝑦 = 20. Even though the proposed 

method is a first-order method, the results of Table 5 and Table 6 are evidence that the method has second-order 

accuracy. It is crucial to say that this situation is mainly because of the usage of the exact solution on the diffusion 

part. Moreover, Table 5 and Table 6 guarantee that the method remains stable which also confirms the theoretical 

results. 

In addition, Table 7 exhibits the comparison of the relative errors obtained by the Meshless Local Petrov-Galerkin 

(MLPG) method which is studied in [13], and the proposed method, LSM. Although it is a first-order method, it 

is seen from Table 7 that the LSM achieves good results for a different choice of ∆𝑡. It is important to note that 

this study deals with the time splitting algorithms whereas the compared study has mainly focused on the space 

discretization technique.  
Table 7. Comparison of the relative errors at 𝑡𝑒𝑛𝑑 = 4 with different time step ∆𝑡 produced by LSM with the results of [13]. 

𝑡𝑒𝑛𝑑 = 4 LSM                    MLPG [13] 

∆𝑡 ||𝑒𝑢||𝑅 ||𝑒𝑣||𝑅 ||𝑒𝑢||𝑅 ||𝑒𝑣||𝑅 

0.1 5.4604𝑥10−5 1.4324𝑥10−4 1.7883𝑥10−6 6.0686𝑥10−7 

0.05 1.7669𝑥10−5 4.3478𝑥10−5 1.7565𝑥10−6 5.5350𝑥10−7 

0.01 5.2534𝑥10−7 1.1857𝑥10−6 1.7331𝑥10−6 5.2272𝑥10−7 

0.005 1.4540𝑥10−7 2.8553𝑥10−7 1.7301𝑥10−6 5.1900𝑥10−7 

0.001 
 

2.2007𝑥10−9 1.1446𝑥10−8 1.7278𝑥10−6 5.1605𝑥10−7 

               

Furthermore, the exhibited figure, Figure 5, illustrates the numerical solution of 𝑢 and 𝑣 for the two-dimensional 

Brusselator system for the parameters 𝛼 = 0.002, 𝐴 =
1

2
 and 𝐵 = 1 on 𝑡 ∈ [0,3]. To show the compatibility of 

the solution, the proposed method has been compared by a well-known Crank-Nicolson method without applying 

any splitting process. It can be easily seen that values of  𝑢 and 𝑣 approach the values 1 and 0.5 respectively.  

 

Figure 5. Graphs of 𝑢 (
1

3
,

1

3
, 𝑡) and 𝑣 (

1

3
,

1

3
, 𝑡) against time 𝑡 for Example 3. 
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The graphs of the numerical solutions obtained for 𝑢 and 𝑣 at 𝑡 = 10 with 𝑁𝑥 = 𝑁𝑦 = 20 and Δ𝑡 = 0.01 are 

presented in Figure 6. Initial profiles of 𝑢 and 𝑣 are given in Figure 7.  

 

 
 
Figure 6. The solutions of  𝑢 and 𝑣 at 𝑡 = 10. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Initial concentration profiles of reactants 𝑢 and 𝑣. 

 

Figure 6 and Figure 7 present that the concentrations tend to approach their equilibrium points. From a 

mathematical point of view, the proposed method preserves the physical behavior of the initial profiles. 

 

4. Conclusion and Comment 
 

A kind of operator splitting method, the LSM, has been applied to solve the nonlinear reaction-diffusion 

Brusselator system. The system has been divided into two equations which are solved iteratively. The main 

contribution of this process is solving the diffusion part exactly which leads to getting high accuracy. Second-

order Heun’s method has been used for the nonlinear part. By the concepts of stability and consistency analyses, 

the convergence of the proposed method has been discussed. Additionally, it is shown that the method preserves 

the positivity of the solutions which plays a key role in chemical reaction-diffusion systems theoretically. In 

addition to these theoretical results, the current study has been also enriched computationally by applying the 

proposed method on several Brusselator systems. After generating an accuracy table the convergence rate of the 

method has been shown. It is important to emphasize that by virtue of the exact solution on the linear part the 

method performed as a second-order method even though it is a first-order method theoretically.  Moreover, one 

can be seen on the tables and simulations the system reaches its equilibrium point for both one- and two-

dimensional versions. All these results are evidence that the method is a very compatible and accurate method 

both physically and mathematically for the specified system.  
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 Abstract  
The main goal of this study is obtaining analytical solutions for (3+1)-dimensional Jimbo-

Miwa Equation which the second equation in the well-known KP hierarchy of integrable 

systems. For the (3+1DJM) equation, hyperbolic, trigonometric, complex trigonometric and 

rational traveling wave solutions have been constructed by applying the (𝐺′/𝐺, 1/𝐺)-

expansion method. Then, real and imaginary graphics are presented by giving special values 

to the constants in the solutions obtained. These graphics are a special solution of the 

(3+1DJM) equation and represent a stationary wave of the equation. The (𝐺′/𝐺, 1/𝐺)-

expansion method is an effective and powerful method for solving nonlinear evolution 

equations (NLEEs). Ready computer package program is used to obtain the solutions and 

graphics presented in this study.  
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1. Introduction 

 Non-linear science phenomena take an important place 

in applied mathematics and mathematical physics. The 

appearance of the solitary wave in nature is quite 

common particularly in plasmas, condensed matter 

physics, optical fibers, solid-state physics, chemical 

kinematics, electrical circuits, etc. Solutions of 

nonlinear evolutionary equations are the cornerstone of 

many physical phenomena. For example; such as 

signaling, ocean waves, shallow water waves, heat 

dissipation. In wave theory, these physical events are 

mathematized with traveling wave solutions. Therefore, 

the traveling wave solution is an indispensable 

instrument of both mathematics and physics.  Last year, 

NLEEs are applied in many areas of science. Various 

methods have been used to obtain solutions for different 

types of NLEEs. Some of these are the extended trial 

equation method [1], the new extended direct algebraic 

method [2], (𝐺′/𝐺)-expansion method [3], (𝐺′/𝐺, 1/
𝐺)-expansion method [4], Clarkson–Kruskal (CK) 

direct method [5], improved tan 𝜙(𝜉)/2-expansion 

method [6], Sumudu transform method [7], new 

expansion method [8], extended sinh-Gordon equation 

expansion method [9], the modified Kudryashov 

method [10], (1/𝐺′)-expansion method [11-15], 

collocation method [16,17], first integral method [18], 

F-expansion method [19], the modified exponential 

function method [20], Difference scheme method [21] 

and so on [22-29]. 

In this article, the authors attained the exact solutions 

of the (3+1DJM) equation. Consider the form of the 

(3+1DJM) equation [30], 

𝑢𝑥𝑥𝑥𝑦 + 3𝑢𝑦𝑢𝑥𝑥 + 3𝑢𝑥𝑢𝑥𝑦 + 2𝑢𝑦𝑡 − 3𝑢𝑥𝑧 = 0.   (1) 

Jimbo-Miwa equation was examined first by Jimbo 

and Miwa [31] and later by several authors. Some of 

these are as follows: Wazwaz has been attained 

multiple soliton solutions of two extended (3+1DJM) 

equation using  the simplified Hirota’s method [32], 

Zhang has been obtained different type solutions of 

(3+1DJM) equation using Hirota bilinear form [33], 

Ma and Lee have been attained (3+1DJM) equation 

using Bäcklund transformation [34],  Sun and Chen 

have been attained  lump solutions, the lump–kink of 

(3+1DJM) equation via bilinear forms [35], Yang and 

Ma have been obtained Lump-type solutions of the 

(3+1DJM) equation by applying Hirota bilinear form 

[36], Liu and Jiang have been attained new exact 

solutions of the (3+1DJM) equation with the help of 

extended homogeneous balance method [37], Öziş and 

Aslan have been attained analytical and explicit 

generalized solitary solutions of the (3+1DJM) 

equation using the Exp-function method [38], Tang 

http://dx.doi.org/10.17776/csj.689759
https://orcid.org/0000-0002-1460-8573
https://orcid.org/0000-0002-9297-6873
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and Liang have been obtained variable separation 

solutions of the (3+1DJM) equation [39], Ma has been 

attained four classes of lump-type solutions for the 

(3+1DJM) equation using Hirota bilinear form [40]. 

 

2.  (𝑮′/𝑮, 𝟏/𝑮)-Expansion Method 

Consider the general form of NLEEs containing two or more arguments to be analyzed is written as follows [23]: 

𝑇 (𝑢,
𝜕𝑢

𝜕𝑡
,

𝜕𝑢

𝜕𝑥
,

𝜕𝑢

𝜕𝑦
,

𝜕2𝑢

𝜕𝑥2 , . . . ) = 0.                                  (2) 

Let 𝑢 = 𝑢(𝑥, 𝑦, 𝑧, 𝑡) = 𝑈(𝜉) = 𝑈,   𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡 and transmutation Eq. (1) can be converted into 

following nODE for 𝑈(𝜉): 

L(𝑈, 𝑈′, 𝑈′′, 𝑈𝑈′, … ) = 0,                                                                     (3)    

where prime refers to derivatives related to 𝜉. Complexity can be reduced by integrating Eq. (3). By the nature 

of this method, 𝐺(𝜉) = 𝐺 is solution function of the second-order ODE as 

𝐺′′(𝜉) + 𝜆𝐺(𝜉) = 𝜇.                                (4) 

It as 𝜙 = 𝜙(𝜉) = 𝐺′/𝐺 and 𝜓 = 𝜓(𝜉) = 1/𝐺  supply operational esthetic. We may write derivatives of the 

functions described  

𝜙′ = −𝜙2 + 𝜇𝜓 − 𝜆, 𝜓′ = −𝜙𝜓,                         (5) 

We can offer the behavior of solution function Eq. (4) according to the state of 𝜆 taking into account the equations 

given by the Eq. (5). 

 

i) If  𝜆 < 0,  

𝐺(𝜉) =  𝑐1 sinh(√−𝜆𝜉 +  𝑐2𝑐𝑜𝑠ℎ√−𝜆𝜉) +
𝜇

𝜆
,                      (6) 

whereas  𝑐1 and  𝑐2 are real numbers. Considering Eq. (6); 

𝜓2
=

−𝜆

𝜆2𝜎+𝜇2 (𝜙2
− 2𝜇𝜓 + 𝜆), 𝜎 = 𝑐1

2 − 𝑐2
2,                      (7) 

Eq. (7) is obtained. 

ii) If  𝜆 > 0,  

𝐺(𝜉) = 𝑐1 sin(√𝜆𝜉 + 𝑐2𝑐𝑜𝑠√𝜆𝜉) +
𝜇

𝜆
,                                  (8) 

whereas 𝑐1 and 𝑐2 are real numbers. Considering Eq. (8),  

𝜓2 =
𝜆

𝜆2𝜎−𝜇2
(𝜙2 − 2𝜇𝜓 + 𝜆), 𝜎 = 𝑐1

2 + 𝑐2
2,                          (9) 

Eq. (9) is written. 

iii) If  𝜆 = 0,  

𝐺(𝜉) =
𝜇

2
𝜉2 + 𝑐1𝜉 + 𝑐2,                                       (10) 

here 𝑐1 and 𝑐2 are real numbers. Considering Eq. (10),  

𝜓2 =
1

𝑐1
2−2𝜇𝑐2

(𝜙2 − 2𝜇𝜓).                                        (11) 

Eq. (11) is written. 

For 𝜓 and  𝜙 polynomials, solution of Eq. (3) is 

𝑢(𝜉) = ∑ 𝑎𝑖𝜙𝑖 + ∑ 𝑏𝑖
𝑛
𝑖=1

𝑛
𝑖=0 𝜙𝑖−1𝜓.                                 (12)

       

Here, 𝑎𝑖 and 𝑏𝑖 are real numbers be identified. 𝑛 is a positive equilibrium term which may be attained by 

comparing the maximum order derivative with the maximum order nonlinear term in Eq. (8). Whether Eq. (12) 
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is written in Eq. (3) along with equations (5), (7), (9), or (11) is written. Each coefficient of 𝜙𝑖𝜓𝑖 (𝑖 =
0,1, … , 𝑛)(𝑗 = 1, … , 𝑛) terms of the attained polynomial functions are equals zero and there is a system of 

algebraic equations for 𝑎𝑖, 𝑏𝑖, 𝑐1,  𝑐2, 𝛼, 𝛽, 𝑐, and  𝜆, ( 𝑖 = 0,1, … , 𝑛). The necessary coefficients are obtained 

by solving an algebraic equation with the help of computer package programs. Obtained coefficients are put into 

Eq. (12) and  𝑈(𝜉) solution function of the ODE given as (3) is attained and if 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡 

transmutation is employed, we will attain exact solution   𝑢(𝑥, 𝑦, 𝑧, 𝑡) of Eq. (2). 

3.   Solutions of the (3+1DJM) Equation 

We consider Eq. (1) and using transformation     𝑢 = 𝑢(𝑥, 𝑦, 𝑧, 𝑡) = 𝑈(𝜉) = 𝑈,   𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡, 

where 𝛽, 𝛾, 𝛼 and 𝑐 are constants, once obtained (ODE) after integration, we get 

α3𝛽𝑈′′′ + 3𝛽α2(𝑈′)2 − (2𝛽𝑐 + 3𝛼𝛾)𝑈′ = 0,                         (13) 

where the integration constant is zero. In Eq. (13), we get term 𝑛 = 1 from the definition of balancing term and 

the following situation is obtained in Eq. (5), 

𝑈(𝜉) = 𝑎0 + 𝑎1𝜙[𝜉] + 𝑏1𝜓[𝜉].                                    (14) 

Replacing Eq. (14) into Eq. (13) and the coefficients of Eq. (1) are equal to zero, we may establish the following 

algebraic equation systems 

𝐶𝑜𝑛𝑠𝑡: 2𝑐𝛽𝜆𝑎1 + 3𝛼𝛾𝜆𝑎1 − 2𝛼3𝛽𝜆2𝑎1 +
3𝛼3𝛽𝜆2𝜇2𝑎1

𝜇2 + 𝜆2𝜎
+ 3𝛼2𝛽𝜆2𝑎1

2 −
3𝛼2𝛽𝜆2𝜇2𝑎1

2

𝜇2 + 𝜆2𝜎
= 0, 

𝜙[𝜉] : −
6𝛼3𝛽𝜆2𝜇𝑏1

𝜇2+𝜆2𝜎
+

6𝛼2𝛽𝜆2𝜇𝑎1𝑏1

𝜇2+𝜆2𝜎
= 0, 

𝜙[𝜉]2: 2𝑐𝛽𝑎1 + 3𝛼𝛾𝑎1 − 8𝛼3𝛽𝜆𝑎1 +
3𝛼3𝛽𝜆𝜇2𝑎1

𝜇2+𝜆2𝜎
+ 6𝛼2𝛽𝜆𝑎1

2 −
3𝛼2𝛽𝜆𝜇2𝑎1

2

𝜇2+𝜆2𝜎
−

3𝛼2𝛽𝜆2𝑏1
2

𝜇2+𝜆2𝜎
= 0, 

𝜙[𝜉]3: −
6𝛼3𝛽𝜆𝜇𝑏1

𝜇2+𝜆2𝜎
+

6𝛼2𝛽𝜆𝜇𝑎1𝑏1

𝜇2+𝜆2𝜎
= 0,                               (15)    

𝜓[𝜉]: − 2𝑐𝛽𝜇𝑎1 − 3𝛼𝛾𝜇𝑎1 + 5𝛼3𝛽𝜆𝜇𝑎1 −
6𝛼3𝛽𝜆𝜇3𝑎1

𝜇2+𝜆2𝜎
− 6𝛼2𝛽𝜆𝜇𝑎1

2 +
6𝛼2𝛽𝜆𝜇3𝑎1

2

𝜇2+𝜆2𝜎
= 0,                    

𝜙[𝜉]𝜓[𝜉]: 2𝑐𝛽𝑏1 + 3𝛼𝛾𝑏1 − 5𝛼3𝛽𝜆𝑏1 +
12𝛼3𝛽𝜆𝜇2𝑏1

𝜇2+𝜆2𝜎
+ 6𝛼2𝛽𝜆𝑎1𝑏1 −

12𝛼2𝛽𝜆𝜇2𝑎1𝑏1

𝜇2+𝜆2𝜎
= 0,                    

𝜙[𝜉]2𝜓[𝜉]: 12𝛼3𝛽𝜇𝑎1 − 6𝛼2𝛽𝜇𝑎1
2 +

6𝛼2𝛽𝜆𝜇𝑏1
2

𝜇2+𝜆2𝜎
= 0,                    

the aim with ready computer package program, reaching the solutions of system (15) and we obtained the 

following stations. 

If  𝜆 < 0,  

Case 1. 

𝑎1 = 𝛼,   𝑏1 = 𝑖𝛼√𝜆√𝜎, 𝑐 =
−3𝛼𝛾−𝛼3𝛽𝜆

2𝛽
, 𝜇 = 0, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡 ,                                  (16) 

replacing values Eq. (16) into Eq. (14) and attain the following hyperbolic exact solutions for Eq. (1): 

𝑢1(𝑥, 𝑦, 𝑧, 𝑡) =
2𝛼( 𝑐2√−𝜆Cosh[√−𝜆𝜉]+ 𝑐1√−𝜆Sinh[√−𝜆𝜉])

 𝑐1Cosh[√−𝜆𝜉]+ 𝑐2Sinh[√−𝜆𝜉]
+ 𝑎0.                       (17) 
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Figure 1.  Graphs of 𝑢1(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢1 for 𝜆 = −4, 𝛽 = 1, 𝛾 = 5, 𝛿1 = 4, 𝛿2 = −1,  𝑎0 = 1, 𝛼 = 2,  𝑐1 = 1,  𝑐2 = 2,

𝑦 = 1, 𝑧 = 1. 

Case 2. 

𝑎1 = 2𝛼, 𝑏1 = 0, 𝑐 =
−3𝛼𝛾−4𝛼3𝛽𝜆

2𝛽
, 𝜇 = 0, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡,                      (18) 

replacing values Eq. (18) into Eq. (14) and attain the following hyperbolic exact solution for Eq. (1): 

𝑢2(𝑥, 𝑦, 𝑧, 𝑡) =
2𝛼(𝑐2√−𝜆Cosh[√−𝜆𝜉]+𝑐1√−𝜆Sinh[√−𝜆𝜉])

𝑐1Cosh[√−𝜆𝜉]+𝑐2Sinh[√−𝜆𝜉]
+ 𝑎0.                   (19) 

 

Figure 2.  Graphs of 𝑢2(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢2 for  𝜆 = −1, 𝛽 = 1,  𝑎0 = 1, 𝛾 = 5, 𝛼 = 2,  𝑐1 = 1,  𝑐2 = 2, y = 1, z = 1. 

  

ii) If  𝜆 > 0,  
 

Case 3. 

𝑎1 = 2𝛼, 𝑏1 = 0, 𝑐 =
−3𝛼𝛾−4𝛼3𝛽𝜆

2𝛽
, 𝜇 = 0, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡,                          (20) 

replacing values Eq. (20) into Eq. (14) and attain the following trigonometric exact solution for Eq. (1): 
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𝑢3(𝑥, 𝑦, 𝑧, 𝑡) =
2𝛼( 𝑐2√𝜆Cos[√𝜆𝜉]− 𝑐1√𝜆Sin[√𝜆𝜉])

 𝑐1Cos[√𝜆𝜉]+ 𝑐2Sin[√𝜆𝜉]
+ 𝑎0.                             (21)

  
         

Figure 3.  Graphs of 𝑢3(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢3 for  𝜆 = 1, 𝛽 = 1,  𝑎0 = 3, 𝛾 = 1, 𝛼 = 0.8,  𝑐1 = −1,  𝑐2 = 1, y = 0, z = 0. 

  

Case 4. 

𝑎1 = 𝛼, 𝑏1 = −
𝛼√−𝜇2+𝜆2𝜎

√𝜆
, 𝛽 = −

3𝛼𝛾

2𝑐+𝛼3𝜆
, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡,                          (22) 

replacing values Eq. (22) into Eq. (14) and attain the following trigonometric exact solution for Eq. (1): 

𝑢4(𝑥, 𝑦, 𝑧, 𝑡) = −
𝛼√( 𝑐1

2+ 𝑐2
2)𝜆2−𝜇2

√𝜆(
𝜇

𝜆
+ 𝑐1Cos[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−

3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]+ 𝑐2Sin[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−

3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)])

+

𝛼( 𝑐2√𝜆Cos[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−
3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]− 𝑐1√𝜆Sin[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−

3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)])

𝜇

𝜆
+ 𝑐1Cos[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−

3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]+ 𝑐2Sin[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−

3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]

+ 𝑎0.                                    (23)

  

 
Figure 4. Graphs of 𝑢4(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢4 for  𝜆 = 16, 𝑐 = 1,  𝑎0 = 5, 𝛾 = 1, 𝛼 = 1, 𝜇 = 1,  𝑐1 = −1,  𝑐2 = 1, y = 0, z =
0.  
  

Case 5. 

𝑎1 = 𝛼,  𝑏1 = 𝛼√𝜆√𝜎, 𝑐 =
−3𝛼𝛾−𝛼3𝛽𝜆

2𝛽
, 𝜇 = 0, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡,                      (24) 

replacing values Eq. (24) into Eq. (14) and attain the following trigonometric exact solution for Eq. (1): 
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𝑢5(𝑥, 𝑦, 𝑧, 𝑡) =
√𝑐1

2+𝑐2
2𝛼√𝜆

𝑐1Cos[√𝜆𝜉]+𝑐2Sin[√𝜆𝜉]
+

𝛼(𝑐2√𝜆Cos[√𝜆𝜉]−𝑐1√𝜆Sin[√𝜆𝜉])

𝑐1Cos[√𝜆𝜉]+𝑐2Sin[√𝜆𝜉]
+ 𝑎0.                                             (25)

  

  
Figure 5. Graphs of 𝑢5(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢5 for  𝜆 = 4, 𝛽 = 10, 𝛾 = 1, 𝛼 = 1, 𝑎0 = 10,  𝑐1 = 1, 𝑐2 = −2, y = 1, z = 1,

𝑐 = 1.   

Case 6. 

𝑎1 = 𝛼, 𝑏1 = 𝛼√𝜆√𝜎, 𝜇 = 0, 𝛽 = −
3𝛼𝛾

2𝑐+𝛼3𝜆
, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡,                     (26) 

replacing values Eq. (26) into Eq. (14) and attain the following complex trigonometric exact solution for Eq. (1): 

𝑢6(𝑥, 𝑦, 𝑧, 𝑡) =
√𝑐1

2+𝑐2
2𝛼√𝜆

 𝑐1Cos[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−
3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]+ 𝑐2Sin[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−

3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]

+

𝛼( 𝑐2√𝜆Cos[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−
3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]− 𝑐1√𝜆Sin[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−

3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)])

 𝑐1Cos[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−
3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]+ 𝑐2Sin[√𝜆(−𝑐𝑡+𝑥𝛼+𝑧𝛾−

3𝑦𝛼𝛾

2𝑐+𝛼3𝜆
)]

+ 𝑎0.                                          (27)
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Figure 6.  Real and imaginary graphs of 𝑢6(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢6 for 𝜆 = 4, 𝑐 = 1,  𝑎0 = 10, 𝛾 = 8,    𝑐1 = 2, 𝑐2 = 10, y = 1,

z = 1. 

 

iii) If  𝜆 = 0, 

 

Case 7. 

𝑎1 = 𝛼, 𝑏1 = −√ 𝑐2
2𝛼2 − 2 𝑐1𝛼2𝜇, 𝑐 = −

3𝛼𝛾

2𝛽
, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡,                     (28) 

replacing values Eq. (28) into Eq. (14) and attain the following rational exact solution for Eq. (1): 

𝑢7(𝑥, 𝑦, 𝑧, 𝑡) = −
√ 𝑐2

2𝛼2−2 𝑐1𝛼2𝜇

 𝑐1+ 𝑐2(𝑥𝛼+𝑦𝛽+𝑧𝛾+
3𝑡𝛼𝛾

2𝛽
)+

1

2
(𝑥𝛼+𝑦𝛽+𝑧𝛾+

3𝑡𝛼𝛾

2𝛽
)

2
𝜇

+
𝛼( 𝑐2+(𝑥𝛼+𝑦𝛽+𝑧𝛾+

3𝑡𝛼𝛾

2𝛽
)𝜇)

 𝑐1+ 𝑐2(𝑥𝛼+𝑦𝛽+𝑧𝛾+
3𝑡𝛼𝛾

2𝛽
)+

1

2
(𝑥𝛼+𝑦𝛽+𝑧𝛾+

3𝑡𝛼𝛾

2𝛽
)

2
𝜇

+

𝑎0.                                                     

 

     (29)

  

 

  
Figure 7.  Graphs of 𝑢7(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢7 for 𝜇 = 2, 𝛽 = 1,  𝑎0 = 10, 𝛾 = 5,   𝛼 = 2,  𝑐1 = 3,  𝑐2 = 2, y = 1, z = 1. 
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Case 8. 

𝑎1 = 2𝛼, 𝑏1 = 0, 𝑐 = −
3𝛼𝛾

2𝛽
, 𝜇 = 0, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡 ,                    (30) 

replacing values Eq. (30) into Eq. (14) and attain the following rational exact solution for Eq. (1): 

𝑢8(𝑥, 𝑦, 𝑧, 𝑡) =
2 𝑐2𝛼

 𝑐1+ 𝑐2(𝑥𝛼+𝑦𝛽+𝑧𝛾+
3𝑡𝛼𝛾

2𝛽
)

+ 𝑎0.                                                    (31)

  

    
Figure 8. Graphs of 𝑢8(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢8 for 𝛽 = 4,  𝑎0 = 15, 𝛾 = 3, 𝑎0 = 5, 𝛼 = 5,  𝑐1 = 1,  𝑐2 = 1, y = 1, z = 1. 

 

Case 9. 

𝑎1 = 2𝛼, 𝑏1 = 0, 𝜇 = 0, 𝛽 = −
3𝛼𝛾

2𝑐
, 𝜉 = 𝛼𝑥 + 𝛽𝑦 + 𝛾𝑧 − 𝑐𝑡,                                        (32) 

replacing values Eq. (32) into Eq. (14) and attain the following rational exact solution for Eq. (1): 

𝑢9(𝑥, 𝑦, 𝑧, 𝑡) =
2 𝑐2𝛼

 𝑐1+ 𝑐2(−𝑐𝑡+𝑥𝛼+𝑧𝛾−
3𝑦𝛼𝛾

2𝑐
)

+ 𝑎0.                                                     (33)

  

  
      

Figure 9.  Graphs of 𝑢9(𝑥, 𝑦, 𝑧, 𝑡) = 𝑢9 for 𝑐 = 1, 𝛽 = 1,  𝑎0 = 5, 𝛾 = 4,   𝛼 = 7,  𝑐1 = 5,  𝑐2 = 3, z = 1.5, y = 2. 
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4. Conclusion 

The (𝐺′/𝐺, 1/𝐺)-expansion method was used to 

establish hyperbolic, trigonometric, complex 

trigonometric, and rational traveling wave solutions for 

the (3+1DJM) equation. For the solutions found, real 

and imaginary graphics are presented for different 

values given to the constants. This equation has been 

presented by many authors by applying different 

methods, traveling wave solutions. The (𝐺′/𝐺, 1/𝐺)-

expansion method was applied to the (3+1DJM) 

equation for the first time and the solutions produced 

by this method are of different types. The traveling 

wave solutions produced by the (𝐺′/𝐺, 1/𝐺)-

expansion method are trigonometric, complex 

trigonometric, hyperbolic and rational type solutions. 

There is a singular point within these solutions. 

Therefore, constants in solutions presented in shock 

wave theory and asymptotic behavior analysis will be 

much more valuable when the physical meaning is 

loaded. In this study, the applied method is effective, 

powerful, and will be used in future works to establish 

new exact solutions of many other NLEEs. Also, the 

ready computer package program is used for graphics 

and computations in this letter. 
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Abstract  

In this paper we examine on a pair of adjoint functors (𝜙∗ , 𝜙∗)for a subcategory of the 

category of crossed modules over commutative algebras where 𝜙∗: XMod/𝑃 →  XMod/
Q, induced, and 𝜙∗: XMod/Q →  XMod/𝑃, pullback (co-induced), which enables us to move 

from crossed 𝑄-modules to crossed P-modules by an algebra morphism 𝜙 : P → Q. We show 

that this adjoint functor pair (𝜙∗, 𝜙∗) makes 𝑝 ∶  XMod → k-Alg into a bi- fibred category over 

k-Alg, the category of commutative algebras, where p is given by 𝑝(𝐶, 𝑅, 𝜕)  =  𝑅. Also, we 

give some examples and results on induced crossed modules in the case when 𝜙 is an 

epimorphism or the inclusion of an ideal.  
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1. Introduction 

The concept of fibration of categories concerns to give 

a general background to constructions similar to the 

pullback by a morphism. It seems to be a very useful 

notion for dealing with hierarchical structures. A 

functor which forgets the top level of structure is often 

usefully seen as a fibration or co-fibration of 

categories. In this work we give the main result that the 

forgetful functor 𝑝 ∶  XMod → k-Alg which sends 

(𝐶, 𝑅, 𝜕)  →  𝑅 (base algebra) is (co)fibred. We see that 

the notion of (co)induced crossed modules plays a 

critical role in this result. Induced and co-induced 

crossed module constructions correspond the notion of 

“change of base” in the module theory. The idea is 

similar to the one above. That is if 𝜙 ∶  𝑆 →  𝑅 is a ring 

homomorphism, then there is a functor 𝜙∗ from 

𝑀𝑜𝑑/𝑅 to 𝑀𝑜𝑑/𝑆 where S acts on an 𝑅-module via 𝜙. 

This functor has a left adjoint 𝜙∗ giving the well known 

induced module via the tensor product. Analogously 

induced and co-induced crossed modules give a pair of 

adjoint functors (𝜙∗ , 𝜙∗) for a subcategory of the 

category of crossed modules over commutative 

algebras where 𝜙∗: XMod/Q →  XMod/𝑃 and 

𝜙∗: XMod/𝑃 →  XMod/Q. Porter, [1], and Nizar, [2], 

have just mentioned that this adjoint functor pair 

(𝜙∗, 𝜙∗) makes 𝑝 ∶  XMod →k-Alg into a fibred and 

co-fibred category over k − Alg for commutative and 

associative algebras, respectively. But nonetheless we 

prove this result with details using related definition 

and proposition. In particular, we give some examples 

and results on crossed modules induced by a morphism 

of commutative algebras 𝜙 ∶  𝑆 →  𝑅 in the case when 

𝜙 is an epimorphism or the inclusion of an ideal. In the 

applications to commutative algebras, the induced 

crossed modules play an important role since the free 

crossed modules which are related to Koszul 

complexes given by Porter [3] are a special case of 

induced crossed modules. In [3], any finitely generated 

free crossed module 𝐶 →  𝑅 of commutative algebras 

was shown to have  𝐶 =̃ 𝑅𝑛/𝑑(Λ2𝑅𝑛), i.e. the 2𝑛𝑑 

Koszul complex term module the 2-boundaries where 

𝑑 ∶  𝛬2𝑅𝑛  → 𝑅𝑛 is the Koszul differential. So, we 

think that the induced crossed modules of commutative 

algebras give useful information on Koszul-like 

constructions.  

Analogous result has appeared in [4,5,6] for the group 

and groupoid theoretical case and in [7] it is showed 

that braided regular crossed module of groupoids bi-

fibred over regular groupoids. Also, fibrations of 2-

crossed modules of groups is given in [8]. 

Conventions: Throughout this paper k is a fixed 

commutative ring, 𝑅 is a k-algebra with identity. All k-

algebras will be assumed commutative and associative, 

but they will not be required to have unit elements 

unless stated otherwise. 

2. Crossed Modules of Commutative 

Algebras 

The general concept of a crossed module originates in 

the work [9] of Whitehead in algebraic topology. 

http://dx.doi.org/10.17776/csj.727906
https://orcid.org/0000-0003-2851-986X
https://orcid.org/0000-0002-2995-0718
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 A crossed module of algebras, (𝐶, 𝑅, 𝜕), consists of an 

R-algebra 𝐶 and a k-algebra 𝑅 with an action of 𝑅 on 

𝐶, (𝑟, 𝑐)  →  𝑟 ·  𝑐 for 𝑐 ∈  𝐶, 𝑟 ∈  𝑅, and an R-

algebra morphism 𝜕 ∶  𝐶 →  𝑅 satisfying the following 

condition for all 𝑐, 𝑐′ ∈ C,  

𝜕(𝑐)  ·  𝑐′  =  𝑐𝑐′ . 

This condition is called the Peiffer identity. We call 𝑅, 

the base algebra and 𝐶, the top algebra. When we wish 

to emphasise the base algebra 𝑅, we call (𝐶, 𝑅, 𝜕), a 

crossed 𝑅-module. 

 A morphism of crossed modules from (𝐶, 𝑅, 𝜕) to 

(𝐶′ , 𝑅′ , 𝜕′ ) is a pair (𝑓, 𝜙) of k-algebra morphisms 

𝑓 ∶  𝐶 →  𝐶′,  

𝜙 ∶  𝑅 →  𝑅’ such that  

(i) 𝜕′ 𝑓 =  𝜙𝜕   and   (ii) 𝑓(𝑟 ·  𝑐)  =  𝜙(𝑟)  ·  𝑓(𝑐) 

for all 𝑐 ∈  𝐶, 𝑟 ∈  𝑅. Thus, one can obtain the 

category XMod of crossed modules of algebras. In the 

case of a morphism (𝑓, 𝜙) between crossed modules 

with the same base R, say, where 𝜙 is the identity on 

R,  

 

then we say that f is a morphism of crossed 𝑅-modules. 

This gives a subcategory XMod/R of XMod. 

Examples of crossed modules 

1. Any ideal, 𝐼, in 𝑅 gives an inclusion map 𝑖: 𝐼 ↪ 𝑅, 

which is a crossed module then we will say (𝐼, 𝑅, 𝑖) is 

an ideal pair. In this case, of course, 𝑅 acts on 𝐼 by 

multiplication and the inclusion homomorphism 𝑖 
makes (𝐼, 𝑅, 𝑖) into a crossed module, an “inclusion 

crossed modules”. Conversely,  

Lemma 1. If (𝐶, 𝑅, 𝜕) is a crossed module, 𝜕(𝐶) is an 

ideal of 𝑅. 

 2. Any 𝑅-module 𝑀 can be considered as an 𝑅-algebra 

with zero multiplication and hence the zero morphism 

0 ∶  𝑀 →  𝑅 is a crossed module. Again conversely,  

Lemma 2. If (𝐶, 𝑅, 𝜕) is a crossed module, 𝐾𝑒𝑟𝜕 is an 

ideal in 𝐶 and inherits a natural R-module structure 

from 𝑅-action on 𝐶. Moreover, 𝜕(𝐶) acts trivially on 

𝐾𝑒𝑟𝜕, hence 𝐾𝑒𝑟𝜕 has a natural 𝑅/𝜕(𝐶)-module 

structure. As these two examples suggest, general 

crossed modules lie between the two extremes of ideal 

and modules. Both aspects are important.  

3. In the category of algebras, the appropriate 

replacement for automorphism groups is the bi-

multiplication algebra Bim(R) defined by Mac Lane 

[10]. (see also [11,12]). Let 𝑅 be an associative (not 

necessarily unitary or commutative) k-algebra. Bim(R) 

consists of pairs (𝛾, 𝛿) of 𝑅-linear mappings from 𝑅 to 

𝑅 such that  

𝛾(rr′ ) =  𝛾(𝑟) ·  r′ 𝛿(rr′) 

 =  𝑟 ·  𝛿 (r′ ) 𝑎𝑛𝑑 

𝑟 ·  𝛾 (r′  =  𝛿(𝑟)  ·  r′. 

If 𝑅 is a commutative algebra and 𝐴𝑛𝑛 (𝑅)  =  0 or 

𝑅2 = 𝑅, then, since 

𝑥 ·  𝛿(𝑟) =  𝛿(𝑟)  ·  𝑥 

 =  𝑟 ·  𝛾(𝑥) 

 =  𝛾(𝑥)  ·  𝑟 

 =  𝛾(𝑥𝑟) 

 =  𝛾(𝑟𝑥) 

 =  𝛾(𝑟) ·  𝑥 

 =  𝑥 ·  𝛾(𝑟) 

for every 𝑥 ∈  𝑅, we get 𝛾 =  𝛿. Thus, Bim(R) may be 

identified with the k-algebra M(R) of multipliers of 𝑅. 

Recall that a multiplier of 𝑅 is a linear mapping 𝜆 ∶
 𝑅 →  𝑅 such that for all 𝑟, 𝑟′ ∈  𝑅  

λ(rr′) = λ(r) r′. 

Also, M(R) is commutative as  

 𝜆′ 𝜆(𝑥𝑟) =  𝜆′ (𝜆(𝑥)𝑟) 

 = 𝜆(𝑥) 𝜆′(𝑟) 

 =  𝜆′(𝑟) 𝜆 (x) 

 =   𝜆𝜆′(𝑟𝑥) 

 =   𝜆𝜆′(𝑥𝑟) 

for any 𝑥 ∈  𝑅. Thus, 𝑀(𝑅) is the set of all multipliers 

𝜆 such that λγ = γλ for every multiplier γ. So 

automorphism crossed module corresponds to the 

multiplication crossed module (𝑅, 𝑀 (𝑅), µ) where µ ∶
 𝑅 →  𝑀 (𝑅) is defined by µ (𝑟)  =  𝜆 𝑟 with λ 𝑟(r′) =
𝑟𝑟′ for all 𝑟, 𝑟′ ∈ 𝑅 and the action is given by 𝜆 ·  𝑟 =
 𝜆 (𝑟) (See [13] for details).  

2.1. Free crossed modules  

Let (𝐶, 𝑅, 𝜕) be a crossed module, Y be a set, and 𝜐 ∶
 𝑌 →  𝐶 be a function, then (𝐶, 𝑅, 𝜕) is said to be a free 

crossed module with basis υ or alternatively, on the 

function 𝜕𝜐 ∶  𝑌 →  𝑅 if for any crossed 𝑅-module 

(𝐴, 𝑅, 𝛿) and a function 𝑤 ∶  𝑌 →  𝐴 such that 𝛿𝑤 =
 𝜕𝜐, there is a unique morphism 𝜙 ∶  (𝐶, 𝑅, 𝜕)  →
 (𝐴, 𝑅, 𝛿) such that the diagram  
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is commutative.  

For our purpose, an important standard construction of 

free crossed R-modules is as follows:  

Suppose given 𝑓 ∶  𝑌 →  𝑅. Let 𝐸 =  𝑅+[𝑌], the 

positively graded part of the polynomial ring on Y. f 

induces a morphism of R-algebras, 𝜃 ∶  𝐸 →  𝑅 

defined on generators by 𝜃 (𝑦)  =  𝑓 (𝑦). We define an 

ideal 𝑃 in 𝐸 (sometimes called by analogy with the 

group theoretical case, the Peiffer ideal relative to f) 

generated by the elements  

{𝑝𝑞 −  𝜃 (𝑝) 𝑞 ∶  𝑝, 𝑞 ∈  𝐸} 

clearly 𝜃 (𝑃)  =  0, so putting 𝐶 =  𝐸/𝑃, one obtains 

an induced morphism 𝛿 ∶  𝐶 →  𝑅 which is the 

required free crossed R-module on f (cf. [3]). This 

construction will be seen later as a special case of an 

induced crossed module.  

3. Fibrations and Co-fibrations Categories 

We recall the definitions of fibration and co-fibration 

of categories which are also known as Grothendieck 

fibrations and co-fibrations. 

Definition 3. Let 𝛷 ∶  X →  B be a functor. A 

morphism 𝜑 ∶  𝑌 →  𝑋 in X over u:= 𝛷 (𝜑) is called 

cartesian if and only if for all 𝑣 ∶  𝐾 →  𝐽 in B and 𝜃 ∶
 𝑍 →  𝑋 with 𝛷 (𝜃)  =  𝑢𝑣 there is a unique morphism 

𝜓 ∶  𝑍 →  𝑌 with 𝛷 (𝜓)  =  𝑣 and θ = 𝜑ψ. 

This is illustrated by the following diagram:  

 

It is straightforward to check that cartesian morphisms 

are closed under composition, and that 𝜑 is an 

isomorphism if and only if 𝜑 is a cartesian morphism 

over an isomorphism.  

A morphism 𝛼 ∶  𝑍 →  𝑌 is called vertical (with 

respect to 𝛷) if and only if 𝛷 (𝛼) is an identity 

morphism in B. In particular, for 𝐼 ∈  B we write X/𝐼, 

called the fibre over I, for the subcategory of X 

consisting of those morphisms α with 𝛷 (𝛼) = 𝑖𝑑𝐼 . 

Definition 4. The functor 𝛷 ∶  X →  B is a fibration or 

category fibred over B if and only if for all 𝑢 ∶  𝐽 →  𝐼 

in B and 𝑋 ∈  X / 𝐼 there is a cartesian morphism 𝜑 ∶
 𝑌 → 𝑋 over 𝑢 : such a 𝜑 is called a cartesian lifting of 

𝑿 along 𝑢.  

In other words, in a category fibred over B, 𝛷 ∶  X →
 B, we can pull back objects of X along any arrow of B.  

Definition 5. Let 𝛷 ∶  X →  B be a functor. A 

morphism 𝜑 ∶  𝑍 →  𝑌 in X over 𝑣 ∶=  𝛷(𝜓) is called 

cocartesian if and only if for all 𝑢 ∶  𝐽 →  𝐼 in B and 𝜃 ∶
 𝑍 →  𝑋 with 𝛷(𝜃)  =  𝑢𝑣 there is a unique morphism 

𝜑 ∶  𝑌 →  𝑋 with 𝛷(𝜑)  =  𝑢 and 𝜃 =  𝜑𝜓. This is 

illustrated by the following diagram: 

 

It is straightforward to check that co-cartesian 

morphisms are closed under composition, and that ψ is 

an isomorphism if and only if ψ is a co-cartesian 

morphism over an isomorphism.  

Definition 6. The functor 𝛷 ∶  X →  B is a co-fibration 

or category co-fibred over B if and only if for all 𝑣 ∶
 𝐾 →  𝐽 in B and 𝑍 ∈  X/𝐾 there is a cocartesian 

morphism 𝜓 ∶  Z→Z' over 𝑣 : such a ψ is called a 

cocartesian lifting of Z along v.  

Proposition 7. Let 𝛷 ∶  X →  B be a fibration of 

categories. Then 𝜓 ∶  Z → 𝑌 in X over 𝑣 ∶  𝐾 →  𝐽 in B 

is cocartesian if only if for all 𝜃′: 𝑍 → 𝑋′ over 𝑣 there 

is a unique morphism 𝜓′: 𝑌 → 𝑋′ in X/𝐽 with 𝜃′ =
𝜓′𝜓. 

Taking this background into account, we get following 

results. These results are given in [6] in the case of 

crossed modules of groupoids.  

Proposition 8. The forgetful functor 𝑝: X𝑀𝑜𝑑 →  𝑘 −
𝐴𝑙𝑔 which sends (C, R, ∂)⟼R (base algebra), is fibred. 

Proof. Let (C, R, ∂) be a crossed R-module and let 

𝜙: 𝑆 → 𝑅 be a morphism of k-algebras. Then 

 𝜙∗ (C) = {(c, s) | φ (s) = ∂ (c), s ∈ S, c ∈ C} has the S-

algebra structure by  

𝑠 ·  (𝑐, s′) )  =  (𝜙 (𝑠)  ·  𝑐, 𝑠𝑠′ ) 

for (c, s′ ) ∈ 𝜙∗ (C), s ∈ S and 𝜕∗: 𝜙∗ (𝐶) →
𝑆, 𝜕∗((𝑐, 𝑠))  =  𝑠 is a crossed S-module. It is 

immediate that ∂∗ is a S-algebra morphism, while the 

Peiffer identity condition is proved as follows:  



 

102 

 

Gürmen Alansal, Ege Arslan. / Cumhuriyet Sci. J., 42(1) (2021) 99-114 
 

𝜕∗ (𝑐, 𝑠) · (𝑐′,s′) = s · (𝑐′, s′ ) 

 = (𝜙 (s) · c′, ss′) 

 = (𝜕 (c) · c′ , ss′) 

 =(𝑐𝑐′, ss′) 

 = (c, s) (𝑐′ , s′) 

for (𝑐, 𝑠), (𝑐′ , s′ ) ∈ 𝜙∗(C). Also,  

(𝜙𝐶, 𝜙): (𝜙∗ (𝐶), 𝑆, ∂∗) →  (𝐶, 𝑅, ∂) 

 

is a morphism of crossed modules where (𝜙𝐶(𝑐, 𝑠) =
𝑐 , since 

𝜙𝐶 (s′(𝑐, 𝑠)) =𝜙𝐶 ( 𝜙(s′ )c,𝑠′𝑠 ) 

 = 𝜙(s′ ) ·  𝑐 

 = 𝜙(s′ ) · 𝜙𝐶  (𝑐, 𝑠)  

and clearly ∂𝜙𝐶= 𝜙 ∂∗. 

 

Then for g: 𝑇 → 𝑆 in k-Alg and (𝑓, 𝜙𝑔) ∶ (𝐵, 𝑇,  ∂′)  →
 (𝐶, 𝑅, ∂) in XMod with 𝑝((𝑓, 𝜙𝑔))  =  𝜙𝑔, there is a 

unique morphism of crossed modules (𝑓∗, 𝑔) ∶
(𝐵, 𝑇,  𝜕′)  →  (𝜙∗ (𝐶), 𝑆, 𝜕∗) given by 𝑓∗(𝑏) =
 (𝑓 (𝑏), 𝑔 𝜕′(𝑏)) for all b ∈ B such that 𝑝((𝑓∗, 𝑔)) =
𝑔 and (𝑓, 𝜙𝑔) = (𝜙𝐶 , 𝜙) = (𝑓∗, 𝑔). 

 

Existence of  

(𝑓∗, 𝑔) :∂∗(𝑓∗(b) = ∂∗(𝑓(𝑏, 𝑔 ∂′(𝑏)) = 𝑔 ∂′(𝑏) 

 𝑓∗(t ·b) = (𝑓 (t·b), 𝑔  𝜕′(𝑡 · 𝑏)) 

 =((𝜙 𝑔)(𝑡) 𝑓(𝑏), 𝑔(𝑡)𝑔𝜕′(𝑏)) 

 = 𝑔(𝑡) · ( 𝑓(𝑏), 𝑔𝜕′(𝑏) 

 = 𝑔(𝑏). 

Uniqueness of (𝑓∗, 𝑔) : Suppose that 

(𝑓∗′, 𝑔’): (𝐵, 𝑇,  ∂′)  →  (𝜙∗(𝐶), 𝑆, ∂∗) is a crossed 

module morphism with  

p((𝑓∗′, 𝑔′))= 𝑔 and (𝑓, 𝜙𝑔) = (𝜙𝐶 , 𝜙) (𝑓∗′, 𝑔′).   

It is clear that 𝑔′ = 𝑔. 𝑓∗′ is defined as  

(𝑓∗′(𝑏)  =  (𝑐′ , 𝑠′ ) for some 𝑐′ ∈ 𝐶 , 𝑠′ ∈ 𝑆 . Then we 

have 𝑓∗′ = 𝑓∗ as follows 

(𝑓∗′
(𝑏)) = (𝑐′ , 𝑠′ )  

 = (𝜙𝐶(𝑐′, 𝑠′), 𝜕∗(𝑐′ , 𝑠′ )) 

 = (𝜙𝐶(𝑓∗′(𝑏) , 𝜕∗(𝑓∗′(𝑏) ) 

 = (𝑓(𝑏) , 𝑔′𝜕′(𝑏) ) 

 = (𝑓(𝑏) , 𝑔𝜕′(𝑏) ) 

 = 𝑓∗(𝑏) 

for all b ∈ B.  

Thus, we get a cartesian morphism 

(𝜙𝐶 , 𝜙): (𝜙∗(𝐶), 𝑆, 𝜕∗) →  (𝐶, 𝑅, 𝜕), for 𝜙: 𝑆 → 𝑅 in 

k-Alg and (𝐶, 𝑅, 𝜕) in XMod/R, as required.  

This is illustrated by the following diagram: 

 

We note that (𝜙∗(C), S, ∂∗) is usually called “pullback 

crossed module” and it can be given by a pullback 

diagram: 

 

We will give some examples of pullback crossed 

modules of commutative algebras, some of them is 

given in [2] for non-commutative algebra case. 

Examples of pullback crossed modules 

1. Given crossed module 𝑖: 𝐼 ↪ 𝑅 where 𝑖 is an 

inclusion of an ideal. The pullback crossed module is 

(𝜙∗(𝐼), 𝑆, 𝑖∗) =̃ (𝜙−1(𝐼), 𝑆, 𝑖∗) 

where,  

𝜙∗(𝐼) =  {(𝑖, 𝑠) | 𝜙 (𝑠)  =  𝑖(𝑖), 𝑠 ∈  𝑆, 𝑖 ∈  𝐼} 

 =̃ {𝑠 ∈  𝑆 | 𝜙 (𝑠)  =  𝑖 ∈  𝐼}  = 𝜙−1(𝐼)
⊴ 𝑆 

The pullback diagram is 

 

Particularly if I = {0}, then 

𝜙∗({0}) =̃ 𝐾𝑒𝑟𝜙  

and so (Ker𝜙 , 𝑆, 𝑖∗) is a pullback crossed module. 

Kernels are thus particular cases of pullbacks.  
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Also, if 𝜙 is onto and 𝐼 = 𝑅, then 𝜙∗(𝑅) =̃ 𝑆 

2. Given a crossed module 0 ∶  𝑀 →  𝑅, 0(𝑚) = 0, 

where M is any R-module, so it is also an R-algebra 

with zero multiplication.  

Then 𝜙∗(𝑀, 𝑅, 0) = 𝜙∗(𝑀), 𝑆, 0∗) where 

 𝜙∗(𝑀) = {(𝑚, 𝑠)  ∈  𝑀 ×  𝑆 | 𝜙 (𝑠)  =  0 (𝑚)  =
 0} =̃ 𝑀 ×  𝐾𝑒𝑟𝜙 

The corresponding pullback diagram is 

 

So, if φ is injective, then 𝑀 =̃ 𝜙∗(𝑀). If 𝑀 = {0}, then 

𝜙∗(𝑀) =̃ 𝐾𝑒𝑟𝜙.  

A pullback crossed module (𝜙∗(C), S, ∂∗) for 𝜙 ∶  𝑆 →
 𝑅 in k-Alg gives a functor  

𝜙∗: XMod/𝑅 → XMod/𝑆  

which has appeared in the work of Porter [1] as 

“restriction along 𝜙 ∶  𝑆 →  𝑅 ”. 

Proposition 9. For each morphism (𝜓, 𝑖𝑑𝑅) ∶
(𝐶, 𝑅, 𝜕) → (𝐶′, 𝑅′, 𝜕′) in XMod/R, the morphism  

(𝜙∗𝜓, 𝑖𝑑𝑆) ∶ 𝜙∗(𝐶), 𝑆, 𝜕∗) → 𝜙∗(𝐶′), 𝑆, 𝜕′∗) in 

XMod/S is the unique morphism satisfying the equality 

(𝜓, 𝑖𝑑𝑅)(𝜙𝐶 , 𝜙) = (𝜙𝐶′
, 𝜙)(𝜙∗𝜓, 𝑖𝑑𝑆). 

Proof. Since 𝜙𝐶′
((𝜙∗𝜓)(𝑐, 𝑠)) = 𝜙𝐶′

 (𝜓 (𝑐), 𝑠) =
𝜓 (𝑐) = 𝜓 𝜙𝐶(𝑐, 𝑠) for (𝑐, 𝑠)  ∈  𝜙∗(𝐶) and 𝑖𝑑𝑅𝜙 =
𝜙𝑖𝑑𝑆, we get the equation as required. 

 

Proposition 10. If 𝜙1 ∶  𝑆 →  𝑅, 𝜙2: 𝑇 →  𝑆 are two morphisms of k-algebras, then (𝜙1𝜙2)∗ and 𝜙2
∗𝜙1

∗
 are 

naturally isomorphic.  

Proof. Given any crossed R-module (𝐶, 𝑅, 𝜕), we define α𝐶 : 𝜙2
∗𝜙1

∗(𝐶) → (𝜙1𝜙2)∗ (C) as α𝐶 ((𝑐, 𝜙2(𝑡)), 𝑡) =

(𝑐, 𝑡) for all ((𝑐, 𝜙2(𝑡)), 𝑡) ∈ 𝜙2
∗𝜙1

∗(𝐶). Clearly α𝐶 is well defined and a k-algebra morphism. Also, since 

α𝐶(𝑡′ ∙ (𝑐, 𝜙2(𝑡)), 𝑡) = α𝐶(𝜙2(𝑡′)) ∙ ((𝑐, 𝜙2(𝑡)), 𝑡′𝑡) 

 = α𝐶((𝜙1(𝜙2(𝑡′)) ∙ 𝑐, 𝜙2(𝑡′)𝜙2(𝑡), 𝑡′𝑡) 

 = α𝐶((𝜙1(𝜙2(𝑡′)) ∙ 𝑐, 𝜙2(𝑡′𝑡), 𝑡′𝑡) 

 = (𝜙1(𝜙2(𝑡′)) ∙ 𝑐, 𝑡′𝑡) 

 = 𝑡′ ∙ (𝑐, 𝑡) 

 = 𝑡′ ∙ α𝐶((𝑐, 𝜙2(𝑡)), 𝑡) 

and 

𝜕∗̅̅ ̅𝛼𝐶 ((𝑐, 𝜙2(𝑡)), 𝑡) = 𝜕∗̅̅ ̅(𝑐, 𝑡) = 𝑡 = 𝑖𝑑𝑇𝜕∗̿̿ ̿ ((𝑐, 𝜙2(𝑡)), 𝑡), (α𝐶 , 𝑖𝑑𝑅) is a crossed module morphism. It is clear 

that (α𝐶 , 𝑖𝑑𝑇) is an isomorphism. 
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In addition, for each crossed R-module morphism (𝜓, 𝑖𝑑𝑅): (𝐶, 𝑅, 𝜕) → (𝐷, 𝑅, 𝜑) and ((𝑐, 𝜙2(𝑡)), 𝑡) ∈
𝜙2

∗𝜙1
∗(𝐶), we get 

(((𝜙1𝜙2)∗𝜓)𝛼𝐶)((𝑐, 𝜙2(𝑡)), 𝑡) = ((𝜙1𝜙2)∗𝜓)(𝑐, 𝑡) 

 = (𝜓(𝑐), 𝑡) = 𝛼𝐷((𝜓(𝑐), 𝜙2(𝑡)), 𝑡) 

 = 𝛼𝐷(𝜙2
∗𝜙1

∗𝜓)((𝑐, 𝜙2(𝑡)), 𝑡) 

i.e., the diagram 

 

is commutative and this completes the proof. 

Proposition 11. If 𝑝 ∶ XMod → k - Alg is fibred, 𝜙: 𝑆 → 𝑅 in k-Alg, and a reindexing functor 

 

𝜙∗: XMod/𝑅 → XMod / 𝑆 is chosen, then there is a bijection 

 XMod𝜙((𝐵, 𝑆, µ), (𝐶, 𝑅, ∂))  ≅ XMod/𝑆((𝐵, 𝑆, µ), 𝜙∗(𝐶), 𝑆, ∂∗)) 

 

natural in (𝐵, 𝑆, µ) ∈ XMod/𝑆, (𝐶, 𝑅, ∂) ∈ XMod/𝑅 where XMod𝜙((𝐵, 𝑆, µ), (𝐶, 𝑅, ∂)) consists of those 

morphisms α ∈ XMod((𝐵, 𝑆, µ), (𝐶, 𝑅, ∂)) with 𝑝(α) =  𝜙. 

Proof. Define  

F: XMod𝜙((𝐵, 𝑆, µ), (𝐶, 𝑅, ∂))  → XMod/𝑆((𝐵, 𝑆, µ), 𝜙∗(𝐶), 𝑆, ∂∗)) 

as F(𝑓, 𝜙) = (𝑓∗, 𝑖𝑑𝑆) such that 𝑓∗(𝑏) = (𝑓(𝑏), µ(𝑏)). Assume that for (𝑓, 𝜙), (𝑔, 𝜙) ∈

XMod𝜙((𝐵, 𝑆, µ), (𝐶, 𝑅, 𝜕)), 𝐹 (𝑓, 𝜙) = 𝐹 (𝑔, 𝜙). Then we get (𝑓∗, 𝑖𝑑𝑆)  = (𝑔∗, 𝑖𝑑𝑆) and so  

(𝑓(𝑏), µ(𝑏)) = (𝑔(𝑏), µ(𝑏)) i.e., 𝑓 = 𝑔. Thus, F is one to one. Suppose that (𝑓∗, 𝑖𝑑𝑆) ∈  XMod/

𝑆((𝐵, 𝑆, µ), 𝜙∗(𝐶), 𝑆, ∂∗)). Then there is (𝜙𝐶  𝑓∗, 𝜙) ∈  XModφ((𝐵, 𝑆, µ), (𝐶, 𝑅, ∂)) where φC (c, s) = c such that 

F (φCf∗, φ) = (f∗, idS ). 
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It is clear from F (φCf∗, φ) = ((φC (f∗)∗, idS ) and 

(𝜙𝐶𝑓∗)∗(𝑏) = ((𝜙𝐶𝑓∗)(𝑏), 𝜇(𝑏)) 

 = (𝜙𝐶(𝑓(𝑏), 𝜇(𝑏)), 𝜇(𝑏)) 

 = (𝑓(𝑏), 𝜇(𝑏)) 

 = 𝑓∗(𝑏) 

 

 

So, F is a bijection. 

Moreover, since for crossed module morphism (𝜓, 𝑖𝑑𝑆): (𝐵′, 𝑆, 𝜇) → (𝐵, 𝑆, 𝜇′), 𝑏′ ∈ 𝐵′ 

 

(𝑓∗𝜓)(𝑏′) = (𝑓(𝜓(𝑏′)), 𝜇(𝜓(𝑏′)))

= ((𝑓𝜓)(𝑏′), (𝜇𝜓)(𝑏′))

= (𝑓𝜓∗)(𝑏′)

 

and 

(− ∘ (𝜓, 𝑖𝑑𝑆))𝐹(𝑓, 𝜙) = (− ∘ (𝜓, 𝑖𝑑𝑆))(𝑓∗, 𝑖𝑑𝑆)

= (𝑓∗𝜓, 𝑖𝑑𝑆)

= ((𝑓𝜓)∗, 𝑖𝑑𝑆)

= 𝐹′(𝑓𝜓, 𝜙)

= (𝐹′(− ∘ (𝜓, 𝑖𝑑𝑆))) (𝑓, 𝜙),

 

we get following commutative diagram 

 

Thus, 𝐹 is natural in (𝐵, 𝑆, 𝜇). Furthermore, for (𝜓, 𝑖𝑑𝑅): (𝐶, 𝑅, 𝜕′) → (𝐶′, 𝑅, 𝜕′) we have 

(𝜓𝑓)∗(𝑏) = ((𝜓𝑓)(𝑏), 𝜇(𝑏)) = (𝜓(𝑓(𝑏)), 𝜇(𝑏))

= (𝜙∗𝜓)(𝑓(𝑏), 𝜇(𝑏))

= (𝜙∗𝜓)𝑓∗(𝑏)
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for 𝑏 ∈ 𝐵, and 

((𝜙∗𝜓, 𝑖𝑑𝑆) ∘ −)𝐹(𝑓, 𝜙) = (𝜙∗𝜓, 𝑖𝑑𝑆)(𝑓∗, 𝑖𝑑𝑆)

= ((𝜙∗𝜓)𝑓∗, 𝑖𝑑𝑆)

= ((𝜓𝑓)∗, 𝑖𝑑𝑆)

= 𝐹′′(𝜓𝑓, 𝜙)

= (𝐹′′((𝜓, 𝑖𝑑𝑅) ∘ −)) (𝑓, 𝜙).

 

which means the diagram 

 

is commutative and 𝐹 is natural in (𝐶, 𝑅, 𝜕). 

We now give the dual of Proposition [8]. 

Proposition 12. The forgetful functor 𝑝: XMod → 𝑘-Alg is co-fibred. 

Proof. Given a 𝑘-algebra morphism 𝜙: 𝑆 → 𝑅 and a crossed module 𝜕: 𝐷 → 𝑆, and let the set 𝐹(𝐷 × 𝑅) be a free 

algebra generated by the elements of 𝐷 × 𝑅. Let 𝑃 be the ideal generated by all the relations of the three following 

types: 

(𝑑1, 𝑟) + (𝑑2, 𝑟) = (𝑑1 + 𝑑2, 𝑟) 

(𝑠 ⋅ 𝑑, 𝑟) = (𝑑, 𝜙(𝑠)𝑟) 

(𝑑1, 𝑟1)(𝑑2, 𝑟2) = (𝑑2, 𝑟1(𝜙𝜕𝑑1)𝑟2) 

for any 𝑑, 𝑑1, 𝑑2 ∈ 𝐷, and 𝑟 ∈ 𝑅, 𝑠 ∈ 𝑆. We define 

𝜙∗(𝐷) = 𝐹(𝐷 × 𝑅)/𝑃. 

This is an 𝑅-algebra with 

𝑟′ ⋅ (𝑑 ⊗ 𝑟) = 𝑑 ⊗ 𝑟′𝑟 

for 𝑑 ∈ 𝐷, 𝑟, 𝑟′ ∈ 𝑅 and 𝜕∗: 𝜙∗(𝐷) → 𝑅, 𝜕∗(𝑑 ⊗ 𝑟) = 𝜙𝜕(𝑑)𝑟 is an 𝑅-algebra morphism and since 

𝜕∗(𝑑 ⊗ 𝑟) ⋅ (𝑑1 ⊗ 𝑟1) = ((𝜙𝜕𝑑)𝑟) ⋅ (𝑑1 ⊗ 𝑟1) 

 = (𝑑1 ⊗ 𝜙(𝜕𝑑)𝑟𝑟1) 

 = (𝜕𝑑 ⋅ 𝑑1 ⊗ 𝑟𝑟1) 

 = (𝑑𝑑1 ⊗ 𝑟𝑟1) 

 = (𝑑 ⊗ 𝑟)(𝑑1 ⊗ 𝑟1), 

for 𝑑 ⊗ 𝑟, 𝑑1 ⊗ 𝑟1 ∈ 𝐷 ⊗𝑆 𝑅, 𝜕∗ is a crossed 𝑅-module. Also, since 𝑅 has a unit, if 𝜙′: 𝐷 → 𝜙∗(𝐷) is defined 

by 𝜙′(𝑑) = (𝑑 ⊗ 1), then 

𝜙′(𝑠 ⋅ 𝑑) = (𝑠 ⋅ 𝑑 ⊗ 1)

= (𝑑 ⊗ 𝜙(𝑠))

= 𝜙(𝑠) ⋅ (𝑑 ⊗ 1)

= 𝜙(𝑠) ⋅ 𝜙′(𝑑)
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for ∈ 𝐷, 𝑠 ∈ 𝑆, and clearly 𝜕∗𝜙′ = 𝜙𝜕, so 

(𝜙′, 𝜙): (𝐷, 𝑆, 𝜕) → (𝜙∗(𝐷), 𝑅, 𝜕∗) is a crossed module 

morphism. Then for (𝑓, 𝜙): (𝐷, 𝑆, 𝜕) → (𝐵, 𝑅, 𝜂) over 

𝜙: 𝑆 → 𝑅 there is a unique morphism 

(𝑓∗, 𝑖𝑑𝑅): (𝜙∗(𝐷), 𝑅, 𝜕∗) → (𝐵, 𝑅, 𝜂) given by 𝑓∗(𝑑 ⊗
𝑟) = 𝑟 ⋅ 𝑓(𝑑) for all 𝑑 ⊗ 𝑟 ∈ 𝜙∗(𝐷) in XMod/R with 

(𝑓, 𝜙) = (𝑓∗, 𝑖𝑑𝑅)(𝜙′, 𝜙). 

Existence of (𝑓∗, 𝑖𝑑𝑅): 

𝑓∗(𝑟′ ⋅ (𝑑 ⊗ 𝑟)) = 𝑓∗(𝑑 ⊗ 𝑟′𝑟)

= 𝑟′𝑟 ⋅ 𝑓(𝑑)

= 𝑟′ ⋅ (𝑟 ⋅ 𝑓(𝑑))

= 𝑟′ ⋅ 𝑓∗(𝑑 ⊗ 𝑟)

= 𝑖𝑑𝑅(𝑟′) ⋅ 𝑓∗(𝑑 ⊗ 𝑟)

 

and 

(𝜂𝑓∗)((𝑑 ⊗ 𝑟)) = 𝜂(𝑓∗(𝑑 ⊗ 𝑟))

= 𝜂(𝑟 ⋅ 𝑓(𝑑))

= 𝑟𝜂(𝑓(𝑑))

= 𝑟𝜙(𝜕(𝑑))

= 𝜕∗(𝑑 ⊗ 𝑟)

= 𝑖𝑑𝑅𝜕∗(𝑑 ⊗ 𝑟)

 

for each 𝑑 ⊗ 𝑟 ∈ 𝜙∗(𝐷), 𝑟′ ∈ 𝑅 so (𝑓∗, 𝑖𝑑𝑅) is a 

crossed 𝑅-module morphism also 𝑓∗𝜙′ = 𝑓. 

Uniqueness of (𝑓′∗, 𝑖𝑑𝑅): Suppose that 

(𝑓′∗, 𝑖𝑑𝑅): (𝜙∗(𝐷), 𝑅, 𝜕∗) → (𝐵, 𝑅, 𝜂) is a crossed 

module morphism with 𝑝(𝑓′∗, 𝑖𝑑𝑅) = 𝑖𝑑𝑅 and 
(𝑓, 𝜙) = (𝑓′∗, 𝑖𝑑𝑅)(𝜙′, 𝜙). Then we get 

𝑓∗(𝑑 ⊗ 𝑟) = 𝑟 ⋅ 𝑓(𝑑)

= 𝑟 ⋅ 𝑓′∗𝜙′(𝑑)

= 𝑟 ⋅ 𝑓′∗(𝑑 ⊗ 1)

= 𝑓′∗(𝑟 ⋅ (𝑑 ⊗ 1))

= 𝑓′∗(𝑑 ⊗ 𝑟),

 

so 𝑓′∗ = 𝑓∗. Thus, we have a cocartesian morphism 

(𝜙′, 𝜙) in XMod over 𝜙: 𝑆 → 𝑅 in 𝑘-Alg by 

Proposition [7]. That is, we obtain the following 

commutative diagram: 

 

We have seen that the above result is described in terms 

of the crossed module 𝜕∗: 𝜙∗(𝐷) → 𝑅 induced from the 

crossed module 𝜕: 𝐷 → 𝑆 by a morphism 𝜃: 𝑆 → 𝑅. It 

is called “induced crossed module” and it can be given 

by the following diagram: 

 

We will give the following examples of induced 

crossed modules of commutative algebras. 

Examples of induced crossed modules 

 

Let 𝐷 = 𝑆 and 𝑖𝑑𝑆: 𝑆 → 𝑆 be identity crossed 𝑆-

modules. The induced crossed module diagram is  

 

where 𝜙∗(𝑆) = 𝑆 ⊗𝑆 𝑅. 

(Remark: 𝑆 has not unit, otherwise 𝑆 ⊗𝑆 𝑅 ≅ 𝑅). 

When we take 𝑆 = 𝑘+[𝑋] the positively graded part of 

the polynomial algebra over 𝑘 on the set of generators 
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𝑋, we have the induced crossed module 

𝜕∗: 𝑘+[𝑋] ⊗𝑘+[𝑋] 𝑅 → 𝑅 which is the free 𝑅-module 

on 𝑓: 𝑋 → 𝑅. Thus, the free crossed modules is the 

special case of the induced crossed modules. 

Considering the free crossed module construction 

given in the first section, we have a diagram 

 

with 𝜃(𝑝, 𝑟) = 𝜕∗(𝑝 ⊗ 𝑟) = 𝜙(𝑝)𝑟 for all 𝑝 ∈
𝑘+[𝑋],  𝑟 ∈ 𝑅, where 𝑃 is an ideal generated by all the 

relations given in the proof of Proposition 12. From 

 

 

𝜃((𝑝1, 𝑟) + (𝑝2, 𝑟) − (𝑝1 + 𝑝2, 𝑟)) = 𝜃(𝑝1, 𝑟) + 𝜃(𝑝2, 𝑟) − 𝜃(𝑝1 + 𝑝2, 𝑟)

= 𝜙(𝑝1)𝑟 + 𝜙(𝑝2)𝑟 − (𝜙(𝑝1) + 𝜙(𝑝2))𝑟

= 0

 

𝜃((𝑝 ⋅ 𝑞, 𝑟) − (𝑞, 𝜙(𝑝)𝑟)) = 𝜃(𝑝𝑞, 𝑟) − 𝜃(𝑞, 𝜙(𝑝)𝑟)

= 𝜙(𝑝𝑞)𝑟 + 𝜙(𝑞)𝜙(𝑝)𝑟

= 0

 

𝜃((𝑝1, 𝑟1)(𝑝2, 𝑟2) − (𝑝2, 𝑟1𝜙𝜕(𝑝1)𝑟2)) = 𝜃(𝑝1, 𝑟1)𝜃(𝑝2, 𝑟2) − 𝜃(𝑝2, 𝑟1𝜙𝜕(𝑝1)𝑟2)

= 𝜙(𝑝1)𝑟1𝜙(𝑝2)𝑟2 − 𝜙(𝑝2)𝑟1𝜙𝜕(𝑝1)𝑟2

= 0,

 

we get 𝜃(𝑃) = 0, and have the pushout diagram 

 

where 𝜙∗(𝑘+[𝑋]) = 𝑘+[𝑋] ⊗𝑘+[𝑋] 𝑅. Also, by considering the connection between free crossed module 

𝜕: 𝑘+[𝑋] ⊗𝑘+[𝑋] 𝑅 → 𝑅 and the usual Koszul differential 𝑑: 𝛬2𝑅𝑛 → 𝑅𝑛, we get 

𝑘+[𝑋] ⊗
𝑘+[𝑋]

𝑅 ≅ 𝑅𝑛/𝑑(𝛬2𝑅𝑛). 

(see [1,3] and [14] for details.) 

 

 

 

2. Let 𝐷 be 𝑆-module and 0 = 𝜕: 𝐷 → 𝑆 be zero 

morphism. The pushout diagram is  
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where 

𝜕∗(𝑑 ⊗ 𝑟) = 𝜙(𝜕(𝑑))𝑟

= 𝜙(0)𝑟

= 0𝑟 = 0

 

so 𝜕∗ = 0 and 𝑃 = 0. Thus, 

𝜙∗(𝐷) = 𝐹(𝐷 × 𝑅) 

Then, the induced crossed modules are free 𝑆-module 

on 𝐷 × 𝑅. 

3. Given crossed module 𝑖 = 𝜕: 𝐼 ↪ 𝑆 where 𝑖 
inclusion of an ideal. Using any surjective 

homomorphism 𝜙: 𝑆 → 𝑆/𝐼 the induced diagram is 

 

Thus, we get 𝜙∗(𝐼) = 𝐼 ⊗ (𝑆/𝐼) ≅ 𝐼/𝐼2 which is an 

𝑆/𝐼-module. So 𝜙∗ does not preserve ideals. 

Last two examples appear in [2] for associative 

algebras. 

It is not difficult to see that the induced crossed module 

construction gives a functor 

𝜙∗:XMod/𝑆 → XMod/𝑅 

called “extension along a morphism” by Porter [1]. 

Proposition 13. If 𝜙1: 𝑆 → 𝑅,  𝜙2: 𝑇 → 𝑆 are two 

morphisms of 𝑘-algebras, then (𝜙1𝜙2)∗ and 𝜙2∗𝜙1∗ 

are naturally isomorphic. 

Proposition 14. Suppose 𝑝:XMod →k-Alg,  𝜙: 𝑆 → 𝑅 

in 𝑘-Alg, and a reindexing functor 𝜙∗:XMod/𝑆 →
XMod/𝑅 is chosen. Then there is a bijection 

XMod𝜙((𝐷, 𝑆, 𝜕), (𝐵, 𝑅, 𝜂))

≃ XMod/𝑅((𝜙∗(𝐷), 𝑅, 𝜕∗), (𝐵, 𝑅, 𝜂)) 

natural in (𝐷, 𝑆, 𝜕) ∈ XMod/𝑆,  (𝐵, 𝑅, 𝜂) ∈ XMod/𝑅 

where XMod𝜙((𝐷, 𝑆, 𝜕), (𝐵, 𝑅, 𝜂)) consists of those 

morphisms 𝛼 ∈ XMod((𝐷, 𝑆, 𝜕), (𝐵, 𝑅, 𝜂)) with 

𝑝(𝛼) = 𝜙. 

 

 

 

 

 

 

Thus, we get a direct deduction from these discussions as follows. 

Corollary 15. The category XMod is bifibred over 𝑘-Alg, by the forgetful functor 𝑝: XMod → 𝑘-Alg. 

Proof. For any 𝑘-algebra morphism 𝜙: 𝑆 → 𝑅, there is an adjoint functor pair (𝜙∗, 𝜙∗) as we mentioned above. 

That is, there is a bijection 

𝛩:XMod/𝑅((𝜙∗(𝐷), 𝑅, 𝜕∗), (𝐵, 𝑅, 𝜂)) → XMod/𝑆((𝐷, 𝑆, 𝜕), 𝜙∗(𝐵), 𝑆, 𝜂∗)) 

which is natural in (𝐷, 𝑆, 𝜕) ∈ XMod/𝑆,  (𝐵, 𝑅, 𝜂) ∈ XMod/𝑅. It is clear that 𝛩(𝑓∗) = 𝑓∗ and 𝛩−1(𝑓∗) = 𝑓∗. 
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Properties of induced crossed module 

𝜙∗(𝐷) induced crossed 𝑅-module can be expressed more simply for the case when 𝜙: 𝑆 → 𝑅 is an epimorphism 

of 𝑘-algebras. 

Epimorphism case: 

Proposition 16. Let 𝜕: 𝐷 → 𝑆 be a crossed 𝑆-module and 𝜙: 𝑆 → 𝑅 epimorphism with Ker𝜙 = 𝐾. Then 

𝜙∗(𝐷) ≅ 𝐷/𝐾𝐷 

where 𝐾𝐷 is an ideal of 𝐷 generated by {𝑘 ⋅ 𝑑 ∣ 𝑑 ∈ 𝐷,  𝑘 ∈ 𝐾}. 

Proof. Because 𝑆 acts on 𝐷/𝐾𝐷, 𝐾 acts trivially on 𝐷/𝐾𝐷 and 𝜙 is an epimorphism, 𝑅 ≅ 𝑆/𝐾 acts on 𝐷/𝐾𝐷. 

As follows 

(𝑠 + 𝐾) ⋅ (𝑑 + 𝐾𝐷) = 𝑠 ⋅ 𝑑 + 𝐾𝐷 

𝛽: 𝐷/𝐾𝐷 → 𝑅 given by 𝛽(𝑑 + 𝐾𝐷) = 𝜕(𝑑) + 𝐾 is a crossed 𝑅-module. Indeed, 

𝛽(𝑑 + 𝐾𝐷) ⋅ (𝑑′ + 𝐾𝐷) = (𝜕𝑑 + 𝐾) ⋅ (𝑑′ + 𝐾𝐷)

= 𝜕(𝑑) ⋅ 𝑑′ + 𝐾𝐷

= 𝑑𝑑′ + 𝐾𝐷
= (𝑑 + 𝐾𝐷)(𝑑′ + 𝐾𝐷)

 

(𝜌, 𝜙): (𝐷, 𝑆, 𝜕) → (𝐷/𝐾𝐷, 𝑅, 𝛽) is a crossed module morphism where 𝜌: 𝐷 → 𝐷/𝐾𝐷, 𝜌(𝑑) = 𝑑 + 𝐾𝐷 since 

𝜌(𝑠 ⋅ 𝑑) = 𝜙(𝑠) ⋅ 𝜌(𝑑). 

Suppose that the following diagram of crossed module is commutative. 

 

Since 𝜌′(𝑠 ⋅ 𝑑) = 𝜙(𝑠) ⋅ 𝜌′(𝑑) for any 𝑑 ∈ 𝐷,  𝑠 ∈ 𝑆, we have 

𝜌′(𝑘 ⋅ 𝑑) = 𝜙(𝑘) ⋅ 𝜌′(𝑑) = 0 ⋅ 𝜌′(𝑑) = 0 

so 𝜌′(𝐾𝐷) = 0. Then, there is a unique morphism 𝜇: (𝐷/𝐾𝐷) → 𝐷′ given by 𝜇(𝑑 + 𝐾𝐷) = 𝜌′(𝑑) such that 𝜇𝜌 =
𝜌′ and 𝜇 is well defined, because of 𝜌′(𝐾𝐷) = 0. Finally, the diagram 
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commutes, since for all 𝑑 ∈ 𝐷 

𝛽(𝑑 + 𝐾𝐷) = 𝛽𝜌(𝑑)

= 𝜙𝜕(𝑑)

= 𝛽′𝜌′(𝑑)

= 𝛽′𝜇(𝑑 + 𝐾𝐷)

 

and 

𝜇(𝑟 ⋅ (𝑑 + 𝐾𝐷)) = 𝜇((𝑠 ⋅ 𝑑) + 𝐾𝐷) = 𝜇(𝜌(𝑠 ⋅ 𝑑)) = 𝜌′(𝑠 ⋅ 𝑑) 

= 𝜙(𝑠) ⋅ 𝜌′(𝑑) = 𝑟 ⋅ 𝜇𝜌(𝑑) = 𝑟 ⋅ 𝜇(𝑑 + 𝐾𝐷) 

so 𝜇 preserves the actions. 

The above proposition is given in [2] and [15] for noncommutative and Lie algebras, respectively. 

When 𝜙: 𝑆 → 𝑅 is the inclusion of an ideal, we can give the following result: 

Monomorphism case: 

In this subsection, we consider the crossed modules induced by a morphism 𝜙: 𝑆 → 𝑅 of 𝑘-algebras, where 𝑘 is 

a field, the particular case when 𝑆 is an ideal of 𝑅. It is found the Lie algebra version of that in [15]. 

If 𝑑 ∈ 𝐷, then the class of 𝑑 in 𝐷/𝐷2 is written as [𝑑]. Then the augmentation ideal of 𝐼(𝑅/𝑆) of a quotient 

algebra 𝑅/𝑆 has the basis {ē𝑖1
ē𝑖2

…ē𝑖𝑝
, 𝑖1 ≤ 𝑖2 ≤ ⋯ 𝑖𝑝, 𝑖𝑗 ∈ 𝐼}(𝑖)≠∅, where ē𝑖𝑗

 is the projection of the basic 

element e𝑖𝑗
∈ 𝐼(𝑅) on 𝑅/𝑆. 

Theorem 17. Let 𝐷 ⊆ 𝑆 be ideals of 𝑅 so that 𝑅 acts on 𝑆 and 𝐷 by multiplication. Let 𝜕: 𝐷 → 𝑆 , 𝜙: 𝑆 → 𝑅 be 

the inclusions and let 𝒟 denote the crossed module (𝐷, 𝑆, 𝜕) with the multiplication action. Then the induced 

crossed 𝑅-module 𝜙∗(𝒟) is isomorphic as a crossed 𝑅-module to 

𝜁: 𝐷 × (𝐷/𝐷2 ⊗ 𝐼(𝑅/𝑆)) → 𝑅

(𝑑, [𝑡] ⊗ 𝑥‾) ↦ 𝑑.
 

The action is given by 

𝑟 ⋅ (𝑑, [𝑡] ⊗ 𝑥) = (𝑟 ⋅ 𝑑, [𝑑] ⊗ 𝑟 + [𝑡] ⊗ 𝑟𝑥 − [𝑥 ⋅ 𝑡] ⊗ 𝑟) 

for ,  𝑡 ∈ 𝐷 ; 𝑥‾ ∈ 𝐼(𝑅/𝑆) where 𝑟, 𝑥 denote the image of 𝑟, 𝑥 in 𝑅/𝑆, respectively. 

Proof. First, we will show that 

𝒯 = (𝜁: 𝑇 = (𝐷 × (𝐷/𝐷2 ⊗ 𝐼(𝑅/𝑆))) → 𝑅),  𝜁(𝑑, [𝑡] ⊗ 𝑥‾) = 𝑑 

is a crossed module with the given action: 

𝜁(𝑑′, [𝑡′] ⊗ 𝑥‾′). (d, [t] ⊗ 𝑥‾) =  𝑑′. (𝑑, [𝑡] ⊗ 𝑥‾) 

 = (𝑑′. 𝑑, [𝑑] ⊗ 𝑑′‾ + [𝑡] ⊗ 𝑑′‾ 𝑥 − [𝑥. 𝑡] ⊗ 𝑑′‾ ) 

 = (𝑑′𝑑, 0) 

 = (𝑑′𝑑, [𝑡′𝑡] ⊗ 𝑥‾′𝑥‾)                       
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Consider 𝑖: 𝐷 → 𝐷 × (𝐷/𝐷2 ⊗ 𝐼(𝑅/𝑆)),  𝑖(𝑑) = (𝑑, 0). We have the following diagram: 

 

Clearly we have a morphism of crossed modules (𝑖, 𝜙): 𝒟 → 𝒯. We just verify that when a morphism of crossed 

module (𝛽, 𝜙): (𝐷, 𝑆, 𝜕) → (𝐶, 𝑅, 𝛼) is given, there is a unique morphism �̃�: 𝑇 = 𝐷 × (𝐷/𝐷2 ⊗ 𝐼(𝑅/𝑆)) → 𝐶 

such that �̃�𝑖 = 𝛽 and 𝛼�̃� = 𝜁. Since �̃� has to be a homomorphism and preserve the action, we have 

�̃�(𝑑, [𝑡] ⊗ 𝑒‾(𝑖)) = �̃� ((𝑑, 0) + (0, [𝑡] ⊗ 𝑒‾(𝑖))) 

= �̃� ((𝑑, 0) + (𝑒(𝑖). 𝑡, [𝑡] ⊗ 𝑒‾(𝑖)) + (−𝑒(𝑖). 𝑡, 0)) 

 = �̃� ((𝑑, 0) + (𝑒(𝑖). (𝑡, 0) + (−𝑒(𝑖). 𝑡, 0)) 

 = �̃�((𝑑, 0)) + �̃�(𝑒(𝑖). (𝑡, 0) + (−𝑒(𝑖). 𝑡, 0)) 

 = �̃�((𝑑, 0)) + �̃�(𝑒(𝑖). (𝑡, 0)) + �̃�(−𝑒(𝑖). 𝑡, 0) 

= �̃�𝑖(𝑑) + 𝑒(𝑖). �̃�𝑖(𝑡) − �̃�𝑖(𝑒(𝑖). 𝑡) 

 = 𝛽(𝑑) + 𝑒(𝑖). 𝛽(𝑡) − 𝛽(𝑒(𝑖). 𝑡) 

for any 𝑑 ∈ 𝐷, ([𝑡] ⊗ 𝑒‾(𝑖)) ∈ 𝐷/𝐷2 ⊗ 𝐼(𝑅/𝑆). This proves uniqueness of any such a �̃�. We now prove that this 

formula gives a well-defined morphism. 

It is immediate from the formula that �̃�: 𝐷 × (𝐷/𝐷2 ⊗ 𝐼(𝑅/𝑆)) → 𝐶 must be defined by �̃�(𝑑, 𝑢) = 𝛽(𝑑) + 𝛾(𝑢) 

where 𝛾: 𝐷/𝐷2 ⊗ 𝐼(𝑅/𝑆) → 𝐶, 𝛾([𝑑] ⊗ 𝑒(𝑖)) = 𝛾𝑒(𝑖)
(𝑑) and 𝛾𝑟: 𝐷 → 𝐶, 𝛾𝑟(𝑑) = 𝑟 ⋅ 𝛽(𝑑) − 𝛽(𝑟 ⋅ 𝑑). 

Since 

𝛼𝛾𝑟(𝑑) = 𝛼(𝑟 ⋅ 𝛽(𝑑) − 𝛽(𝑟 ⋅ 𝑑))

= 𝛼(𝑟 ⋅ 𝛽(𝑑)) − 𝛼(𝛽(𝑟 ⋅ 𝑑))

= 𝑟𝛼(𝛽(𝑑)) − 𝜙𝜕(𝑟 ⋅ 𝑑))

= 𝑟𝜙𝜕(𝑑) − 𝜙(𝑟𝜕(𝑑))

= 𝑟𝜕(𝑑) − 𝑟𝜕(𝑑) = 0

 

for 𝑑 ∈ 𝐷, 𝛾𝑟(𝐷) is contained in the annihilator Ann(𝐶) of 𝐶. Also, we get 

𝛾𝑟(𝑑𝑑′) = 𝑟 ⋅ 𝛽(𝑑𝑑′) − 𝛽(𝑟 ⋅ (𝑑𝑑′))

= 𝑟 ⋅ (𝛽(𝑑)𝛽(𝑑′)) − 𝛽(𝑟 ⋅ 𝑑)𝛽(𝑑′)

= 𝑟 ⋅ 𝛽(𝑑)𝛽(𝑑′) − 𝛽(𝑟 ⋅ 𝑑)𝛽(𝑑′)

= 𝛾𝑟(𝑑)𝛽(𝑑′)

= 0      
= 𝛾𝑟(𝑑)𝛾𝑟(𝑑′)

 



 

113 

 

Gürmen Alansal, Ege Arslan. / Cumhuriyet Sci. J., 42(1) (2021) 99-114 
 

for 𝑑, 𝑑′ ∈ 𝐷. Consequently 𝛾𝑟 is a homomorphism of commutative algebras that factors through 𝐷/𝐷2. 

The function �̃� is clearly a well-defined morphism of commutative algebras: 

�̃�((𝑑, 𝑢)(𝑑′, 𝑢′)) = �̃�(𝑑𝑑′, 𝑢𝑢′)

= 𝛽(𝑑𝑑′) + 𝛾(𝑢𝑢′)

= 𝛽(𝑑)𝛽(𝑑′) + 𝛾(𝑢)𝛾(𝑢′)

= 𝛽(𝑑)𝛽(𝑑′) + 𝛽(𝑑)𝛾(𝑢′) + 𝛾(𝑢)𝛽(𝑑′) + 𝛾(𝑢)𝛾(𝑢′)

= (𝛽(𝑑) + 𝛾(𝑢))(𝛽(𝑑′) + 𝛾(𝑢′))

= �̃�(𝑑, 𝑢)�̃�(𝑑′, 𝑢′)

 

Further, �̃�𝑖 = 𝛽 and 𝛼�̃� = 𝜁, as 𝛼𝛾 is trivial: 

𝛼𝛾([𝑡] ⊗ 𝑒‾(𝑖)) = 𝛼 (𝑒(𝑖) ⋅ 𝛽(𝑡) − 𝛽(𝑒(𝑖) ⋅ 𝑡))

= 𝑒(𝑖) ⋅ 𝛼(𝛽(𝑡)) − 𝛼 (𝛽(𝑒(𝑖) ⋅ 𝑡))

= 𝑒(𝑖) ⋅ 𝜙𝜕(𝑡) − 𝜙𝜕(𝑒(𝑖) ⋅ 𝑡)

= 𝑒(𝑖) ⋅ 𝜕(𝑡) − 𝜕(𝑒(𝑖) ⋅ 𝑡)

= 0.

 

Finally, we prove that �̃� preserves the action. Let 𝑑, 𝑡 ∈ 𝐷,𝑟 ∈ 𝑅 and 𝑒(𝑖) be an element in the basis of 𝐼(𝑅/𝑆), 

then we have 

�̃� (𝑟 ⋅ (𝑑, [𝑡] ⊗ 𝑒(𝑖))) = �̃�(𝑟 ⋅ 𝑑, [𝑑] ⊗ 𝑟 + [𝑡] ⊗ 𝑟𝑒(𝑖) − [𝑒(𝑖) ⋅ 𝑡] ⊗ 𝑟)

= 𝛽(𝑟 ⋅ 𝑑) + 𝛾([𝑑] ⊗ 𝑟 + [𝑡] ⊗ 𝑟𝑒(𝑖) − [𝑒(𝑖) ⋅ 𝑡] ⊗ 𝑟)

= 𝛽(𝑟 ⋅ 𝑑) + 𝛾𝑟(𝑑) + 𝛾𝑟𝑒(𝑖)
(𝑡) − 𝛾𝑟(𝑒(𝑖) ⋅ 𝑡)

= 𝛽(𝑟 ⋅ 𝑑) + 𝑟 ⋅ 𝛽(𝑑) − 𝛽(𝑟 ⋅ 𝑑) + 𝑟𝑒(𝑖) ⋅ 𝛽(𝑡) − 𝛽(𝑟𝑒(𝑖) ⋅ 𝑡)

−𝑟 ⋅ 𝛽(𝑒(𝑖) ⋅ 𝑡) + 𝛽 (𝑟 ⋅ (𝑒(𝑖) ⋅ 𝑡))

= 𝛽(𝑟 ⋅ 𝑑) + 𝑟𝑒(𝑖) ⋅ 𝛽(𝑡) − 𝑟 ⋅ 𝛽(𝑒(𝑖) ⋅ 𝑡)

= 𝑟 ⋅ (𝛽(𝑑) + 𝑒(𝑖) ⋅ 𝛽(𝑡) − 𝛽(𝑒(𝑖) ⋅ 𝑡))

= 𝑟 ⋅ (𝛽(𝑑) + 𝛾𝑒(𝑖)
(𝑡))

= 𝑟 ⋅ �̃�(𝑑, [𝑡] ⊗ 𝑒(𝑖)).
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 Abstract  
In this paper, we introduce IS-radical, IS-quasi radical, IS-interior radical and IS-nil radical 

in semigroups. We obtain radical structures that will contribute to the theoretical studies of 

soft sets. We consider the ideal structures of intersectional soft sets in semigroups and we 

define IS-radical, IS-quasi radical, IS-interior radical and IS-nil radical. We use two different 

methods to define the soft radicals and give the results. In our study, we also give several 

examples and propositions to see differences among these structures. 
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1. Introduction  

Since the modelling of uncertain data in many fields was very complex, it was difficult to successfully deal with 

them by classical methods. With the emergence of soft set theory in 1999, overcoming uncertain problems have 

been a major field of study for mathematicians. A lot of work has been done on soft set theory in applied and 

theoretical fields and it is continuing with an increasing speed. Molodtsov [1] proposed soft set theory for 

modelling vagueness and uncertainty. Soft set theory has provided various solutions to the information systems 

and decision-making methods in the literature [2- 8]. At the same time, the new algebraic operations in soft set 

theory was described by various researchers. In addition, by defining the soft group [9] in 2007, the soft set theory 

has experienced rapid growth in algebraic structures [10-16]. In 2014, Song et al. [17] introduced the notions of 

int-soft semigroups, int-soft ideal and int-soft quasi ideals. And in [18-19], Sezgin et al. made new approach to 

the classical semigroup theory via soft sets and defined soft intersection semigroups, soft intersection ideal, soft 

intersection quasi ideal and soft intersection interior ideal. Using these notions, we have produced radicals of 

intersectional soft ideals. We have used two different methods to define the soft radicals. Firstly, we have 

examined whether a soft set is a radical of own sub-soft set. Secondly, we have defined a radical of intersectional 

soft ideal. Also, we have gave several examples and propositions to see differences among these structures. 

 

2. Materials and methods 

Let 𝒮 be a semigroup and ℐ be nonempty ideal of semigroup 𝒮. √ℐ = {𝑥: 𝑥𝑛 ∈ ℐ, ∀𝑥 ∈ 𝒮, ∃𝑛 ∈ ℕ} is called 

radical of ℐ. Let 𝒮1 be a monoid and ℐ = {𝑒} be the identity-ideal of 𝒮1. √ℐ = {𝑠: 𝑠𝑛 = 𝑒, ∀𝑠 ∈ 𝒮1, ∃𝑛 ∈ ℕ} is 

called nil radical of ℐ [20]. Avoiding the details, other definitions of semigroups are not given in this study. The 

reader can refer to Howie [21].  

 

2.1. Definition A pair (Φ, Γ) is called a soft set over 𝒰, where Φ is a mapping Φ: Γ →  𝒫(𝒰) [1]. In other words,  

a soft set over 𝒰 is a parameterized family of subsets of the universe 𝒰. For e ∈ Γ,Φ(e) is considered as the set 

of e-elements of the soft set (Φ, Γ) or as the set of e-approximate elements of the soft set. 

2.2. Definition Let 𝒜 be a non-empty subset of 𝒮 over 𝒰. Then (𝜒𝒜 , 𝒮) is called the characteristic soft set over  

𝒰, defined as follows: 

𝜒𝒜: 𝑆 → 𝒫(𝒰),  a → {
𝒰,                    a ∈ 𝒜
∅,           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       for all a ∈ 𝒮 [17].                                                                          
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2.3. Definition Let (ω, 𝒮) and (φ, 𝒮) be soft sets over 𝒰. Then (ω ∘̃ φ, 𝒮) is called intersectional soft product of  

(ω, 𝒮) and (φ, 𝒮), defined as follows:   

 

(ω ∘̃ φ, 𝒮)(a) = {
⋃ {ωf(b) ∩ φ(c)}a=bc ,   ∃b, c ∈ 𝒮 için a = bc      

∅,                         otherwise
 for all a ∈ 𝒮 [17]. 

 

2.4. Definition Let 𝒮 be a semigroup and (φ, 𝒮) be a soft set over 𝒰. Then, 

 

2.4.1.  (φ, 𝒮) is called an intersectional soft semigroup of 𝒮 if it satisfies: 

 

φ(𝑥𝑦) ⊇ 𝜑(𝑥) ∩ 𝜑(𝑦) for all 𝑥, 𝑦 ∈ 𝒮 [17]. 
 

2.4.2.  (φ, 𝒮) is called an intersectional soft ideal of 𝒮 if it satisfies: 

 

 φ(𝑥𝑦) ⊇ 𝜑(𝑥) and 𝜑(𝑥𝑦) ⊇ 𝜑(𝑦) for all 𝑥, 𝑦 ∈ 𝒮 [17]. 

 

2.4.3.  (φ, 𝒮) is called an intersectional soft quasi-ideal of 𝒮 if it satisfies: 

 
(𝜑 ∘̃ 𝜒𝒮 , 𝒮) ∩̃ (𝜒𝒮 ∘̃ 𝜑, 𝒮) ⊆ (𝜑, 𝒮) [17]. 

 

2.4.4.  (φ, 𝒮) is called an intersectional soft interior-ideal of 𝒮 if it satisfies: 

 

 φ(𝑥𝑠𝑦) ⊇ 𝜑(𝑠) for all 𝑥, 𝑦, 𝑠 ∈ 𝒮 [19]. 

 

3. Results  

In this section, we examine whether a soft set is a radical of own sub-soft set. And also, we define radicals of 

intersectional soft ideals (ideal/quasi ideal/interior ideal). Next, we produce nil radicals of these int-ideals.  

In what follows, 𝒮 regarded as a semigroup and 𝒜 regarded as a non-empty subset of 𝒮. We briefly show 

intersectional-soft as IS to avoiding repetition. 

3.1. Definition Let (𝜑,𝒜) be an IS- ideal over 𝒰. A non-null soft set (𝜑, 𝒮) is called IS-radical of (𝜑,𝒜) if it 
satisfies: 

 

𝜑(𝑠𝑛𝑥) ⊇ 𝜑(𝑥) and 𝜑(𝑥𝑠𝑛) ⊇ 𝜑(𝑥) for all 𝑥 ∈ 𝒜, 𝑠 ∉ 𝒜, 𝑠 ∈ 𝒮 and ∃𝑛 ∈ ℕ. 

 

3.2. Example Let 𝒰 = {𝑢1, 𝑢2, 𝑢3, 𝑢4, 𝑢5} and 𝑆 = {0, 𝑥, 1, 2, 𝑦}. Then, (𝒮,∗) is semigroup for the following 

Cayley table: 

 

 

 

 

 

 

Let (𝜑, 𝒮) be soft set over 𝒰 defined as follows:  

𝜑: 𝒮 → 𝒫(𝒰) , (𝜑, 𝒮) = {(0, {𝑢1, 𝑢2, 𝑢3, 𝑢4}), (𝑥, {𝑢1, 𝑢3}), (1, {𝑢2, 𝑢3, 𝑢4}), (2,𝒰), (𝑦, 𝒰)} . 

Let 𝒜 = {0, 𝑥, 1} be the subset of 𝒮, then (𝜑,𝒜) is an IS- ideal over 𝑈. There exists 𝑛 ∈ ℕ  such that  2𝑛 = 2 

and 𝑦𝑛 = 0.  

 

𝜑(2.0) ⊇ 𝜑(0) and 𝜑(0.2) ⊇ 𝜑(0). 
𝜑(2. 𝑥) ⊇ 𝜑(𝑥) and 𝜑(𝑥. 2) ⊇ 𝜑(𝑥). 

* 0   x   1   2    y 

      0    

      x 

      1 

      2 

      y 

0   0   0   0   0 

0   0   0   x   1 

0   x   1   0   0 

0   0   0   2   y 

2   2   y   0   0 
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𝜑(2.1) ⊇ 𝜑(1)and  𝜑(1.2) ⊇ 𝜑(1). 
𝜑(0.0) ⊇ 𝜑(0). 
𝜑(0. 𝑥) ⊇ 𝜑(𝑥) and  𝜑(𝑥. 0) ⊇ 𝜑(𝑥). 
𝜑(0.1) ⊇ 𝜑(1)and  𝜑(1.0) ⊇ 𝜑(1). 

 

For all 𝑥 ∈ 𝒜, 𝜑(𝑠𝑛𝑥) ⊇ 𝜑(𝑥) and 𝜑(𝑥𝑠𝑛) ⊇ 𝜑(𝑥) . Therefore, (𝜑, 𝒮) is IS-radical of (𝜑,𝒜). 

3.3. Proposition If (𝜑, 𝒮) be an IS- ideal over 𝒰, then (𝜑, 𝒮) is IS-radical of (𝜑,𝒜) for a subset 𝒜 of 𝒮.  

 

Proof. Let (𝜑, 𝒮) be an IS- ideal over 𝒰.  It is clear that 𝜑(𝑠𝑛𝑥) ⊇ 𝜑(𝑥) and 𝜑(𝑥𝑠𝑛) ⊇ 𝜑(𝑥) for 𝑛 = 1 by 

Definition 3.1. Thus, (𝜑, 𝒮) is IS-radical of (𝜑,𝒜) for a subset 𝒜 of 𝒮.  

3.4. Example Let 𝒰 = {𝑖1, 𝑖2, 𝑖3, 𝑖4, 𝑖5} and 𝒮 = {𝑟, 𝑠, 𝑡, 𝑘}. Then, (𝒮,∗) is a semigroup for the following 

Cayley table: 
 

 

 

 

Let (𝜇, 𝒮) be soft set over 𝒰 defined as follows:  

 

𝜇: 𝒮 → 𝒫 (𝒰),    �̇� →

{
 

 
{𝑖1, 𝑖2, 𝑖3, 𝑖4}      𝑖𝑓  �̇� = 𝑟,
{𝑖2, 𝑖3}                𝑖𝑓   �̇� = 𝑠,
{𝑖1, 𝑖4}                 𝑖𝑓  �̇� = 𝑡,
{𝑖1, 𝑖2, 𝑖5}           𝑖𝑓  �̇� = 𝑘,

 

Consider the subset 𝒜 = {𝑟, 𝑠, 𝑡} of 𝒮. Then, (𝜇,𝒜) is an IS- ideal over 𝒰. For 𝑛 = 2, 𝑘2 = 𝑠.  

𝜇(𝑟. 𝑠) ⊇ 𝜇(𝑟) and 𝜇(𝑠. 𝑟) ⊇ 𝜇(𝑟), 
𝜇(𝑠. 𝑠) ⊇ 𝜇(𝑠), 
𝜇(𝑡. 𝑠) ⊇ 𝛼(𝑡)and 𝜇(𝑟. 𝑡) ⊇ 𝜇(𝑡). 

 

Hence, (𝜇, 𝒮) is IS-radical of (𝜇,𝒜). Since 𝜇(𝑟. 𝑘) ⊉ 𝜇(𝑘) and 𝜇(𝑘. 𝑟) ⊉ 𝜇(𝑘), (𝜇, 𝒮) is not IS-ideal over 𝒰. 

 

3.5. Definition Let (ϕ,𝒜) be an IS-ideal of 𝒮. Then, the (√ϕ, 𝒮) is called an IS-radical of (ϕ,𝒜), defined by 

 

√ϕ(s) = {

∩ ϕ(sn);    s ∉ 𝒜, sn ∈ 𝒜, ∃n ∈ ℕ     

∅;           s ∉ 𝒜, sn ∉ 𝒜,∀ n ∈ ℕ 
ϕ(s);                         s ∈ 𝒜                      

, 

where √ϕ:𝒮 →  𝒫(𝒮). The IS-radical (√ϕ, 𝒮) can be denoted by √(ϕ,𝒜). 
 

3.6. Example Let consider the IS- ideal (𝜑,𝒜) in Example 3.2.  

 

By Definition 3.5, (0, {𝑢1, 𝑢2, 𝑢3, 𝑢4}), (𝑥, {𝑢1, 𝑢3}) and (1, {𝑢2, 𝑢3, 𝑢4}) ∈ (√𝜑, 𝒮). For all n ∈ ℕ, 2𝑛 = 2 and 

𝑦𝑛 = 0, So (2, ∅) and (𝑦, {𝑢1, 𝑢2, 𝑢3, 𝑢4}) ∈ (√𝜑, 𝒮). Hence,  

 

(√𝜑, 𝒮) = {(0, {𝑢1, 𝑢2, 𝑢3, 𝑢4}), (𝑥, {𝑢1, 𝑢3}), (1, {𝑢2, 𝑢3, 𝑢4}), (2, ∅), (𝑦, {𝑢1, 𝑢2, 𝑢3, 𝑢4})}. 

 

One can see that the IS-radical (√𝜑, 𝒮) is not IS-ideal. Since, √𝜑(𝑥𝑦) = √𝜑(1) ⊉  √𝜑(𝑥). 

 

3.7. Remark The radical of an IS-ideal may not be an IS-ideal over 𝒰.   

 

     *  r   s    t    k 

     r 

     s 

     t 

     k 

r    r    r    r  

r    r    r    r 

r    r    s    r 

r    r    s    s 
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3.8. Definition Let (ϕ,𝒜) be an IS-quasi ideal over 𝒰. A nonempty soft set (ϕ, 𝒮) is called IS-quasi radical of  

(ϕ,𝒜) if it satisfies: 

 

ϕ(𝑥𝑠𝑛) ∩ ϕ(𝑠𝑛𝑥) ⊆ ϕ(𝑥) for all 𝑥 ∈ 𝒜, 𝑠 ∈ 𝒮, 𝑠 ∉ 𝒜, ∃𝑛 ∈ ℕ. 
 
3.9. Example Consider the semigroup 𝒮 = {1, 𝑎, 𝑏, 𝑐}. Then, (𝒮,∗) is semigroup for the following Cayley  
table: 

 

 

 

 

 

 

Let (𝜓, 𝒮) be soft set over ℤ4 defined as follows:   

𝜓: 𝒮 → 𝒫 (ℤ4),     𝑥 →

{
 

 
{0̅}                   , 𝑥 = 1 𝑖𝑠𝑒,

{0̅, 1̅, 2̅}           , 𝑥 = 𝑎 𝑖𝑠𝑒,

{0̅, 2̅, 3̅}           , 𝑥 = 𝑏 𝑖𝑠𝑒,
ℤ4                    , 𝑥 = 𝑐 𝑖𝑠𝑒,

 

Consider 𝒜 = {𝑎, 𝑏} subset of 𝒮. Since 𝜓(𝑎) ⊇  𝜓(𝑏. 𝑐) ∩ 𝜓(𝑐. 𝑏) and 𝜓(𝑏)  ⊇  𝜓(𝑐. 𝑐) ∩ 𝜓(𝑐. 𝑐), (𝜓,𝒜) is 

an IS-quasi ideal over ℤ4.  
 

For all 𝑛 ∈ ℕ,  1𝑛 = 1 and 𝑐4 = 1. One can easily see that  

 

𝜓(𝑎. 1) ∩ 𝜓(1. 𝑎) ⊆ 𝜓(𝑎); {0̅} ∩ {0̅} ⊆ {0̅, 1̅, 2̅}, 
𝜓(𝑏. 1) ∩ 𝜓(1. 𝑏) ⊆ 𝜓(𝑏); {0̅} ∩ {0̅} ⊆ {0̅, 2̅, 3̅}. 
 

Therefore, (𝜓, 𝒮) is IS-quasi radical of (𝜓,𝒜).  
 

3.10. Proposition If (𝜑, 𝒮) be an IS-quasi ideal over 𝒰, then (𝜑, 𝒮) is IS-quasi radical of (𝜑,𝒜) for a subset 𝒜  

of 𝒮.   

 

Proof. Let (𝜑, 𝒮) be an IS-quasi ideal over 𝒰. It is clear that ϕ(𝑥𝑠𝑛) ∩ ϕ(𝑠𝑛𝑥) ⊆ ϕ(𝑥)  for 𝑛 = 1 by 

Definition 3.8. Thus, (𝜑, 𝒮) is IS-quasi radical of (𝜑,𝒜) for a subset 𝒜 of 𝒮. 

3.11. Example Consider the semigroup 𝒮 = {0, 1, 2, 3}. Then, (𝒮,∗) is semigroup for the following  

Cayley table: 

 

 

 

 

 

 

Let 𝛽 be non-empty subset of 𝒰 and (𝜎, 𝒮) be soft set over 𝒰 defined as follows: 

 

𝜎: 𝒮 →  𝒫 (𝒰),     𝑥 → {
𝛽,                𝑥 = 3
∅,          𝑥 = 0, 1, 2

 

 

Consider 𝒜 = {0, 2, 3} subset of 𝒮, (𝜎,𝒜) is an IS-quasi ideal over 𝒰. Since 1𝑛 = 1 for all 𝑛 ∈ ℕ, 

 

𝜎(0) ⊇  𝜎(0.1) ∩ 𝜎(1.0); 𝜎(0) ⊇  𝜎(0) ∩ 𝜎(0) = 𝜎(0), 
𝜎(2) ⊇  𝜎(2.1) ∩ 𝛼(1.2); 𝜎(2) ⊇  𝜎(1) ∩ 𝜎(1) = 𝜎(1), 
𝜎(3) ⊇  𝜎(3.1) ∩ 𝜎(1.3); 𝜎(3) ⊇  𝜎(1) ∩ 𝜎(1) = 𝜎(1). 
 

* 1   a   b   c      

      1 

      a 

      b 

      c 

1   1   1   1 

1   1   1   1 

1   1   1   a  

1   1   a   b   

* 0   1   2   3 

   0 

   1             

   2 

   3             

0   0   0   0 

0   1   1   1 

0   1   2   3  

0   1   1   1 
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Therefore, (𝜎, 𝒮) is IS-quasi radical of (𝜎,𝒜), Since 𝜎(1) ⊉  𝜎(3.3), (𝜎, 𝒮) is not IS-quasi ideal over 𝒰. 

 

3.12. Definition Let (ϕ,𝒜) be an IS-quasi ideal of 𝒮. Then, the (√ϕ, 𝒮) is called an IS-quasi radical of  

(ϕ,𝒜), defined by 

 

√ϕ(s) =  {
∩ ϕ(sn);    s ∉ 𝒜, sn ∈ 𝒜, ∃n ∈ ℕ     
∅;           s ∉ 𝒜, sn ∉ 𝒜,∀ n ∈ ℕ 
ϕ(s);                         s ∈ 𝒜                      

, 

 

where √ϕ:𝒮 →   𝒫(𝒮). The IS-quasi radical (√ϕ, 𝒮) can be denoted by √(ϕ,𝒜). 
 

3.13. Example Consider the IS-quasi ideal (𝜓,𝒜) in Example 3.9. Since  𝑐2 = 𝑏, 𝑐3 = 𝑎 and 1𝑛 = 1 for  

all 𝑛 ∈ ℕ, (1, ∅) and  (𝑐, {0̅, 1̅, 2̅} ∩ {0̅, 2̅, 3̅}) ∈ (√𝜓, 𝒮). Hence, 

 

(√𝜓, 𝒮) = {(1, ∅), (𝑎, {0̅, 1̅, 2̅}), (𝑏, {0̅, 2̅, 3̅}), (𝑐, {0̅, 2̅})}.  
 

One can see that the IS-quasi radical (√𝜓, 𝒮) is not IS-quasi ideal.  

 

3.14. Remark The radical of an IS-quasi ideal may not be an IS-quasi ideal over 𝒰.   

 

3.15. Theorem Every IS-quasi radical is an IS-bi radical over 𝒮.  

 

Proof. Let (√𝜓, 𝒮) be an IS-quasi radical over a semigroup 𝒮. Then, √𝜓(𝑥) is a quasi ideal over 𝒮 for all x ∈

𝒮. Since every quasi-ideal is a bi-ideal of 𝒮, (√𝜓, 𝒮) is an IS-bi radical over 𝒮. 

3.16. Definition Let (ϕ,𝒜) be an IS-interior ideal over 𝒰. A non-null soft set (ϕ, 𝒮) is called IS-interior  

radical of (ϕ,𝒜) if it satisfies: 

 

ϕ(𝑥𝑠𝑛𝑦) ⊇ ϕ(𝑠) for all 𝑥, 𝑦 ∈ 𝒜, 𝑠 ∈ 𝒮, 𝑠 ∉ 𝒜, ∃𝑛 ∈ ℕ. 
 

3.17.  Example Let 𝒰 = {𝑖1, 𝑖2, 𝑖3, 𝑖4, 𝑖5, 𝑖6} and 𝒮 = {𝑎, 𝑏, 𝑐, 𝑑}. Then, (𝒮,∗) is semigroup for the following  

Cayley table: 
 
 

 

 

Let (𝜇, 𝒮) be soft set over 𝒰 defined as follows: 

 

𝜇: 𝒮 → 𝒫 (𝒰)    �̇� →

{
 

 
𝒰                  𝑖𝑓  �̇� = 𝑎,
{𝑖1, 𝑖2, 𝑖5}    𝑖𝑓   �̇� = 𝑏,
{𝑖4, 𝑖5, 𝑖6}     𝑖𝑓  �̇� = 𝑐,

 {𝑖5}              𝑖𝑓  �̇� = 𝑑,

 

Consider the subset 𝒜 = {𝑎, 𝑏, 𝑐} of 𝒮. Then, (𝜇,𝒜) is an IS- interior ideal over 𝒰. Since 𝑑2 = 𝑏 and 

𝜇(𝑥. 𝑏. 𝑦) ⊇ 𝜇(𝑑) for all 𝑥, 𝑦 ∈ 𝒜, (𝜇, 𝒮) is IS-interior radical of (𝜇,𝒜).  
 

3.18. Proposition If (𝜇, 𝒮) be an IS-interior ideal over 𝒰, then (𝜇, 𝒮) is IS-interior radical of (𝜇,𝒜) for  

a subset 𝒜 of 𝒮.  

 

Proof. Let (𝜇, 𝒮) be an IS-interior ideal over 𝒰. It is clear that 𝜇(𝑥𝑠𝑛𝑦) ⊇ 𝜇(𝑠) for 𝑛 = 1 by Definition 3.16. 

Thus, (𝜇, 𝒮) is IS-interior radical of (𝜇,𝒜) for a subset 𝒜 of 𝒮. 

* a   b   c   d 

   a 

   b            

   c 

   d 

a   a   a   a 

a   b   b   b 

a   b   c   d 

a   b   b   b 
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3.19. Example Consider the IS-interior radical (𝜇, 𝒮) in Example 3.17. Since 𝜇(𝑏. 𝑐. 𝑑) ⊉  𝜇(𝑐), the  

subset (𝜇, 𝒮) is not an IS- interior ideal over 𝒰. 
 

3.20. Definition Let (ϕ,𝒜) be an IS-interior ideal of 𝒮. Then, the (√ϕ, 𝒮) is called an IS-interior radical of  

(ϕ,𝒜), defined by 

 

√ϕ(s) =  {
∩ ϕ(sn);    s ∉ 𝒜, sn ∈ 𝒜, ∃n ∈ ℕ     
∅;           s ∉ 𝒜, sn ∉ 𝒜,∀ n ∈ ℕ 
ϕ(s);                         s ∈ 𝒜                      

, 

where √ϕ:𝒮 →   𝒫(𝒮). The IS-interior radical (√ϕ, 𝒮) can be denoted by √(ϕ,𝒜). 
 

3.21. Example Consider the IS-interior ideal (𝜇,𝒜) in Example 3.17. Since 𝑑𝑛 = 𝑏 for all n ∈ ℕ,  

(𝑑, {𝑖1, 𝑖2, 𝑖3}) ∈  (√𝜇, 𝒮). Therefore, 

 

(√𝜇, 𝒮) = {(𝑎,𝒰), (𝑏, {𝑖1, 𝑖2, 𝑖3}), (𝑐, {𝑖4, 𝑖5, 𝑖6} ), (𝑑, {𝑖1, 𝑖2, 𝑖3})}.  

 

One can see that the IS-interior radical (√𝜇, 𝒮) is not IS-interior ideal.  

 

3.22. Remark The radical of an IS-interior ideal may not be an IS-interior ideal over 𝒰.   

 

3.23. Theorem Let (ϕ,𝒜) be an IS-ideal (quasi/interior) of semigroup 𝒮. Then, there exists an IS-ideal  

(quasi/interior) (ϕ, ℬ) such that 

 

(ϕ,𝒜)  = √(ϕ,ℬ) ⇔ (ϕ,𝒜)  = √(ϕ,𝒜)  . 
 

Proof. Suppose that there exists a soft ideal (ϕ,𝒜) such that (ϕ,𝒜) = √(ϕ,ℬ).  
 

If for all s ∉ 𝒜 there exists n ∈ ℕ such that sn ∈ 𝒜, then we have 

 

 sn ∈ ℬ ⟺ (𝑠, ∩ ϕ(sn)) ∈ √(ϕ,ℬ)  
⟺ (𝑠, ∩ ϕ(sn)) ∈ (ϕ,𝒜) 

⟺ (𝑠, ∩ ϕ(sn))  ∈ √(ϕ,𝒜)    

⟺ (ϕ,𝒜)  = √(ϕ,𝒜)   
 

              

                                    

 

           (1) 

Similarly, if for all s ∉ 𝒜 there exists n ∈ ℕ such that sn ∉ 𝒜, then we have 

sn ∉ ℬ ⟺ (𝑠, ∅) ∈ √(ϕ,ℬ)  
⟺ (𝑠, ∅) ∈ (ϕ,𝒜) 

⟺ (𝑠, ∅)  ∈ √(ϕ,𝒜)    

⟺ (ϕ,𝒜)  = √(ϕ,𝒜)   

                               

                    

 

 

          (2) 
 

  

Similarly, for all s ∈ 𝒜, we have 

s ∈ ℬ ⟺ (𝑠, ϕ(s)) ∈ √(ϕ,ℬ)  
⟺ (𝑠, ϕ(s)) ∈ (ϕ,𝒜) 

⟺ (𝑠, ϕ(s))  ∈ √(ϕ,𝒜)    

⟺ (ϕ,𝒜)  = √(ϕ,𝒜)  . 

                   

 

 

           (3) 

 

From (1), (2), (3), we have (ϕ,𝒜)  = √(ϕ,ℬ) ⇔ (ϕ,𝒜)  = √(ϕ,𝒜)  . 
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In what follows, 𝒮1 regarded as a monoid and 𝒜 regarded as be the non-empty subset of 𝒮1 which is consisting 

identity element. 

3.24. Definition Let (ϕ,𝒜) be an IS-ideal (quasi/interior) of 𝒮1 over 𝒰. A non-null soft set (ϕ, 𝒮1) is called  

IS-nil radical of (ϕ,𝒜) if it satisfies: 

 

ϕ(𝑠) ⊆ ϕ(𝑒) for all  s ∈ 𝒮1, sn ∈ 𝒜, ∃𝑛 ∈ ℕ. 
 
3.25. Example Let 𝒮1 = (ℤ6, . ) be a monoid and 𝒜 = {1̅} be the subset of 𝒮1.  
 

Consider the function ϕ: 𝒮1 → 𝒫 (ℤ6) over 𝒰 = {𝑖1, 𝑖2, 𝑖3, 𝑖4, 𝑖5, 𝑖6} defined by  ϕ(0̅) = {𝑖1, 𝑖2}, ϕ(1̅) = 𝒰, 

ϕ(2̅) = {𝑖2, 𝑖3}, ϕ(3̅) = 𝒰,  ϕ(4̅) = {𝑖4, 𝑖5, 𝑖6} and ϕ(5) = {𝑖1, 𝑖2, 𝑖3, 𝑖4}.  
 

Since, there exists some n ∈ ℕ such that 0̅n, 2̅n, 3̅n, 4̅n ∉ 𝒜, but 5̅n ∈ 𝒜. Hence, (ϕ, 𝒮1) is IS-nil radical of 

(ϕ,𝒜). 
 

3.26. Definition Let (ϕ,𝒜) be an IS-ideal (quasi/interior) of 𝒮1 over 𝒰. A non-null soft set (√ϕ, 𝒮1) is called  

IS-nil radical of (ϕ,𝒜) defined by 

 

√ϕ(s) =  {
ϕ(e),   sn = e

∅  ,    sn ≠ e
 , 

where √ϕ : 𝒮 → 𝒫(𝒰) for all s ∈ 𝒮1 and some n ∈ ℕ. 
 

3.27. Example Consider the IS- ideal (quasi/interior) (ϕ,𝒜) in Example 3.25. Hence, we have   

 

(√ϕ, 𝒮1) = {(0̅, ∅), (1̅, 𝒰), (2̅, ∅), (3̅, ∅), (4̅, ∅), (5̅,𝒰)}. 
 

4. Discussion  

In this study, it is aimed to construct a new algebraic structure on soft set theory which has paved the way for 

many studies. Throughout this paper, IS-radical, IS-quasi radical, IS-interior radical and IS-nil radical in 

semigroups were obtained. We have used two different methods to define the soft radicals. We have gave several 

examples and propositions. Important results were specifically mentioned in the article. Based on these results, 

some further works can be developed on the properties of the soft radicals for ideals in regular semigroups. 
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 Abstract  
In the present paper, we introduce a new kind of convergence, called the statistical relative 

uniform convergence, for a double sequence of functions at a point, where the relative uniform 

convergence of the set of the neighborhoods of the given point is considered. By the use of the 

statistical relative uniform convergence, we investigate a Korovkin type approximation 

theorem which makes the proposed method stronger than the ones studied before. After that, 

we give an example using this new type of convergence. We also study the rate of convergence 

of the proposed convergence. 
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1. Introduction  

It is well-known that the first definition of statistical convergence was given by Fast [1] and Steinhaus [2], 

independently. It is more general than the ordinary convergence. The statistical convergence in approximation 

theory was first used by Gadjiev and Orhan [3] to prove the Korovkin-type approximation theorem [4]. The 

studies and related results can be found in [5-8]. 

Moore [9] was the first who introduced the notion of relative uniform convergence of a sequence of functions. 

Later on, Chittenden [10] gave a detailed definition of this convergence (which is equivalent to Moore's 

definition). Recently, Demirci and Orhan [11] defined a new type of statistical convergence by using this 

convergence and they presented its applications to Korovkin type approximation. For more details on these types 

of convergences and their applications, we refer to [12-17]. 

Another interesting type of convergence is the uniform convergence of a sequence of functions at a point [18]. 

More recently, Demirci et al. [19] extended this type of convergence to relative uniform convergence of a 

sequence of functions at a point where the set of the neighborhoods of the point at which relative uniform 

convergence is considered (see, e.g., [20, 21]). 

Our focus of the present work is to generalize the concept of statistical convergence using relative uniform 

convergence at a point. For this purpose, we first define the concept of statistical relative uniform convergence 

of double sequences of functions at a point and we give some examples, showing that our results are strict 

generalization of the corresponding classical ones. We also establish some important approximation results.  

 

2. Preliminaries 

The idea of uniform convergence of a sequence of functions at a point was defined by J. Klippert and G. Williams 

in [18]. This type of convergence is a stronger method than the well known uniform convergence. Recently, 

Demirci et al. [19] gave the notion of relative uniform convergence of a sequence of functions at a point and they 

proved the Korovkin type approximation theorems. Now we recall these interesting types of convergences: 

Definition 2.1 [18] Suppose that (𝑓𝑗) is a sequence of real functions defined on 𝐺 ⊂ ℝ. Let 𝑢0 ∈ 𝐺. We say that 

(𝑓𝑗) converges uniformly at the point 𝑢0 to 𝑓: 𝐺 → ℝ provided that for every 𝜀 > 0, there exist 𝛿 > 0 and 𝐽 ∈ ℕ 

such that for every 𝑗 ≥ 𝐽, if |𝑢 − 𝑢0| < 𝛿, then |𝑓𝑗(𝑢) − 𝑓(𝑢)| < 𝜀. 

http://dx.doi.org/10.17776/csj.831339
https://orcid.org/0000-0002-4730-2271
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Definition 2.2 [19] Let (𝑓𝑗) be a sequence of real functions defined on 𝐺 and 𝑢0 ∈ 𝐺. We say that (𝑓𝑗) converges 

relatively uniformly at the point 𝑢0 to 𝑓: 𝐺 → ℝ with respect to the scale function 𝜎(𝑢), |𝜎(𝑢)| ≠ 0, if for every 

𝜀 > 0, there exist 𝛿 > 0 and 𝐽 ∈ ℕ such that for every 𝑗 ≥ 𝐽, if |𝑢 − 𝑢0| < 𝛿, then 

|𝑓𝑗(𝑢) − 𝑓(𝑢)| < 𝜀|𝜎(𝑢)|. 

More recently, Dirik et al. [21] introduced the uniform convergence of a sequence of functions at a point for 

double sequences. Before this definition, we first give the following: 

A double sequence 𝑢 = (𝑢𝑖𝑗) is said to be convergent in Pringsheim's sense iff for every 𝜀 > 0, there exists 𝐽 =

𝐽(𝜀) ∈ ℕ such that |𝑢𝑖𝑗 − 𝐿| < 𝜀 whenever 𝑖, 𝑗 > 𝐽. Then, 𝐿 is called the Pringsheim limit of 𝑢 and is denoted by 

𝑃 − lim
𝑖,𝑗→∞

𝑢𝑖𝑗 = 𝐿 (see [22]). In this case, we say that 𝑢 is " 𝑃 −convergent to 𝐿 ". Also, if there exists a positive 

number 𝐼 such that |𝑢𝑖𝑗| ≤ 𝐼 for all (𝑖, 𝑗) ∈ ℕ2 = ℕ × ℕ, then u is said to be bounded. It is important to say that 

a convergent double sequence need not be bounded but it is necessary to be bounded for a convergent single 

sequence. 

Definition 2.3 [21] Suppose that (𝑓𝑖𝑗) is a double sequence of real functions defined on 𝐺2 ⊂ ℝ2. Let (𝑢0, 𝑣0) ∈

𝐺2. We say that (𝑓𝑖𝑗) converges uniformly at the point (𝑢0, 𝑣0) to 𝑓: 𝐺2 → ℝ iff for every 𝜀 > 0, there are 𝛿 > 0 

and 𝐽 ∈ ℕ such that for every 𝑖, 𝑗 ≥ 𝐽, if  √(𝑢 − 𝑢0)2 + (𝑣 − 𝑣0)2 ≤ 𝛿 (or |𝑢 − 𝑢0| ≤ 𝛿 and |𝑣 − 𝑣0| ≤ 𝛿), then 

|𝑓𝑖𝑗(𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| < 𝜀. 

Example 2.1 Define 𝑔𝑖𝑗: [0,1]2 → ℝ by 

𝑔𝑖𝑗(𝑢, 𝑣) = {
𝑢2 + 𝑣2, 𝑗 𝑖𝑠 𝑎 𝑠𝑞𝑢𝑎𝑟𝑒,

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 

We claim that (𝑔𝑖𝑗) converges uniformly to 𝑔 = 0 at (𝑢0, 𝑣0) = (0,0). Indeed, let 𝜀 > 0 be given and choose 

𝛿 = √
𝜀

2
  and 𝐽 = 1. Let 𝑖, 𝑗 ≥ 𝐽 and 𝑢, 𝑣 ∈ [0,1] with |𝑢| ≤ 𝛿, |𝑣| ≤ 𝛿. Then, 

|𝑔𝑖𝑗(𝑢, 𝑣) − 𝑔(𝑢, 𝑣)| = |𝑔𝑖𝑗(𝑢, 𝑣)| ≤ 𝑢2 + 𝑣2 ≤ 2𝛿2 = 𝜀. 

However, (𝑔𝑖𝑗) does not converge uniformly to 𝑔 = 0  on [0,1]2. 

3.   Statistical Relative Uniform Convergence At a Point 

The statistical convergence for single sequences was given in 1951 and this concept was extended to the double 

sequences by Moricz [23] in 2004 as follows: 

Let 𝐴 ⊆ ℕ2 be a two-dimensional subset of positive integers, then 𝐴𝑖𝑗  denotes the set {(𝑚, 𝑛) ∈ 𝐴: 𝑚 ≤ 𝑖, 𝑛 ≤ 𝑗} 

and |𝐴𝑖𝑗| denotes the cardinality of 𝐴𝑖𝑗. The double natural density of 𝐴 is given by 

𝛿2(𝐴): =  𝑃 − lim
𝑖,𝑗→∞

1

𝑖𝑗
|𝐴𝑖𝑗|, 

if it exists. The number sequence 𝑢 = (𝑢𝑖𝑗) is said to be statistically convergent to 𝐿 provided that for every 𝜀 >

0, the set 

𝐴 = 𝐴𝑚𝑛(𝜀): = {𝑖 ≤ 𝑚, 𝑗 ≤ 𝑛: |𝑢𝑖𝑗 − 𝐿| ≥ 𝜀} 

has natural density zero; in that case, we write 𝑠𝑡2 − lim
𝑖,𝑗→∞

𝑢𝑖𝑗 = 𝐿 (see [23]).  



 

125 

 

Yıldız / Cumhuriyet Sci. J., 42(1) (2021) 123-131 
 

Now, we can give the following definition which is our new type of convergence: 

Definition 3.1 Let 𝐺2 ⊂ ℝ2 and suppose that (𝑓𝑖𝑗) is a double sequence of real functions defined on 𝐺2. Let 

(𝑢0, 𝑣0) ∈ 𝐺2. We say that (𝑓𝑖𝑗) converges statistically relatively uniformly at the point (𝑢0, 𝑣0) to 𝑓: 𝐺2 → ℝ 

with respect to the scale function 𝜎 iff for each 𝜀 > 0  there are 𝜂 > 0 and 𝐴 ⊆ ℕ2 with 𝛿2(𝐴) = 0 such that for 

every 𝜀 > 0   and (𝑖, 𝑗) ∈ ℕ2\𝐴, if √(𝑢 − 𝑢0)2 + (𝑣 − 𝑣0)2 ≤ 𝜂 (or |𝑢 − 𝑢0| ≤ 𝜂 and |𝑣 − 𝑣0| ≤ 𝜂), then 

|𝑓𝑖𝑗(𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| < 𝜀|𝜎(𝑢, 𝑣)|. 

Now we give the following remark that gives the relations between types of convergences. 

Remark 3.1 It can be immediately seen that if (𝑓𝑖𝑗) is statistically relatively uniformly convergent to a function 

𝑓 on 𝐺2, then (𝑓𝑖𝑗) converges statistically relatively uniformly at each point in 𝐺2. Also, observe that the 

statistical uniform convergence of a double sequence of functions at a point is the special case of statistical 

relative uniform convergence of a double sequence of functions at a point in which the scale function is a non-

zero constant. If 𝜎(𝑢, 𝑣) is bounded, then the statistical relative uniform convergence at a point implies the 

statistical uniform convergence at a point. However, the statistical relative uniform convergence at a point does 

not imply the statistical uniform convergence at a point, when 𝜎(𝑢, 𝑣) is unbounded. 

Now, we give the following example to show the effectiveness of newly proposed method: 

Example 3.1 Define ℎ𝑖𝑗: [0,1]2 → ℝ by 

ℎ𝑖𝑗(𝑢, 𝑣) = {
𝑖2𝑗𝑢2𝑣, 𝑖 = 𝑘2 𝑎𝑛𝑑 𝑗 = 𝑙2,
2𝑖2𝑗𝑢2𝑣

5+𝑖2𝑗𝑢2𝑣
, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

              (1) 

𝑘, 𝑙 = 1,2, …. We claim that (ℎ𝑖𝑗) converges statistically relatively uniformly to ℎ = 0 at (𝑢0, 𝑣0) = (0,0) to the 

scale function 

𝜎(𝑢, 𝑣) = {
1

𝑢𝑣
, (𝑢, 𝑣) ∈ ]0,1]2,

1, 𝑢 = 0 𝑜𝑟 𝑣 = 0.
              (2) 

Indeed, let 𝜀 > 0 be given and choose 𝜂 = √
𝜀

2
  and 𝐴 = {(𝑖, 𝑗): 𝑖 = 𝑘2 𝑎𝑛𝑑 𝑗 = 𝑙2, 𝑘, 𝑙 = 1,2, … }. Then 𝛿2(𝐴) =

0. Let (𝑖, 𝑗) ∈ ℕ2\𝐴 and (𝑢, 𝑣) ∈ [0,1]2 with |𝑢| ≤ 𝜂 and |𝑣| ≤ 𝜂. Then, 

|
ℎ𝑖𝑗(𝑢,𝑣)

𝜎(𝑢,𝑣)
| ≤ |

2𝑖2𝑗𝑢3𝑣2

5+𝑖2𝑗𝑢2𝑣
| ≤ 2|𝑢||𝑣| < 2𝜂2 = 𝜀. 

However, (ℎ𝑖𝑗) does not converge statistically uniformly at (0,0). Indeed, for 𝜀 =
1

5
, (𝑢, 𝑣) = (

1

𝑖
,

1

𝑗
) ∈ ]0,1]2 

with 
1

𝑖
< η, 

1

𝑗
< η and (𝑖, 𝑗) ∈ ℕ2\𝐴, we get 

2𝑖2𝑗𝑢2𝑣

5+𝑖2𝑗𝑢2𝑣
=

1

3
>

1

5
. 

Also, it is neither uniformly nor relatively uniformly convergent to ℎ = 0. 

4.   Korovkin Type Approximation 

In this section, we apply the notion of statistical relative uniform convergence of double sequences of functions 

at a point to prove a Korovkin type approximation theorem. Suppose that 𝐶(𝐺2) is the space of all functions 𝑓 

continuous on 𝐺2. We know that 𝐶(𝐺2)  is a Banach space with norm ‖𝑓‖ = sup(𝑢,𝑣)∈𝐺2|𝑓(𝑢, 𝑣)|. 
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We denote the value of 𝐿𝑖𝑗(𝑓) at a point (𝑢, 𝑣) ∈ 𝐺2 by 𝐿𝑖𝑗(𝑓(𝑠, 𝑡); 𝑢, 𝑣) or briefly, 𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) and we use the 

test functions 

𝑒0(𝑢, 𝑣) = 1, 𝑒1(𝑢, 𝑣) = 𝑢, 𝑒2(𝑢, 𝑣) = 𝑣 𝑎𝑛𝑑 𝑒3(𝑢, 𝑣) = 𝑢2 + 𝑣2. 

Theorem 4.1 [7] Suppose that (𝐿𝑖𝑗) is a double sequence of positive linear operators acting from 𝐶(𝐺2) into 

itself. Then, for all 𝑓 ∈ 𝐶(𝐺2), 

𝑠𝑡2 − lim
𝑖,𝑗→∞

‖𝐿𝑖𝑗(𝑓) − 𝑓‖ = 0 iff 

𝑠𝑡2 − lim
𝑖,𝑗→∞

‖𝐿𝑖𝑗(𝑒𝑟) − 𝑒𝑟‖ = 0, (𝑟 = 0,1,2,3). 

Now, we give the following main theorem. 

Theorem 4.2 Let (𝐿𝑖𝑗) be a double sequence of positive linear operators acting from 𝐶(𝐺2) into itself. Then 

(𝐿𝑖𝑗(𝑒𝑟)) (𝑟 = 0,1,2,3) converges statistically relatively uniformly at (𝑢0, 𝑣0) to 𝑒𝑟 with respect to the scale 

function 𝜎𝑟 iff for each 𝑓 ∈ 𝐶(𝐺2), (𝐿𝑖𝑗(𝑓)) converges statistically relatively uniformly at (𝑢0, 𝑣0) to 𝑓 with 

respect to the scale function 𝜎 where 𝜎(𝑢, 𝑣) = max{|𝜎𝑟(𝑢, 𝑣)|: 𝑟 = 0,1,2,3}, |𝜎𝑟(𝑢, 𝑣)| > 0 and |𝜎𝑟(𝑢, 𝑣)| is 

possibly unbounded, 𝑟 = 0,1,2,3. 

Proof We begin the proof of the "if" part. Our hypothesis is that (𝐿𝑖𝑗(𝑓)) converges statistically relatively 

uniformly at (𝑢0, 𝑣0) to 𝑓 for each 𝑓 ∈ 𝐶(𝐺2) with respect to the scale function 𝜎, which means that ∀𝑓 ∈ 𝐶(𝐺2), 

∀𝜀 > 0, ∃𝜂 > 0 and 𝐴 ⊆ ℕ2 with 𝛿2(𝐴) = 0 such that |𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| ≤ 𝜀|𝜎(𝑢, 𝑣)|, ∀(𝑖, 𝑗) ∈ ℕ2\𝐴 and 

√(𝑢 − 𝑢0)2 + (𝑣 − 𝑣0)2 ≤ 𝜂. Since 𝑒𝑟 ∈ 𝐶(𝐺2), 𝑟 = 0,1,2,3, if we choose 𝜀 =
𝜀∗|𝜎𝑟(𝑢,𝑣)|

𝜎(𝑢,𝑣)
, then we get ∀𝜀∗ >

0, ∃𝜂 > 0 and 𝐴 ⊆ ℕ2 such that |𝐿𝑖𝑗(𝑒𝑟; 𝑢, 𝑣) − 𝑒𝑟(𝑢, 𝑣)| ≤ 𝜀∗|𝜎𝑟(𝑢, 𝑣)|, 𝑟 = 0,1,2,3, ∀(𝑖, 𝑗) ∈ ℕ2\𝐴 and 

√(𝑢 − 𝑢0)2 + (𝑣 − 𝑣0)2 ≤ 𝜂. Now, we turn to the "only if" part. Let 𝑓 ∈ 𝐶(𝐺2)  and (𝑢, 𝑣) ∈ 𝐺2 be fixed. Let 

𝐸 = max{|𝑢|, |𝑢|2}, 𝐹 = max{|𝑣|, |𝑣|2} and 𝐻 = max{𝐸, 𝐹}. Also, by the continuity of 𝑓 on 𝐺2, we can write 
|𝑓(𝑢, 𝑣)| ≤ 𝑀. Hence, 

|𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣)| ≤ |𝑓(𝑠, 𝑡)| + |𝑓(𝑢, 𝑣)| ≤ 2𝑀. 

Moreover, since 𝑓 is uniformly continuous on 𝐺2, we write that for every 𝜀 > 0, there exists a number 𝛿 > 0 

such that |𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣)| < 𝜀 holds for all (𝑠, 𝑡) ∈ 𝐺2 satisfying √(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2 < 𝛿. Hence, we get 

|𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣)| <
𝜀

4
+

2𝑀

𝛿2
{(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2}.            (3) 

This means 

−
𝜀

4
−

2𝑀

𝛿2
{(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2} < 𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣) <

𝜀

4
+

2𝑀

𝛿2
{(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2}. 

Without loss of generality, 𝜀 can be chosen such that 0 < 𝜀 ≤ 1. By the hypothesis, for every 𝑟 = 0,1,2,3 there 

are 𝜂𝑟 > 0 and 𝐴𝑟 ⊆ ℕ2 with 𝛿2(𝐴𝑟) = 0  such that 

|𝐿𝑖𝑗(𝑒𝑟; 𝑢, 𝑣) − 𝑒𝑟(𝑢, 𝑣)| ≤ min {
𝜀

4
,

𝜀

4𝑀
,

𝜀𝛿2

56𝑀
,

𝜀𝛿2

56𝑀𝐻
} |𝜎𝑟(𝑢, 𝑣)| 
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whenever (𝑖, 𝑗) ∈ ℕ2\𝐴𝑟, |𝑢 − 𝑢0| ≤ 𝜂𝑟 and |𝑣 − 𝑣0| ≤ 𝜂𝑟. Then, we get 

|𝐿𝑖𝑗(𝑒𝑟; 𝑢, 𝑣) − 𝑒𝑟(𝑢, 𝑣)| ≤ min {
𝜀

4
,

𝜀

4𝑀
,

𝜀𝛿2

56𝑀
,

𝜀𝛿2

56𝑀𝐻
} 𝜎(𝑢, 𝑣) 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴, |𝑢 − 𝑢0| ≤ 𝜂 and |𝑣 − 𝑣0| ≤ 𝜂 where 

𝐴 = ⋃ 𝐴𝑟
3
𝑟=0  with 𝛿2(𝐴) = 0 and 𝜂 = min{𝜂𝑟: 𝑟 = 0,1,2,3}. 

We write  

𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣)

≤ |𝐿𝑖𝑗(𝑒3; 𝑢, 𝑣) − 𝑒3(𝑢, 𝑣)| + 2|𝑢||𝐿𝑖𝑗(𝑒1; 𝑢, 𝑣) − 𝑒1(𝑢, 𝑣)| + 2|𝑣||𝐿𝑖𝑗(𝑒2; 𝑢, 𝑣) − 𝑒2(𝑢, 𝑣)|

+ |𝑢2 + 𝑣2||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                             ≤
𝜀𝛿2

8𝑀
𝜎(𝑢, 𝑣) 

for (𝑖, 𝑗) ∈ ℕ2\𝐴 and (𝑢, 𝑣) ∈ 𝐺2 with |𝑢 − 𝑢0| ≤ 𝜂 and |𝑣 − 𝑣0| ≤ 𝜂. Using the linearity and the positivity of 

the operators 𝐿𝑖𝑗 and (3), we have  

|𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| ≤ |𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣)| + |𝑓(𝑢, 𝑣)||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)|   

                                                ≤ 𝐿𝑖𝑗 (
𝜀

4
+

2𝑀

𝛿2
{(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2}; 𝑢, 𝑣) + 𝑀|𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                                                =
𝜀

4
𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) +

2𝑀

𝛿2 𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣) + 𝑀|𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                                                ≤ {
𝜀

4
+ 𝑀} |𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| +

𝜀

4
+

2𝑀

𝛿2 𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣) 

                                                ≤ 𝜀𝜎(𝑢, 𝑣) 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴 and (𝑢, 𝑣) ∈ 𝐺2 with |𝑢 − 𝑢0| ≤ 𝜂 and |𝑣 − 𝑣0| ≤ 𝜂. Hence, we get the desired result. 

If one replaces the scale function by a non-zero constant, then the next result immediately follows from our main 

Korovkin type approximation theorem. 

Corollary 4.1 Let (𝐿𝑖𝑗) be a double sequence of positive linear operators acting from 𝐶(𝐺2) into itself. Then 

(𝐿𝑖𝑗(𝑒𝑟)) (𝑟 = 0,1,2,3) converges statistically uniformly at (𝑢0, 𝑣0) to 𝑒𝑟 iff for each 𝑓 ∈ 𝐶(𝐺2), (𝐿𝑖𝑗(𝑓)) 

converges statistically uniformly at (𝑢0, 𝑣0) to 𝑓. 

Also, if one replaces the statistical limit with Pringsheim limit and scale function by a non-zero constant, then 

the next result which was obtained in [21] follows from our main Korovkin type approximation theorem. 
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Corollary 4.2 [21] Let (𝐿𝑖𝑗) be a double sequence of positive linear operators acting from 𝐶(𝐺2) into itself. 

Then (𝐿𝑖𝑗(𝑒𝑟)) (𝑟 = 0,1,2,3) converges uniformly at (𝑢0, 𝑣0) to 𝑒𝑟 iff for each 𝑓 ∈ 𝐶(𝐺2), (𝐿𝑖𝑗(𝑓)) converges 

uniformly at (𝑢0, 𝑣0) to 𝑓. 

5.   An application 

In this section, we deal with an example that shows our main Korovkin type approximation theorem is stronger 

than the corresponding classical ones. 

Example 5.1 Let 𝐺2 = [0,1]2. Consider the following Bernstein operators [24] given by 

𝐵𝑖𝑗(𝑓; 𝑢, 𝑣) = ∑ ∑ 𝑓 (
𝑘

𝑖
,

𝑙

𝑗
) (

𝑖
𝑘

) (
𝑗
𝑙
)

𝑗
𝑙=0

𝑖
𝑘=0 𝑢𝑘(1 − 𝑢)𝑖−𝑘𝑣𝑙(1 − 𝑣)𝑗−𝑙         (4) 

where (𝑢, 𝑣) ∈ 𝐺2, 𝑓 ∈ 𝐶(𝐺2). Using these polynomials, we introduce the following positive linear operators on 

𝐶(𝐺2): 

𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) 𝐵𝑖𝑗(𝑓; 𝑢, 𝑣)            (5) 

where ℎ𝑖𝑗(𝑢, 𝑣) is given by (3.1). Now, observe that 

𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) 𝑒0(𝑢, 𝑣), 𝐿𝑖𝑗(𝑒1; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) 𝑒1(𝑢, 𝑣), 

𝐿𝑖𝑗(𝑒2; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) 𝑒2(𝑢, 𝑣), 𝐿𝑖𝑗(𝑒3; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) [𝑒3(𝑢, 𝑣) +
𝑢−𝑢2

𝑖
+

𝑣−𝑣2

𝑗
]. 

Now we claim that (𝐿𝑖𝑗(𝑒𝑟)) converges statistically uniformly to 𝑒𝑟 at (𝑢0, 𝑣0) = (0,0) to the scale function 

𝜎𝑟 ≔ 𝜎 which is given by (3.2) (𝑟 = 0,1,2,3). Let 𝜀 > 0 be given and 𝐴𝑟 ≔ 𝐴 = {(𝑖, 𝑗): 𝑖 = 𝑘2 𝑎𝑛𝑑 𝑗 = 𝑙2, 𝑘, 𝑙 =
1,2, … }, then 𝛿2(𝐴𝑟) = 0 (𝑟 = 0,1,2,3).  

Now, let (𝑖, 𝑗) ∈ ℕ2\𝐴0 and (𝑢, 𝑣) ∈ [0,1]2 with |𝑢| ≤ 𝜂0 and |𝑣| ≤ 𝜂0 where 𝜂0 = √
𝜀

2
 . Then, 

|
𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)

𝜎0(𝑢, 𝑣)
| = |

ℎ𝑖𝑗(𝑢, 𝑣)

𝜎(𝑢, 𝑣)
| ≤ 2|𝑢||𝑣| < 2𝜂0

2 = 𝜀 

our claim is true for 𝑟 = 0. Also, 

|
𝐿𝑖𝑗(𝑒1; 𝑢, 𝑣) − 𝑒1(𝑢, 𝑣)

𝜎1(𝑢, 𝑣)
| = |

𝑒1(𝑢, 𝑣)ℎ𝑖𝑗(𝑢, 𝑣)

𝜎(𝑢, 𝑣)
| ≤ 2|𝑢|2|𝑣| < 2𝜂1

3 = 𝜀 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴1 and |𝑢| ≤ 𝜂1 and |𝑣| ≤ 𝜂1 where 𝜂1 = √
𝜀

2

3
. Similarly, 

|
𝐿𝑖𝑗(𝑒2; 𝑢, 𝑣) − 𝑒2(𝑢, 𝑣)

𝜎2(𝑢, 𝑣)
| ≤ |

𝑒2(𝑢, 𝑣)ℎ𝑖𝑗(𝑢, 𝑣)

𝜎(𝑢, 𝑣)
| ≤ 2|𝑢||𝑣|2 < 2𝜂2

3 = 𝜀 
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whenever (𝑖, 𝑗) ∈ ℕ2\𝐴2 and |𝑢| ≤ 𝜂2 and |𝑣| ≤ 𝜂2 where 𝜂2 = √
𝜀

2

3
. Hence, we get that our claim is true for 𝑟 =

1,2. Finally, 

|
𝐿𝑖𝑗(𝑒3; 𝑢, 𝑣) − 𝑒3(𝑢, 𝑣)

𝜎3(𝑢, 𝑣)
| = |

1

𝜎(𝑢, 𝑣)
[(1 + ℎ𝑖𝑗(𝑢, 𝑣)) [𝑒3(𝑢, 𝑣) +

𝑢 − 𝑢2

𝑖
+

𝑣 − 𝑣2

𝑗
] − 𝑒3(𝑢, 𝑣)]|        

                                         ≤ |
ℎ𝑖𝑗(𝑢,𝑣)

𝜎(𝑢,𝑣)
[𝑒3(𝑢, 𝑣) +

𝑢−𝑢2

𝑖
+

𝑣−𝑣2

𝑗
]| + |

𝑢−𝑢2

𝑖𝜎(𝑢,𝑣)
| + |

𝑣−𝑣2

𝑗𝜎(𝑢,𝑣)
| 

                                         ≤ 4 |
ℎ𝑖𝑗(𝑢,𝑣)

𝜎(𝑢,𝑣)
| + 2|𝑢||𝑣| 

                                         ≤ 10|𝑢||𝑣| ≤ 10𝜂3
2 = 𝜀 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴3 and |𝑢| ≤ 𝜂3 and |𝑣| ≤ 𝜂3 where 𝜂3 = √
𝜀

10
 and our claim is true for 𝑟 = 3. Hence from 

our main Theorem 4.2, we get 

|
𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)

𝜎(𝑢, 𝑣)
| ≤ 𝜀 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴, |𝑢| ≤ 𝜂 and |𝑣| ≤ 𝜂 where 𝜂 = min {√
𝜀

2
, √

𝜀

2

3
√

𝜀

10
}. However, since |𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) −

𝑒0(𝑢, 𝑣)| = ℎ𝑖𝑗(𝑢, 𝑣), the sequence (𝐿𝑖𝑗(𝑒0)) is not statistically uniformly convergent to 𝑒0 at (0,0). Hence, we 

can say that Theorem 4.1 (statistical Korovkin type theorem) and Corollary 4.1 do not work for our operators 

defined by (5). Also, (𝐿𝑖𝑗(𝑒0)) is not uniformly convergent to 𝑒0 at (0,0) and Corollary 4.2 does not work for 

our operators, too. 

6.   Rate of Convergence 

The main aim of this section is to study the rate of convergence with the aid of the modulus of continuity that is 

defined by 

𝜔2(𝑓; 𝛿) ≔ sup {|𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣)|: (𝑠, 𝑡), (𝑢, 𝑣) ∈ 𝐺2, √(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2 ≤ 𝛿} 

where 𝑓 ∈ 𝐶(𝐺2) and 𝛿 > 0. In order to obtain our result, we will make use of the elementary inequality, for all 

𝑓 ∈ 𝐶(𝐺2)  and for 𝜆, 𝛿 > 0, 

𝜔2(𝑓; 𝜆𝛿) ≤ (1 + [𝜆])𝜔2(𝑓; 𝛿) 

where [𝜆] is defined to be the greatest integer less than or equal to 𝜆 (see also [25, 26]). 

Theorem 6.1 Let (𝐿𝑖𝑗) be a double sequence of positive linear operators acting from 𝐶(𝐺2) into itself. Assume 

that the following conditions hold: 

(i) (𝐿𝑖𝑗(𝑒0)) converges statistically uniformly to 𝑒0 at (𝑢0, 𝑣0) with respect to the scale function 𝜎0, 
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(ii) 𝑠𝑡2 − lim
𝑖,𝑗→∞

𝜔2(𝑓;𝛿𝑖𝑗)

|𝜎1(𝑢,𝑣)|
= 0 for each (𝑢, 𝑣) ∈ 𝐺2 where 𝛿𝑖𝑗 ≔ √𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣). 

Then we have, for all 𝑓 ∈ 𝐶(𝐺2), (𝐿𝑖𝑗(𝑓)) converges statistically uniformly to 𝑓 at (𝑢0, 𝑣0) with respect to the 

scale function 𝜎, where 𝜎(𝑢, 𝑣) = max{|𝜎𝑟(𝑢, 𝑣)|: 𝑟 = 0,1}. 

Proof Let (𝑢, 𝑣) ∈ 𝐺2 and 𝑓 ∈ 𝐶(𝐺2) be fixed. Using the linearity and the positivity of the operators 𝐿𝑖𝑗, for all 

(𝑖, 𝑗) ∈ ℕ2 and any 𝛿 > 0, we have 

|𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| ≤ |𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣)| + |𝑓(𝑢, 𝑣)||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                                                 ≤ 𝐿𝑖𝑗 ((1 +
(.−𝑢)2+(.−𝑣)2

𝛿2 ) 𝜔2(𝑓; 𝛿); 𝑢, 𝑣) + |𝑓(𝑢, 𝑣)||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                                                 = 𝜔2(𝑓; 𝛿)𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) +
𝜔2(𝑓;𝛿)

𝛿2 𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣) +

                                                            |𝑓(𝑢, 𝑣)||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)|. 

Put 𝛿: = 𝛿𝑖𝑗 = √𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣). Hence, we get 

|𝐿𝑖𝑗(𝑓;𝑢,𝑣)−𝑓(𝑢,𝑣)|

 𝜎(𝑢,𝑣)
≤ [𝜔2(𝑓; 𝛿𝑖𝑗) + |𝑓(𝑢, 𝑣)|] |

𝐿𝑖𝑗(𝑒0;𝑢,𝑣)−𝑒0(𝑢,𝑣)

𝜎0(𝑢,𝑣)
| + 2

𝜔2(𝑓;𝛿𝑖𝑗)

|𝜎1(𝑢,𝑣)|
. 

By using (i) and (ii) the proof is completed. 
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 Abstract  

In this study, we solve a Sturm-Liouville problem on time scales with constant graininess by 

using Laplace transform which is one of the finest representatives of integral transformation 

used in applied mathematics. Eigenfunctions on the time scale were obtained in different cases 

with the Laplace transform. Thus, it was seen that the Laplace transform is an effective method 

on time scales. The results that will contribute to the spectral theory were obtained on the time 

scale with the examples discussed. It is very interesting that the results obtained differ as the 

time scale changes and this transformation can be applied to other types of problems. The 

problems that were established and solved enabled the subject to be understood on the time 

scale. 
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1. Introduction  

Laplace transform is a valuable tool to solve linear 

differential equations which include constant 

coefficients and integral equations. It plays a crucial 

role in mathematics and engineering. Laplace 

transform from time domain to frequency domain 

converts differential equations into algebraic equations 

and convolution into product. Detailed information on 

the general structure of the Laplace transform in the 

classical situation can be found in Schiff's study [1]. 

Discrete version of Laplace transform is known as Z-

transform. It is convenient for linear recurrence 

relations and summation equations. Laplace transform 

on time scale was firstly considered by Hilger [2] to 

unify continuous Laplace transform and discrete Z-

transform in one theory in 1999. For arbitrary time 

scales, Laplace 

transform was investigated by Bohner and Peterson [3] 

in 2002. The various forms of Laplace transform on 

time scale were studied in detail by many authors in 

literature [4, 5-9, 10-14]. 

For a better understanding for readers, we provide 

some principle notions related to delta calculus on time 

scales. By the time scale 𝕋, we understand any non-

empty, closed, arbitrary subset of ℝ with ordering 

inherited from reals. This theory was first put forward 

by Hilger [15, 16] in 1988, and in the following years, 

numerous studies were conducted on this subject in 

various fields. Since a time scale is not necessarily 

connected, forward and backward jump operators 

𝜎, 𝜌: 𝕋 → 𝕋 are defined as  

𝜎(𝑡) = inf{𝑠 ∈ 𝕋: 𝑠 > 𝑡} and 𝜌(𝑡) = sup{𝑠 ∈ 𝕋: 𝑠 <
𝑡}, 

respectively for 𝑡 ∈ 𝕋 such that 𝑎 < 𝑡 < 𝑏, 𝑡 <
sup𝕋, inf𝜙 = sup𝕋, sup𝜙 = inf𝕋 where 𝜙 is empty 

set;𝑎 = inf𝕋 and 𝑏 = sup𝕋. Corresponding forward-

step function 𝜇 is defined by 

𝜇:𝕋𝜅 → [0,∞), 𝜇(𝑡) = 𝜎(𝑡) − 𝑡. 

However, 𝑡 ∈ 𝕋 is left dense, left scattered, right dense, 

right scattered, isolated and dense iff 𝜌(𝑡) = 𝑡, 𝜌(𝑡) <
𝑡, 𝜎(𝑡) = 𝑡, 𝜎(𝑡) > 𝑡, 𝜌(𝑡) < 𝑡 < 𝜎(𝑡) and 𝜌(𝑡) =
𝑡 = 𝜎(𝑡), respectively. We also should remind delta 

differentiability region 𝕋𝜅 along with 𝕋 to define delta 

derivative of any function.  𝕋𝜅 = 𝕋 − {𝑏} if 𝕋 is 

bounded above and b is left-scattered; otherwise 𝕋𝜅 =
𝕋. 𝑓:𝕋 → ℝ is right side continuous at 𝑡 ∈ 𝕋 if there is 

some 𝛿 > 0 such that |𝑓(𝑡) − 𝑓(𝑠)| < 𝜀 for all 𝑠 ∈
[𝑡, 𝑡 + 𝛿) and 𝜀 > 0. 𝐶𝑟𝑑(𝕋) indicates the set of all 

right continuous functions on 𝕋. One can define 𝑓𝛥(𝑡) 

to be the value for 𝑡 ∈  𝕋𝜅, if one exists, such that for 

all 𝜀 > 0, there is a neighborhood 𝑈 of t such that for 

all 𝑠 ∈ 𝑈 

http://dx.doi.org/10.17776/csj.831443
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https://orcid.org/0000-0001-7842-6309
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|[𝑓𝜎(𝑡) − 𝑓(𝑠)] − 𝑓𝛥(𝑡)[𝜎(𝑡) − 𝑠]| < 𝜀|𝜎(𝑡) − 𝑠|. 

Here, 𝑓 is delta differentiable on  𝕋𝜅 if 𝑓𝛥(𝑡) exists for 

all 𝑡 ∈  𝕋𝜅. Let 𝑓 ∈ 𝐶𝑟𝑑(𝕋), then there exists a 

function F such that 𝐹𝛥(𝑡) = 𝑓(𝑡), and delta integral 

is constructed by ∫ 𝑓(𝑡)𝛥𝑡 = 𝐹(𝑏) − 𝐹(𝑎)
𝑏

𝑎
. 

Additionally, if 𝑎 ∈ 𝕋, sup𝕋 = ∞ and 𝑓 is rd-

continuous on [0,∞), improper integral is defined by  

∫ 𝑓(𝑡)𝛥𝑡

∞

𝑎

= lim
𝑏→∞

∫𝑓(𝑡)𝛥𝑡,

𝑏

𝑎

 

when right side limit exists and finite [17, 18]. 

As far as we concerned, the application of Laplace 

transform to spectral theory on time scales has not been 

studied. In this study, the eigenfunction of a Sturm-

Liouville problem will be constructed by using Laplace 

transform on time scale with a constant forward-step 

function. 

When Sturm and Liouville investigated the heat 

conduction problem by the method of separating them 

into variables, the problem of searching for the 

solutions of ordinary differential equations containing 

eigenvalue parameters that meet some boundary 

conditions arose. This new equation is known as the 

Sturm-Liouville equation in literature. The problems in 

which this equation is handled with various boundary 

conditions have been studied by many mathematicians 

([19-25]). The spectral properties of the Sturm-

Liouville equation are given by Levitan et. al [26] from 

different angles for usual case. 

Because of its iportance, the main goal of this study is 

to solve below Sturm- Liouville problem on 𝕋 by using 

Laplace transform: 

−𝑦𝛥𝛥(𝑡) + 𝑐𝑦𝜎(𝑡) = 𝜆𝑦𝜎(𝑡), 𝑡 ∈ (0,∞)𝕋,            (1) 

𝑦(0, 𝜆) = 0, 𝑦𝛥(0, 𝜆) = 1,         (2) 

where 𝜇(𝑡) ≡ ℎ ≥ 0, 𝑐 ∈ ℝ,  𝜆 is a spectral 

parameter. Here, 𝑦:𝕋 → ℂ is the solution 

(eigenfunction) of (1)-(2) where y is second-order 

delta differentiable on (0,∞)𝕋.  

Our study will be organized as follows: In section 2, 

we recall some fundamental notions and theorems 

related to Laplace transform on 𝕋. We construct a 

Sturm-Liouville problem on 𝕋 to solve it by using 

Laplace transform in section 3. Proof of the main 

theorem was made in three cases. 

2. Preliminaries 

Here, we remind some principle notions and theorems related to Laplace transform on 𝕋. 

 

Definition 1 [17]. 𝑓: 𝕋 → ℝ is a regulated function if its right-sided limits exist (finite) at all right-dense points 

in 𝕋 and its left-sided limits exist (finite) at all  left-dense points in 𝕋. 

Definition 2 [17]. 𝑝:𝕋 → ℝ is a regressive function if 1 + 𝜇(𝑡)𝑝(𝑡) ≠ 0 holds for all 𝑡 ∈ 𝕋𝜅.  ℛ = ℛ(𝕋) =
ℛ(𝕋,ℝ) indicates the set of all regressive and rd-continuous functions on 𝕋. ℛ forms an Abelian group with the 

addition operation ⊕ defined by (𝑝 ⊕ 𝑞)(𝑡) = 𝑝(𝑡) + 𝑞(𝑡) + 𝜇(𝑡)𝑝(𝑡)𝑞(𝑡) for all 𝑡 ∈ 𝕋𝜅, 𝑝, 𝑞 ∈ ℛ . In 

addition, the additive inverse of 𝑝 for this group is denoted by 

(⊖ 𝑝)(𝑡) = −
𝑝(𝑡)

1 + 𝜇(𝑡)𝑝(𝑡)
, 

for all 𝑡 ∈ 𝕋𝜅, 𝑝 ∈ ℛ. 

 

Definition 3 [17]. Exponential function on 𝕋 is defined by  

𝑒𝑝(𝑡, 𝑠) = exp(∫𝜉𝜇(𝜏)(𝑝(𝜏))

𝑡

𝑠

𝛥𝜏), 

for 𝑠, 𝑡 ∈ 𝕋, 𝑝 ∈ ℛ. Here, 𝜉𝜇(𝜏)(𝑧) is cylinder transformation where 𝜉ℎ(𝑧) =
1

ℎ
𝐿𝑜𝑔(1 + ℎ𝑧) where ℎ > 0. If         

ℎ = 0, 𝜉0(𝑧) = 𝑧 for all 𝑧 ∈ ℂ. For details on exponential function, we refer to the books [17, 18]. 

Let us consider a 2-nd order linear dynamic homogeneous equation with constant coefficients on 𝕋 

𝑦𝛥𝛥(𝑡) + 𝛼𝑦𝛥𝛥(𝑡) + 𝛽𝑦(𝑡) = 0, 

where 𝛼, 𝛽 ∈  ℝ. From the last equation, the hyperbolic functions (when 𝛼 = 0, 𝛽 < 0) and the trigonometric 

functions (when 𝛼 = 0, 𝛽 > 0) are defined as follows: 
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Definition 4 [17]. Let 𝑝 ∈ 𝐶𝑟𝑑. If −𝜇𝑝2 ∈ ℛ, the hyperbolic functions cosh𝑝 and sinh𝑝 are defined by  

cosh𝑝 =
𝑒𝑝 + 𝑒−𝑝

2
 and sinh𝑝 =

𝑒𝑝 − 𝑒−𝑝
2

. 

If 𝜇𝑝2 ∈ ℛ, the trigonometric functions cos𝑝 and sin𝑝 are defined by  

cos𝑝 =
𝑒𝑖𝑝 + 𝑒−𝑖𝑝

2
 and sin𝑝 =

𝑒𝑖𝑝 − 𝑒−𝑖𝑝
2𝑖

. 

 

For a constant 𝛼 ∈  ℝ, the functions 𝑒𝛼(𝑡, 0), sin𝛼(𝑡, 0) and sinh𝛼(𝑡, 0) have the below forms for common time 

scales 𝕋 =  ℝ,𝕋 =  ℤ  and 𝕋 =  ℎℤ, (ℎ > 0), respectively. 

 
Table 1. Representations of 𝑒𝛼(𝑡, 0), sin𝛼(𝑡, 0) and sinh𝛼(𝑡, 0) on 𝕋 =  ℝ, 𝕋 =  ℤ  and 𝕋 =  ℎℤ 

𝕋 𝑒𝛼(𝑡, 0) sin𝛼(𝑡, 0) sinh𝛼(𝑡, 0) 
ℝ 𝑒𝛼𝑡 sin (𝛼𝑡) sinh (𝛼𝑡) 
ℤ 

(1 + α)𝑡 
(1 + 𝑖α)𝑡 − (1 − 𝑖α)𝑡

2𝑖
 

(1 + α)𝑡 − (1 − α)𝑡

2
 

h ℤ (1 + αℎ)
𝑡

ℎ (1 + 𝑖αℎ)
𝑡

ℎ − (1 − 𝑖αℎ)
𝑡

ℎ

2𝑖
 
(1 + αℎ)

𝑡

ℎ − (1 − αℎ)
𝑡

ℎ

2
 

 

Definition 5 [17]. Suppose that 𝑦: 𝕋0 → ℝ regulated. Then, Laplace transform of y is defined by 

𝐿{𝑦}(𝑧) = ∫ 𝑦(𝑡)𝑒⊖𝑧
𝜎 (𝑡, 0)

∞

0

𝛥𝑡, 

for  𝑧 ∈ 𝐷{𝑦}, where 𝕋0 is a time scale,  0 ∈ 𝕋0 and sup𝕋0 = ∞; 𝐷{𝑦} consists of all complex numbers 𝑧 ∈ ℛ 
when the improper integral exists. 

 
It was easily seen from the Definition 5 that L is linear as follows: 

 

Theorem 6 [17]. Let x and y be regulated on 𝕋0 and 𝛼, 𝛽 be constants. Then,  

 

𝐿{𝛼𝑥 + 𝛽𝑦}(𝑧) = 𝛼𝐿{𝑥}(𝑧) + 𝛽𝐿{𝑦}(𝑧), 

for 𝑧 ∈ 𝐷{𝑥} ∩ 𝐷{𝑦}. 
 

Theorem 7 [3]. If 𝑦:𝕋0 → ℂ is a function whose first order delta derivative is regulated, then 

 𝐿{𝑦𝛥}(𝑧) = 𝑧𝐿{𝑦}(𝑧) − 𝑦(0),                  (3) 

for all regressive 𝑧 ∈ ℂ when lim
𝑡→∞

{𝑦(𝑡)𝑒⊖𝑧(𝑡, 0)} = 0. 

 

One of the consequences of this theorem is as follows: 

 

Corollary 8 [3]. If 𝑦: 𝕋0 → ℂ is a function where 𝑦𝛥𝛥 is regulated, then 

𝐿{𝑦𝛥𝛥}(𝑧) = 𝑧2𝐿{𝑦}(𝑧) − 𝑧𝑦(0) − 𝑦𝛥(0),                                                               (4) 

for all regressive 𝑧 ∈ ℂ when lim
𝑡→∞

{𝑦(𝑡)𝑒⊖𝑧(𝑡, 0)} = lim
𝑡→∞

{𝑦𝛥(𝑡)𝑒⊖𝑧(𝑡, 0)} = 0. 

 

Lemma 9 [17]. If 𝕋0 has constant forward-step function 𝜇(𝑡) ≡ ℎ ≥ 0, then 

              𝐿{𝑦𝜎}(𝑧) = (1 + ℎ𝑧)𝐿{𝑦}(𝑧) − ℎ𝑦(0).                        (5) 

Proof. Considering 𝑦𝜎(𝑡) = 𝑦(𝑡) + ℎ𝑦𝛥(𝑡) (see [17, Theorem 1.16]), we get  
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𝐿{𝑦𝜎}(𝑧) = ∫ 𝑦𝜎(𝑡)𝑒⊖𝑧
𝜎 (𝑡, 0)

∞

0

𝛥𝑡 = ∫ y(𝑡)𝑒⊖𝑧
𝜎 (𝑡, 0)

∞

0

𝛥𝑡 + ℎ∫ 𝑦𝛥(𝑡)𝑒⊖𝑧
𝜎 (𝑡, 0)

∞

0

𝛥𝑡 

                =  𝐿{𝑦}(𝑧) + ℎ𝐿{𝑦𝛥}(𝑧) 
 

If the formula (3) is taken into consideration in the last equation, the proof is completed. 

 

Theorem 10 [9]. Suppose that 𝕋 has constant forward-step function and 𝑦 ∈ 𝐶𝑟𝑑([𝑠,∞)𝕋, ℂ) is a function of 

exponential order 𝜂. Then,  

𝐿{𝑦}(𝑧 ⊖ 𝑤; 𝑠) = 𝐿{𝑦𝑒𝑤
𝜎(. , 𝑠)}(𝑧; 𝑠) 

for all 𝑧 ∈ ℂℎ(𝜂 ⊕ |𝑤|), where 𝑤 ∈  ℝ([𝑠,∞)𝕋, ℂ). This theorem is called "First Translation Theorem" in 

literature. 

 

The following table gives Laplace transforms of some basic functions for usage in Section 3. 

 

Table 2. Laplace transforms of Some Common Functions on 𝕋 

𝑦(𝑡) 1 t 𝑒𝛼(𝑡, 0)   sin𝛼(𝑡, 0) sinh𝛼(𝑡, 0) 𝑒𝛼(𝑡, 0)sin 𝛽

1+𝜇𝛼

(𝑡, 0) 𝑒𝛼(𝑡, 0)sinh 𝛽

1+𝜇𝛼

(𝑡, 0) 

𝐿{𝑦}(𝑧) 
1

𝑧
 
1

𝑧2
 

1

𝑧 − α
 

  α

𝑧2 + 𝛼2
 

α

𝑧2 − 𝛼2
 

β

(𝑧 − 𝛼)2 + β2
 

β

(𝑧 − 𝛼)2 − β2
 

 

 

First, we solve Sturm-Liouville problem for classical situation 𝕋 =  ℝ by Laplace transform. 

 

Theorem 11. The eigenfunction of the problem  

−𝑦′′(𝑡) + 𝑐𝑦(𝑡) = λ𝑦(𝑡), 𝑡 ∈ (0,∞)ℝ,                       (6) 

    𝑦(0, 𝜆) = 0, 𝑦′(0, 𝜆) = 1,          (7) 

 has following form 

 

𝑦(𝑡) =

{
 

 
1

√𝜆−𝑐
sin(√𝜆 − 𝑐𝑡), 𝑖𝑓 𝑐 < 𝜆

𝑡, 𝑖𝑓 𝑐 = 𝜆
1

√𝑐−𝜆
sinh(√𝑐 − 𝜆𝑡), 𝑖𝑓 𝑐 > 𝜆

.                                                              (8) 

 

 

Proof. Let us reorganize the equation (6) as  

𝑦′′(𝑡) + (𝜆 − 𝑐)𝑦(𝑡) = 0,                                                                                          (9) 

 

The "usual" Laplace transform is known as 

𝐿{𝑦}(𝑧) = ∫ 𝑦(𝑡)𝑒−𝑧𝑡𝑑𝑡

∞

0

, 

whenever the right side integral is convergent. It can be easily shown that, 

𝐿{𝑦′}(𝑧) = 𝑧𝐿{𝑦}(𝑧) − 𝑦(0), 

holds by integration by parts formula. Moreover, 

𝐿{𝑦′′}(𝑧) = 𝑧2𝐿{𝑦}(𝑧) − 𝑧𝑦(0) − 𝑦′(0), 

is one consequence of the last formula. 

Let y be the solution of (6)-(7). Then, applying Laplace transform to both sides of (9) yields 

(𝑧2 + 𝜆 − 𝑐)𝐿{𝑦}(𝑧) − 𝑧𝑦(0) − 𝑦′(0) = 0. 
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Considering the initial conditions (7) on the last equation, we get 

𝐿{𝑦}(𝑧) =
1

𝑧2+𝜆−𝑐
.                 (10) 

After applying the "usual" inverse Laplace transform on the last equality, considering the known table of the 

"usual" Laplace transform, the solution (8) is obtained. 

3. Main Results  

Here, we obtain eigenfunction expansion of a Sturm-Liouville problem on 𝕋 by using Laplace transform for 

different cases. 

 

Theorem 12. The eigenfunction of the problem (1)-(2) has the below forms: 

i. If  ℎ ≥ 0 and 𝑐 − 𝜆 = 0, then 

𝑦(𝑡) = 𝑡. 
ii. If  ℎ = 0, then 

𝑦(𝑡) =
1

√𝑐 − 𝜆
sinh√𝑐−𝜆(𝑡, 0), 

and 

𝑦(𝑡) =
1

√𝜆 − 𝑐
sin√𝜆−𝑐(𝑡, 0), 

for 𝑐 − 𝜆 > 0, 𝑐 − 𝜆 < 0 , respectively. 

iii. If  ℎ > 0, then 

𝑦(𝑡) = 𝑒
−
2

ℎ

𝜎 (𝑡, 0)𝑡, 

𝑦(𝑡) =
1

√
(𝑐−𝜆)2ℎ2

4
+ (𝑐 − 𝜆)

𝑒(𝑐−𝜆)ℎ
2

(𝑡, 0)sinh
√(𝑐−𝜆)

2ℎ2

4 +(𝑐−𝜆)

1+
(𝑐−𝜆)ℎ2

2

(𝑡, 0), 

and  

𝑦(𝑡) =
1

√−
(𝑐−𝜆)2ℎ2

4
− (𝑐 − 𝜆)

𝑒(𝑐−𝜆)ℎ
2

(𝑡, 0)sin
√−

(𝑐−𝜆)2ℎ2

4 −(𝑐−𝜆)

1+
(𝑐−𝜆)ℎ2

2

(𝑡, 0), 

for 𝑐 − 𝜆 = −
4

ℎ2
, 𝑐 − 𝜆 ∈ ℝ\(−

4

ℎ2
, 0), 𝑐 − 𝜆 ∈ (−

4

ℎ2
, 0), respectively. 

 

Proof. Let us again reorganize the equation (1) as 

𝑦𝛥𝛥(𝑡) + (𝜆 − 𝑐)𝑦𝜎(𝑡) = 0.                                       (11) 

 

Then, applying the Laplace transform to both sides of (11) gives 

𝐿{𝑦𝛥𝛥}(𝑧) + (𝜆 − 𝑐)𝐿{𝑦𝜎}(𝑧) = 0. 

By the formulas (4) and (5) into account on the last equality, we have 

 

𝑧2𝐿{𝑦}(𝑧) − 𝑧𝑦(0) − 𝑦𝛥(0) + (𝜆 − 𝑐)((1 + ℎ𝑧)𝐿{𝑦}(𝑧) − ℎ𝑦(0)) = 0. 

Using the initial conditions (2) yields 

𝐿{𝑦}(𝑧) =
1

𝑧2+(𝜆−𝑐)ℎ𝑧+(𝜆−𝑐)
.                                                                          (12) 

i. If  ℎ ≥ 0 and 𝑐 − 𝜆 = 0, then the formula (12) turns into the form 

𝐿{𝑦}(𝑧) =
1

𝑧2
. 
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By the formula given in Table 2, it yields that 𝑦(𝑡) = 𝑡.  

Now, we can rewrite the formula (12) as follows: 

𝐿{𝑦}(𝑧) =
1

𝑧2−(𝑐−𝜆)ℎ𝑧−(𝑐−𝜆)
=

1

(𝑧−
(𝑐−𝜆)ℎ

2
)
2
−(

(𝑐−𝜆)2ℎ2

4
+(𝑐−𝜆))

.                                                         (13) 

After that, we will examine the solution of the problem (1)-(2) separately for ℎ = 0 and ℎ > 0. 

ii. If ℎ = 0, then the formula (12) is written in the form (10). If this form is rearranged to 

𝐿{𝑦}(𝑧) =
1

√𝑐 − 𝜆

√𝑐 − 𝜆

𝑧2 − (√𝑐 − 𝜆)
2, 

for 𝑐 − 𝜆 > 0 and  

𝐿{𝑦}(𝑧) =
1

√𝜆 − 𝑐

√𝜆 − 𝑐

𝑧2 + (√𝜆 − 𝑐)
2, 

for 𝑐 − 𝜆 < 0, Theorem 12 is proved using Table 2. Note that, the solution of the problem (1)-(2) coincides with 

the solution (8) in this case. 

iii. If ℎ > 0, then there are three cases relative to each other of 𝜆 and c. 

Case 1: 𝑐 − 𝜆 = −
4

ℎ2
. In this case, the formula (13) can be rewritten as: 

𝐿{𝑦}(𝑧) =
1

(𝑧 +
2

ℎ
)
2. 

By Theorem 10 and the appropriate formula given in Table 2, we obtain 

𝑦(𝑡) = 𝑒
−
2

ℎ

𝜎 (𝑡, 0)𝑡, 

as the solution of the problem (1)-(2) for Case 1. 

Case 2: 𝑐 − 𝜆 ∈ ℝ\(−
4

ℎ2
, 0). In this case, since 

(𝑐−𝜆)2ℎ2

4
+ (𝑐 − 𝜆) > 0, the formula (13) can be rewritten 

as: 

𝐿{𝑦}(𝑧) =
1

√(𝑐−𝜆)2ℎ2

4
+ (𝑐 − 𝜆)

√(𝑐−𝜆)2ℎ2

4
+ (𝑐 − 𝜆)

(𝑧 −
(𝑐−𝜆)ℎ

2
)
2

− (√
(𝑐−𝜆)2ℎ2

4
+ (𝑐 − 𝜆))

2. 

By the appropriate formula given in Table 2, we obtain  

𝑦(𝑡) =
1

√
(𝑐−𝜆)2ℎ2

4
+ (𝑐 − 𝜆)

𝑒(𝑐−𝜆)ℎ
2

(𝑡, 0)sinh
√(𝑐−𝜆)

2ℎ2

4 +(𝑐−𝜆)

1+
(𝑐−𝜆)ℎ2

2

(𝑡, 0), 

as the solution of the problem (1)-(2) for Case 2. 

Case 3:𝑐 − 𝜆 ∈ (−
4

ℎ2
, 0). In this case, since 

(𝑐−𝜆)2ℎ2

4
+ (𝑐 − 𝜆) < 0, the formula (13) can be rewritten as: 
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𝐿{𝑦}(𝑧) =
1

√−
(𝑐−𝜆)2ℎ2

4
− (𝑐 − 𝜆)

√−
(𝑐−𝜆)2ℎ2

4
− (𝑐 − 𝜆)

(𝑧 −
(𝑐−𝜆)ℎ

2
)
2

+ (√−
(𝑐−𝜆)2ℎ2

4
− (𝑐 − 𝜆))

2, 

By the appropriate formula given in Table 2, we obtain 

𝑦(𝑡) =
1

√−
(𝑐−𝜆)2ℎ2

4
− (𝑐 − 𝜆)

𝑒(𝑐−𝜆)ℎ
2

(𝑡, 0)sin
√−(𝑐−𝜆)

2ℎ2

4 −(𝑐−𝜆)

1+
(𝑐−𝜆)ℎ2

2

(𝑡, 0), 

as the solution of the problem (1)-(2) for Case 3. It completes the proof. 

Corollary 13. If 𝕋 =  ℝ, then 𝜇(𝑡) = 0 for all 𝑡 ∈ 𝕋. Therefore, the eigenfunctions of the problem (1) -(2) are 

the same as in the case (ii) of Theorem 12. 

 
Indeed, the problem (1)-(2) is written in form of the problem (6)-(7) on 𝕋 =  ℝ. It can be easily seen from 

Table 1 that this corollary is correct. 

 

Corollary 14. If 𝕋 =  ℎℤ = {ℎ𝑘:𝑘 ∈ ℤ}, then 𝜇(𝑡) = ℎ, ℎ > 0 for all 𝑡 ∈ 𝕋. Therefore, the eigenfunctions of 

the problem (1)-(2) are as in the cases (i) and (iii) of Theorem 12. 

 

On 𝕋 =  ℎℤ, it can be easily seen from Table 1 and Theorem 10 that the eigenfunctions of the problem (1)-(2) 

is in the following forms 

If 𝑐 − 𝜆 = 0,  

𝑦(𝑡) = 𝑡, 

If  𝑐 − 𝜆 = −
4

ℎ2
,  

𝑦(𝑡) = (−1)
𝑡+ℎ

ℎ 𝑡, 
 

If 𝑐 − 𝜆 ∈ ℝ\ (−
4

ℎ2
, 0),  

𝑦(𝑡) =
1

2√
(𝑐−𝜆)2ℎ2

4
+ (𝑐 − 𝜆)

{
 

 

(1 +
(𝑐 − 𝜆)ℎ2

2
+ ℎ√

(𝑐 − 𝜆)2ℎ2

4
+ (𝑐 − 𝜆))

𝑡

ℎ

−(1 +
(𝑐 − 𝜆)ℎ2

2
− ℎ√

(𝑐 − 𝜆)2ℎ2

4
+ (𝑐 − 𝜆))

𝑡

ℎ

}
 

 

, 

If 𝑐 − 𝜆 ∈ (−
4

ℎ2
, 0),  

𝑦(𝑡) =
1

2𝑖√
−(𝑐−𝜆)2ℎ2

4
− (𝑐 − 𝜆)

{
 

 

(1 +
(𝑐 − 𝜆)ℎ2

2
+ 𝑖ℎ√

−(𝑐 − 𝜆)2ℎ2

4
− (𝑐 − 𝜆))

𝑡

ℎ

−(1 +
(𝑐 − 𝜆)ℎ2

2
− 𝑖ℎ√

−(𝑐 − 𝜆)2ℎ2

4
− (𝑐 − 𝜆))

𝑡

ℎ

}
 

 

. 

 

 
 

4. Conclusion 

 

Models obtained by applying the laws of physics 

(Newton's law or Kirchoff's law) to systems are in 

the form of differential equations. However, by 

applying Laplace transformation to linear ordinary 

differential equations, the transfer function model 

of the system (frequency domain) can be obtained. 

With the transfer function representation, dynamic 

analysis of the system can be performed without 

the need of solving differential equations. Because 

of this importance of Laplace transform, the Sturm 

Liouville equation is solved with the help of 

Laplace transform on time scale when the 

potential function is constant. Although it is 

possible to find Laplace transformation of the 

basic functions in many tables in the classical 

case, it is more difficult to prepare this table on 

time scale. The results obtained in this study are 
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therefore very valuable and will bring a different 

perspective to spectral theory. 
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 Abstract  

For any two regular summability methods (𝑈) and (𝑉), the condition under which 𝑉 −
lim𝑥𝑛 = 𝜆 implies 𝑈 − lim𝑥𝑛 = 𝜆 is called a Tauberian condition and the corresponding 

theorem is called a Tauberian theorem. Usually in the theory of summability, the case in which 

the method 𝑈 is equivalent to the ordinary convergence is taken into consideration. In this 

paper, we give new Tauberian conditions under which ordinary convergence or Cesàro 

summability of a sequence follows from its Euler summability by means of the product 

theorem of Knopp for the Euler and Cesàro summability methods. 
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1. Introduction  

We consider throughout complex sequences 𝑥 = {𝑥𝑛} 

and discuss the relations of Euler and Cesàro 

summability methods. We say that a sequence {𝑥𝑛} is 

summable to 𝜆 by the 

1.  Cesàro method 𝐶1, briefly 𝐶1 − lim𝑥𝑛 = 𝜆, if  

𝑥𝑛
(1)

: =
1

𝑛 + 1
∑

𝑛

𝑘=0

𝑥𝑘 → 𝜆    as  𝑛 → ∞; 

2.  Euler method 𝐸𝑝 of order 𝑝, briefly 𝐸𝑝 − lim𝑥𝑛 =

𝜆, if  

∑

𝑛

𝑘=0

(
𝑛
𝑘

) 𝑝𝑘(1 − 𝑝)𝑛−𝑘𝑥𝑘 → 𝜆    as  𝑛 → ∞. 

Cesàro method and Euler method of order 𝑝 ∈ (0,1) 

are regular (see [1]). In other words, they sum a 

convergent sequence to its limit. 

For any sequence {𝑢𝑛}, the symbols 𝑢𝑛 = 𝑂(𝑛𝛼) and 

𝑢𝑛 = 𝑜(𝑛𝛼) denote, as usual, that limsup|𝑛−𝛼𝑢𝑛| <
∞ and lim𝑛−𝛼𝑢𝑛 = 0, respectively. The backward 

difference of {𝑢𝑛} is defined for all 𝑛 ≥ 0 by Δ𝑢0 =
𝑢0 and Δ𝑢𝑛 = 𝑢𝑛 − 𝑢𝑛−1. 

The difference of a sequence and its arithmetic mean is 

given with the Kronecker identity (see [2]) 

𝑥𝑛 − 𝑥𝑛
(1)

= 𝛿𝑛                                                         (1) 

where  

𝛿𝑛: =
1

𝑛 + 1
∑

𝑛

𝑘=0

𝑘Δ𝑥𝑘 = 𝑛Δ𝑥𝑛
(1)

. 

The 𝑟 −times iterated arithmetic mean of sequences 

{𝑥𝑛} and {𝛿𝑛} are defined respectively as  

𝑥𝑛
(𝑟)

: =
1

𝑛 + 1
∑

𝑛

𝑘=0

𝑥𝑘
(𝑟−1)

 

and  

𝛿𝑛
(𝑟)

: =
1

𝑛 + 1
∑

𝑛

𝑘=0

𝛿𝑘
(𝑟−1)

 

where 𝑥𝑛
(0)

= 𝑥𝑛 and 𝛿𝑛
(0)

= 𝛿𝑛. 

A sequence {𝑥𝑛} is called slowly oscillating, if  

𝑥𝑚 − 𝑥𝑛 = 𝑜(1) 

as 𝑛 → ∞, 𝑚 > 𝑛 and 𝑚/𝑛 → 1. 

http://dx.doi.org/10.17776/csj.834216
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Historically, the concept ‘slow oscillation’ goes back 

to Schmidt [3]. 

For any two regular summability methods (𝑈) and (𝑉), 

the condition under which 𝑉 − lim𝑥𝑛 = 𝜆 implies 𝑈 −
lim𝑥𝑛 = 𝜆 is called a Tauberian condition and the 

corresponding theorem is called a Tauberian theorem. 

Usually in the theory of summability, the case in which 

the method 𝑈 is equivalent to the ordinary convergence 

is taken into consideration. 

Tauberian theorems for various methods of summation 

have a long history; see the classical books [4,5] and 

they found new attention recently in (see e.g., [6-8]). 

In the present paper, we consider Tauberian conditions 

on {𝑥𝑛} under which 𝐸𝑝 − lim𝑥𝑛 = 𝜆 implies 𝐶1 −

lim𝑥𝑛 = 𝜆 or lim𝑥𝑛 = 𝜆. 

The major Tauberian results for Euler method of 

summation were proved by Knopp [9]. We use these 

theorems as a stepping stone to obtain stronger results. 

Theorem 1.1  If 𝐸𝑝 − lim𝑥𝑛 = 𝜆 for some 0 < 𝑝 < 1 

and 𝛥𝑥𝑛 = 𝑂(𝑛−1/2), then lim𝑥𝑛 = 𝜆.  

Theorem 1.2  If 𝐸𝑝 − lim𝑥𝑛 = 𝜆 for some 0 < 𝑝 < 1 

and 𝛥𝑥𝑛 = 𝑜(𝑛−1/2), then lim𝑥𝑛 = 𝜆.  

2. Auxilary Results 

We shall make use of the following four lemmas. 

Lemma 2.1 ([10]) If {𝑥𝑛} is slowly oscillating, then 

𝛿𝑛 = 𝑂(1) and {𝛿𝑛} is slowly oscillating.  

Lemma 2.2 ([3])  If 𝐶1 − lim𝑥𝑛 = 𝜆 and {𝑥𝑛} is slowly 

oscillating, then 𝑙𝑖𝑚𝑥𝑛 = 𝜆.  

Lemma 2.3 ([9]) Let 0 < 𝑝 < 1. Then 𝐸𝑝 ⊂ 𝐸𝑝𝐶1; 

that is, if {𝑥𝑛} is Euler summable to 𝜆, then so is {𝑥𝑛
(1)

}.  

The next lemma proposes a relation between Euler and 

Cesàro methods.  

Lemma 2.4 ([9]) If 𝐸𝑝 − lim𝑥𝑛 = 𝜆 for some 0 < 𝑝 <

1 and 𝛥𝑥𝑛 = 𝑜(1), then 𝐶1 − lim𝑥𝑛 = 𝜆.  

3.   Main Results 

In this section, we establish Tauberian conditions for 

an Euler summable sequence to be Cesàro summable 

or convergent. 

Our first result is a 𝐸𝑝 → 𝐶1 type theorem. 

Theorem 3.1  Let 0 < 𝑝 < 1. Then 𝐸𝑝 − lim𝑥𝑛 = 𝜆 

and  

𝛿𝑛 = 𝑂(𝑛1/2)                                                 (2) 

imply 𝐶1 − lim𝑥𝑛 = 𝜆.  

 Proof. By the assumption and Lemma 2.3, we have  

𝐸𝑝 − lim𝑥𝑛
(1)

= 𝜆.                                           (3) 

 Besides, since  

𝛿𝑛 = 𝑛Δ𝑥𝑛
(1)

= 𝑂(𝑛1/2) 

by (2), we obtain  

Δ𝑥𝑛
(1)

= 𝑂(𝑛−1/2).                                            (4) 

 Therefore, combining (3) and (4) together with 

Theorem 1.1 imply our result.  

Remark 3.1 Note that condition (2) may be replaced 

with the weaker condition 𝛿𝑛 = 𝑂(1).  

Corollary 3.1 ([9]) Let 0 < 𝑝 < 1. Then 𝐸𝑝 −

lim𝑥𝑛 = 𝜆 and  

𝑥𝑛 = 𝑂(𝑛1/2)                                                         (5) 

imply 𝐶1 − lim𝑥𝑛 = 𝜆.  

 Proof. It is enough to prove 𝛿𝑛 = 𝑛Δ𝑥𝑛
(1)

= 𝑂(𝑛1/2) 

or equivalently  

𝜓𝑛: = 𝑛1/2Δ𝑥𝑛
(1)

= 𝑂(1). 

 In view of (5), we observe  

𝜓𝑛 = 𝑛1/2[
1

𝑛 + 1
∑

𝑛

𝑘=0

𝑥𝑘 −
1

𝑛
∑

𝑛−1

𝑘=0

𝑥𝑘] 

        = 𝑛1/2[
1

𝑛 + 1
𝑥𝑛 −

1

𝑛 + 1

1

𝑛
∑

𝑛−1

𝑘=0

𝑥𝑘] 

         = 𝑛1/2[
1

𝑛 + 1
𝑂(𝑛1/2) −

1

𝑛 + 1
𝑂(𝑛1/2)] 

         = 𝑂(1), 

which completes the proof.  

Now, we prove some 𝐸𝑝 → 𝑐 type theorems. 

Theorem 3.2  Let 0 < 𝑝 < 1. Then 𝐸𝑝 − lim𝑥𝑛 = 𝜆 

and  

Δ𝛿𝑛 = 𝑂(𝑛−1/2)                                            (6) 

imply lim𝑥𝑛 = 𝜆.  

 Proof. Plainly, we have 𝐸𝑝 − lim𝑥𝑛
(1)

= 𝜆 from 

Lemma 2.3. We observe using (1) that  

𝐸𝑝 − lim𝛿𝑛 = 0.                                            (7) 

 Combining (6) and (7) with Theorem 1.1, we get  

𝛿𝑛 = 𝑛Δ𝑥𝑛
(1)

= 𝑜(1), 

that necessiates  
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Δ𝑥𝑛
(1)

= 𝑜(𝑛−1/2). 

 Further, applying Theorem 1.2 to {𝑥𝑛
(1)

}, we conclude  

lim𝑥𝑛
(1)

= 𝜆. 

 Therefore, the proof follows from (1).  

Theorem 3.3  Let 0 < 𝑝 < 1. Then 𝐸𝑝 − lim𝑥𝑛 = 𝜆 

and  

Δ𝛿𝑛
(1)

= 𝑜(𝑛−1)                                            (8) 

imply lim𝑥𝑛 = 𝜆.  

 Proof. From the hypothesis, it is clear that 𝐸𝑝 −

lim𝑥𝑛
(1)

= 𝜆 and 𝐸𝑝 − lim𝑥𝑛
(2)

= 𝜆. We may write the 

identity  

𝑥𝑛
(1)

− 𝑥𝑛
(2)

= 𝛿𝑛
(1)

                                            (9) 

by taking Cesàro mean of both sides of the Kronecker 

identity (1). Then, it follows from (9) that  

𝐸𝑝 − lim𝛿𝑛
(1)

= 0.                                          (10) 

 Taking (8) and (10) into account together with 

Theorem 1.2, we observe  

𝛿𝑛
(1)

= 𝑛Δ𝑥𝑛
(2)

= 𝑜(1),                                          (11) 

which also implies  

Δ𝑥𝑛
(2)

= 𝑜(𝑛−1/2). 

 Now, applying Theorem 1.2 to {𝑥𝑛
(2)

}, we conclude  

lim𝑥𝑛
(2)

= 𝜆.                                                      (12) 

 Using (11) and (12), we get via the identity (9) that  

lim𝑥𝑛
(1)

= 𝜆. 

 Since  

𝛿𝑛 − 𝛿𝑛
(1)

= 𝑛Δ𝛿𝑛
(1)

, 

we find 𝛿𝑛 = 𝑜(1) from (8) and (11). Consequently, it 

is easy to obtain lim𝑥𝑛 = 𝜆 by using (1).  

Corollary 3.2  Let 0 < 𝑝 < 1. Then 𝐸𝑝 − lim𝑥𝑛 = 𝜆 

and  

𝛿𝑛 = 𝑜(1)                                                       (13) 

imply lim𝑥𝑛 = 𝜆.  

Proof. Assuming (13), we have 𝛿𝑛
(1)

= 𝑜(1). Hence, 

by the identity 𝛿𝑛 − 𝛿𝑛
(1)

= 𝑛Δ𝛿𝑛
(1)

, it follows Δ𝛿𝑛
(1)

=
𝑜(𝑛−1). Thus, the proof follows from Theorem 3.3.  

Remark 3.2 In (8) and (13) 𝑜-type condition can not 

be replaced with 𝑂-type condition.  

The following theorem is first proved by Tam [11]. 

Here, we give an alternative proof. 

Theorem 3.4  Let 0 < 𝑝 < 1. If 𝐸𝑝 − lim𝑥𝑛 = 𝜆 and 

{𝑥𝑛} is slowly oscillating, then lim𝑥𝑛 = 𝜆.  

 Proof. Taking Lemma 2.1 and the slow oscillation of 

{𝑥𝑛} into account, we clearly have 𝛿𝑛 = 𝑂(𝑛1/2) and 

the slow oscillation of {𝑥𝑛
(1)

}. Hence, we obtain  

𝐶1 − lim𝑥𝑛 = 𝜆 

from Theorem 3.1. Thus, the proof is completed via 

Lemma 2.2.  

Corollary 3.3  Let 0 < 𝑝 < 1. Then 𝐸𝑝 − lim𝑥𝑛 = 𝜆 

and  

Δ𝑥𝑛 = 𝑂(𝑛−1)                                                       (14) 

imply lim𝑥𝑛 = 𝜆.  

Proof. The proof is completed from the fact that (14) 

implies the slow oscillation of {𝑥𝑛}.  

Theorem 3.5  Let 0 < 𝑝 < 1. If 𝐸𝑝 − lim𝑥𝑛 = 𝜆 and 

{𝛿𝑛} is slowly oscillating, then lim𝑥𝑛 = 𝜆.  

 Proof. By the definition of slow oscillation, obviously 

Δ𝛿𝑛 = 𝑜(1). Further, since 𝐸𝑝 − lim𝑥𝑛 = 𝜆 we have 

𝐸𝑝 − lim𝛿𝑛 = 0. Then, from Lemma 2.4, we find 𝐶1 −

lim𝛿𝑛 = 0. Now, by Lemma 2.2, we obtain lim𝛿𝑛 = 0 

which leads us to  

Δ𝑥𝑛
(1)

= 𝑜(𝑛−1/2). 

 By applying Theorem 1.2 to {𝑥𝑛
(1)

}, we have 𝐶1 −
lim𝑥𝑛 = 𝜆. Therefore, using (1) we conclude lim𝑥𝑛 =
𝜆.  
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 Abstract  

No commercially available detector system can measure alpha, beta and gamma-rays at the 

same time and separately with good efficiency, while being cost-effective, portable and 

offering real-time monitoring. The main purpose of an alpha-beta-gamma detector would be 

for safety management and nuclear decommissioning in the nuclear industry. This idea for a 

detector system became more valuable, after Fukushima in Japan, because nuclear waste can 

contain fission products and transactinide materials which not only emit gamma-rays but also 

emit alpha and beta particles and in some cases, neutrons. In this research, we investigated the 

best available alpha-beta-gamma radiation detector materials and their optimum thickness by 

using Geant4 based GATE simulation. The work revealed a better efficiency result for each 

radiation type than in previous work. In the simulation, 0.05 mm ZnS(Ag), 3.2 mm plastic 

scintillator and 1.75 mm BGO were found to be best for the detection and identification of 

alpha, beta and gamma-rays respectively. In nuclear medicine, this type of detector system 

could also modify to become a miniaturized radio-guided surgery beta-gamma probe beside 

of the modification into the robotic surgery. This research result will influence three different 

areas in imaging technology, homeland security and nuclear industry. 

Article info 

History:  
Received: 25.06.2020 
Accepted: 06.11.2020 

Keywords: 
Detector development, 

ionizing radiation, 

medical imaging, 

environmental 

monitoring, Geant4 

simulation 

1. Introduction  

Scintillator-based detector systems are widely used in 

nuclear, particle and medical physics for radiation 

detection applications such as spectroscopy, creating 

cross-sectional images and for quality control of 

medical radioisotopes [1]. Nowadays research labs, 

nuclear medicine, and nuclear power plants use 

standard detector systems such as Geiger-Mueller 

counter, HPGe, NaI(Tl) scintillation, etc. No 

commercially available detector system can measure 

alpha, beta and gamma-rays at the same time 

separately with good efficiency and performance. For 

some scintillator-based detector applications, two or 

more scintillators are optically coupled together to 

form a “phoswich” a name derived from “phos(phor) 

(sand)wich”. Phoswich detectors have been shown to 

function effectively in measuring different classes of 

radiation separately or simultaneously and can 

discriminate from high ambient background radiation. 

The scintillators comprising a phoswich need to have 

different pulse shape characteristics such as rise time 

and decay times. In particular, decay-time analysis of  

 

signals from a phoswich detector gives a great 

opportunity to distinguish incident radiation, which  

scan be a mixture of charged particles (alpha, beta) and 

neutrons or gamma rays. It also allows for the 

separation and identification of which events occurred 

in which scintillator such as the PARIS calorimeter [1]. 

In nuclear power plants, nuclear waste can contain 

fission products and transactinide materials which not 

only emit gamma-rays but also emit alpha and beta 

particles and in some cases, neutrons. Moreover, the 

environmental monitoring of radionuclides following 

accidents in nuclear power plants not only needs to 

detect gamma-rays but also necessary to detect alpha 

and beta particles [2]. That became more important 

after Fukushima in Japan. A three-layer phoswich 

alpha-beta-gamma imaging detector was developed by 

Yamamato and Ishibashi for simultaneously 

monitoring alpha-beta-gamma rays following a nuclear 

accident or for applications in molecular imaging [2]. 

These considerations show that it is important to 

simultaneously and separately monitor alpha-beta-
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gamma radiation via the one detector system. The main 

aim of this study is the investigation of the 

measurement alpha-beta-gamma radiation with a 

single novel detection system by using Monte Carlo 

simulation. We have completed the work with the 

Geant4 based GATE simulation to determine which 

materials and what thicknesses are the most suitable 

depending on the radiation type. Our result is 

comparable and better than that obtained with a similar 

detector system in Japan [2].  

Understanding the behaviour of actinides in the nuclear 

fuel cycle process is important for process and safety 

management in nuclear power stations [3]. Boiling 

water reactors, pressurized water reactors and heavy-

water reactors are highly contaminated by the fission 

products [4]. Therefore, the radiation level of the 

cleaning and cooling systems and reactors have to be 

monitored regularly and carefully. It is also necessary 

to carry out continuous monitoring of the levels of 

radioactivity in the environment around nuclear power 

plants to ensure compliance with the basic safety 

standards. There are two methods to monitor the 

territory; global (outside the zone) and close 

monitoring to watch and check on the radiological 

impact on the environment. The radiological 

monitoring for artificial and natural radioactivity is 

conducted using two methods; automatic measuring 

networks and taking a periodic sample to analyse. 

Automatic measuring networks can play an important 

role as a warning before the accident and inform the 

county’s citizens the event of the nuclear accident. 

There are several major radionuclides present in the 

liquid released from a nuclear power plant to the 

environment. Their primary decay modes are only 

beta-emitting (Tritium, Nickel-63, and Strontium-90) 

and beta-gamma emission related to some radionuclide 

such as Cobalt-60, Iodine-129, Cesium-134, and 

Cesium-137, while some of them are alpha-emitting 

such as Plutonium-239. Tritium contaminated water in 

a nuclear power plant is regularly diluted, resulting, 

normally the radiation level in groundwater must be 

less than drinking water tritium level [5]. Monitoring 

tritium level in groundwater helps to detect the leaks of 

underground piping as reported the more tritium level 

in one of the wells around the Velmont Yankee nuclear 

power station, where buried piping leaks were found 

[5]. Similar problems were reported in the detection of 

radioactive tritium in the groundwater of the more than 

48 commercial US nuclear power stations [5]. 

Obviously, one of the safety requirements at a nuclear 

power plant is the close monitoring of the tritium level 

in underground water. Similar to tritium, the other 

important disposable radioisotope produced during 

nuclear fission is the long-lived beta-emitting 

Strontium-90, resulting from accidents at nuclear 

power plants and leaking from nuclear waste storage or 

nuclear weapon testing. If it is ingested into the body, 

the risk of damage to bone marrow, leukaemia and 

other bone cancer increases [6]. Therefore, it is also 

greatly important to monitor its activity in the 

environment, particularly, in groundwater around the 

nuclear facilities [6]. Beta-emitting radioisotopes 

counting system is currently a long and arduous 

process. Samples must be collected from groundwater 

wells, transported to a laboratory, processed with 

hazardous chemicals before the activity can be 

measured. This procedure also presents logistical and 

financial challenges for the nuclear industry. After the 

disaster at the Fukushima nuclear power plant is 

highlighted the need for Sr-90 detection be able to 

move quickly and easily to repeat the procedure many 

times. The existing methods, such as liquid-liquid 

extraction and chromatography, for beta monitoring, is 

mainly the separation of the target radionuclide from 

the sample to remove interface other sources of 

radiation because of overlapping of their energies. 

Traditional methods produce a large volume of 

secondary waste and use very hazardous concentration. 

Each year, thousands of samples need to be prepared 

in the nuclear-decommissioning industry, and it needs 

a new approach to reduce secondary waste production, 

which is more rapid and safe as well as cost-effective. 

After the radionuclide is isolated, the beta-emitting 

radioisotope from the sample can be measured using 

counting devices (gas ionization chamber and liquid 

scintillation counters). The other important beta 

counting device is the Triple to Double Coincidence 

Ratio (TDCR) which includes the liquid scintillation 

detector with three PMTs uniformly around a sample. 

However, these detector systems are large, immobile 

and not suitable as an in-situ detection system. 

Gallium-arsenide (GaAs) photodiode for detection of 

Strontium is a novel detection method and being a 

potential for direct, in situ beta detection for nuclear 

decommissioning application [6]. However, this new 

sensor technology using solid-state detectors, may not 

be applicable to detect low energy of the beta particles 

emitted by tritium [5]. These solid-state detectors have 

several disadvantages like being expensive and 

radiation damage results in noise in the detector and 

can negatively affect the counting statistics [6]. Current 

techniques are lab-based, time-consuming, and 

produce secondary waste. The existing novel detectors 

are expensive, poor for the detection of a low energy 

beta, and negatively affected by the radiation. 

Therefore, it is necessary to develop a new detector 

with potential for in situ, cost-effective, real-time 

monitoring in groundwater and more mobile detector 

which have not been well developed [5]. In this 
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research, an alpha-beta-gamma detector system will be 

investigated using Monte Carlo simulation to fill the 

needs of the nuclear industry. 

Besides, simultaneous detection of three different 

radiations by one detector is also crucial for some 

medical cases such as RGS (radio-guided surgery), 

medical and molecular imaging [2, 7-8]. The effective 

operation has to remove as many tumoral tissues as 

possible while preserves the surrounding healthy 

tissues. Imaging technologies allow to localize the 

surgeon in the tumour and give information about its 

size, shape, and stages [9]. Nowadays, pre-operative 

imaging tools and intra-operative imagine techniques 

are getting higher importance because they provide 

real-time information of the picture of tumour 

boundaries [9]. Aside from these techniques, radio-

guided surgery is a promising field for accurate, 

sensitive tumour detection, and the most available 

system based on gamma radiation detection. Beta 

detection provides higher sensitivity and signal-to-

noise ratio for shallow tumours, but beta particles 

inside the tissues have a short range. It requires 

development of extremely compact devices that can be 

directly introduced inside the surgical cavity in contact 

with the surveyed tissues. In the last decade, 

semiconductor light sensors such as silicon 

photomultipliers (SiPMs) have gained a favourable 

position relative to photomultiplier tubes (PMTs). 

They offer significant advantages in being compact, 

low voltage, low power and immune to magnetic 

fields. New generation photosensors, SiPMs, emerge 

as the most promising for the development of intra-

operative beta probes. The performance of SiPMs is 

also comparable to standard photomultiplier tubes 

(PMTs). According to the research called the 

development and evaluation of an intra-operative beta 

imaging probe studied by Sara Spadola, the 

performance of the probe designed with two 

scintillator detection and gamma subtraction method is 

better than the single detection system [9].  Besides, the 

depth of interaction method [10], which is recently the 

most significant improvement in the new generation of 

high-resolution PET detectors, may be applied to this 

kind of detection as a PET module to obtain better 

spatial resolution. In nuclear medicine, an alpha-beta-

gamma detector has the potential to become a 

miniaturized beta-gamma imaging probe and modified 

to use in robotic surgery. A study conducted using a 

radio-guided surgery beta probe combined with a robot 

by an Italian research group, and they concluded that 

the robotic surgery performance and time consumption 

is better than man-hand operation [11]. There is also 

the opportunity to use the small size of the detector 

system inside a drone, that will be advantageous after 

the nuclear accident. This simulation research can also 

modify into the development and evaluation of intra-

operative miniaturized imaging probes. That will be 

based on two or three layers’ scintillators coupled to 

compact SiPMs as a real-time alpha-beta-gamma 

monitoring system in the nuclear industry. 

 

2. Materials and Methods 

In this study, we aim to investigate the detector which 

can carry out alpha-beta-gamma monitoring separately 

and simultaneously by Monte Carlo simulation. Our 

scintillation material should have better performance 

and be much more portable than what has previously 

made. It will apply to many different applications from 

environment monitoring to medical imaging. We have 

carried out an initial simulation of such a device using 

the Geant4 based GATE simulation program. To 

benchmark the simulation, we reproduced the 

performance of the Yamamoto et al. detector using the 

same detector shapes and dimensions illuminated by 

the same radioactive sources as shown the detector 

geometry in Figure 1. 

 

 

Figure 1. Three different layers described in the simulation; 

the red layer illustrates to 0.05 mm thick plastic scintillator 

for detection of the alpha particles. The second layer shows 

in blue color for beta particles detection and 1.5 mol % Ce 

doped GSO. The last layer is 0.4 mole % Ce dopped GSO as 

shown in yellow color.   

We then explored the effect of increasing each layer’s 

efficiency depending on radiation type, through 

changing the thickness of layers and component 

material. Geant4 visualization of the essential detector 

and three different radioactive sources shown in Figure 

2. 
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Figure 2. The first layer (blue) defined as Layer 1 is a 

scintillation material with 50 x 50 x 0.05 mm3 dimension. 

The blue points represent the alpha source (Am-241) with 

15 mm diameter and two kBq activity located in front of the 

detector. The second layer (green) was Layer 2 scintillation 

material with 50 x 50 x 3.2 mm3 dimension. Green spherical 

point showed for beta particle source (Sr, Y-90) with 2 mm 

diameter and 100 Bq activity positioned 1 cm from the 

detector surface. The last layer (magenta) determined Layer 

3 inorganic scintillation with 1.75 mm thickness. Magenta 

points also represented the gamma source (Cs-137) with 1 

mm diameter and 370 kBq activity located at 4 cm away 

from the detector surface. 

The optimum thickness of the first layer material found 

to be 0.05 mm and that thickness is enough to absorb 

almost all alpha particles. The Layer 1 material is 

ZnS(Ag) powder with medium decay time (200 ns). 

The second layer, EJ212 or BC-498 plastic scintillator, 

is 3.2 mm thick with the fast decay time (2.4 ns). The 

last layer to detect gamma-rays could be various 

inorganic scintillation materials: LYSO, CsI, LaBr3, 

CeBr3, SrI, GAGG, NaI(Tl), BGO and GSO etc. Some 

of them are highly hygroscopic materials. Since one of 

the possible applications for the detector will be to use 

it in direct contact with water or other liquids, we 

prefer to use non-hygroscopic materials. Several 

inorganic scintillations have internal beta or gamma 

radiations coming from Lutetium (Lu) such as LYSO, 

results in the measurement would be deteriorated by 

the intrinsic activity. Therefore, BGO was found to be 

the most suitable inorganic scintillator with better 

efficiency results in the simulation as a Layer 3 

material. 

If the first layer thickness is increased in the 

simulation, beta particle absorption went up inside 

layer 1. Similar behaviour was also observed for the 

second and third layers. Increasing the second layer 

thickness seriously affects the gamma-rays count 

inside the layer 2. In addition, layer 3 is also affected 

by annihilation photons (511 keV) occurring after 

positrons annihilate with electrons. The detection of 

the gamma-ray inside the third layer could spoil by the 

annihilation photons. For this reason, the simulation 

work completed with annihilation photons to optimize 

the thickness of each layer. Depending on radiation 

type, we found out the best three materials and 

optimum thickness of the layers by using Monte Carlo 

simulation. In the application, these three different 

layers have different signal shape characters (different 

decay time) that will allow applying the pulse shape 

analysis, resulting in the separation and identification 

of which events occurred in which layers. Alpha, beta 

and gamma-rays have different range inside the 

medium, so these range differences help to show the 

first layer detects alpha, the second layer detects beta 

and the last layer detects gamma-rays. 

 

3. Results and Discussion 

Geant4 simulation was completed in two parts. The 

first part reproduced the earlier detector design of S. 

Yamamato et al. In the second part, the scintillation 

material and the thickness were changed step by step 

to find out the best option and optimum thickness 

depending on the radiation type. The simulation results 

listed in Table 1 as a percentage of the detected counts 

for each layer. 
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Table1. Comparison between GATE simulation and the work of S. Yamamato et al. In the simulation, the result obtained 

after investigating the best materials and thickness for each layer. 

Percentage of relative detected counts for alpha particles 

 εexp.(%)  

(Yamamato S. et al.) 

εGATE(%) 

(present work) 

εGATE(%)¶ 

(present work with different material) 

First Layer 93.5   93.44 99.87 

Secand layer 6.1   5.79 0.13 

Third layer 0.4  0.77 0 

Percentage of relative detected counts for beta particles 

First Layer 0.4 0.32 1.85 

Secand layer 87.7 89.24 90.02 

Third layer 11.9 10.44 8.13 

Percentage of relative detected counts for gamma-rays 

First Layer 0.6 0.95 1.65 

Secand layer 60.0 54.71 19.74 

Third layer 39.4 50.33 78.61 

¶ Different materials with optimum thickness 

The thickness of the first layer material (ZnS(Ag)) was 

0.05 mm; that thickness was enough to absorb 99.87% 

of the alpha particles. The second layer, EJ212 or BC-

498 plastic scintillator, was 3.2 mm thick and found to 

have 90.02% efficiency for beta particles. To detect 

gamma-rays, a 0.75 mm thick BGO scintillation 

material was found to be the best option with its 

78.61% gamma-rays efficiency value. The detected 

counts for gamma-rays in the second layer calculated 

at 19.74 %. In terms of the gamma-ray interaction with 

the medium, there is no way to remove these counts 

inside the second layer because of the higher Compton 

scattering probability of the high energy gamma rays. 

However, it is highly possible to apply a correction for 

the gamma detection efficiency of the second and third 

layers [12]. According to the simulation result, 

detected counts for alpha, beta particles and gamma 

rays noticeably increase with these scintillation 

materials and their optimum thickness found out in the 

simulation. The experimental result consists of the 

result obtained by Geant4 simulation in terms of 

particle detection. Percentage of the relative detected 

counts for gamma-rays obtained better efficiency in the 

simulation. That could be related to the experimental 

conditions. In the literature, there are many determined 

technical properties for 0.5 mole % Ce doped GSO, but 

not much more technical information for 0.4 mole % 

Ce doped GSO. The other difference between 

experimental and calculated value in gamma-rays 

might be about the lack of the material definition for 

layer3 inside the simulation. 

4. Conclusions  

No commercially available detector system can 

measure alpha, beta and gamma-rays at the same time 

separately with better efficiency and performance. The 

main aim of this study is the investigation of the 

measurement alpha-beta-gamma radiation with a 

single novel detection system by using Monte Carlo 

simulation. We have completed the work with the 

Geant4 based GATE simulation to determine which 

materials and what thicknesses are the most suitable 

depending on the radiation type. Our result is 

comparable and better than that obtained with a similar 

detector system in Japan [2]. In the application, each 

layer will be optically coupled, then the other side of 

the last layer will couple with the photosensor (PMTs 

or SiPMs). For medical imaging, position-sensitive 

SiPMs or PMTs must be used to define the position of 

the events. Proper collimators could be employed to 

obtain a meaningful image from the three layers 

detector system [13]. The operating principle of this 

detector will be simple, easily portable and easy to use 

comprising a combination of novel materials with a 

state-of-the-art electronic system. This kind of device 
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can be used for medical or molecular imaging during  

surgery or other applications in medicine as a beta-

gamma probe. In addition, this detector could be 

modified for different application fields from 

environmental measurement to monitoring at nuclear 

power stations. Aside from the detection of the three 

different radiation types with one detector, the newly 

designed detector system can also be in direct contact 

with liquid or water to monitor the radiation inside or 

around of the nuclear power plant. We have already 

succeeded to measure directly beta particles emitted by 

Ga-68 and F-18, used as a PET radiotracer in Hull PET 

research centre [14]. This type of detection system is 

highly suitable to be applied to nuclear-

decommissioning applications such as in situ alpha-

beta-gamma detection, which will be mobile, and 

becoming for real-time monitoring in groundwater as 

shown a possible detector design in Figure 3. 

 

 

 

 

 

 

 

 

 

Figure 3. Detector design for monitoring radiation level in water or liquid, which is slightly similar to plastic scintillator-

based microfluidic devices developed for measuring positron-emitting radionuclide and successfully patented by the research 

group of the University of York and University of Hull [1,14]. The first Layer material ZnS(Ag) is a thin powder, and it is 

commercially available within plastic scintillator. Therefore, it could not damage by liquid or groundwater. 

 

Acknowledgment 

This work will be used for the international project 

program collaboration between Bitlis Eren University 

and The University of York. We would like to thank 

Prof. Sefa ERTÜRK, and Dr. Şule KARATEPE.  

 

Conflict of Interest 

 No conflict of interest was declared by the author.

References 

[1] Yavuzkanat N., Development of Novel 

Scintillation Detection Techniques for Use in 

Nuclear Physics and Medical Applications, 

Doctor of Philosophy thesis, University of York, 

2015. 

[2] Seiichi Y., Hiroyuk I., Development of at three-

layer phoswich alpha–beta–gamma imaging 

detector, Nuclear Instruments and Methods in 

Physics Research A, (785) (2015) 129–134. 

[3] Kenichiro Y., Shigekazu U., H. G., Simultaneous 

Alpha, Beta/Gamma, and Neutron Counting With 

Phoswich Detectors by Using a Dual-Parameter 

Technique, Ieee Transactions On Nuclear 

Science, 48(4) (2001) 1162-1167. 

[4] Efremenkov V. M., Radioactive waste 

management at nuclear power plants An overview 

of the types of low- and intermediate-level wastes 

and how they are handled, Iaea Bulletin, 4 (1989) 

37-42.  



 

151 

 

Yavuzkanat, Jenkins / Cumhuriyet Sci. J., 42(1) (2021) 145-151 

 

[5] SheenI S. H., Prokofiev G., Extended In-Situ and 

Real Time Monitoring Task 4: Detection and 

Monitoring of Leaks at Nuclear power Plants 

External to Structures, Argon National 

Laboratory, Accessed April (2020). 

[6] Turkington G., Kelum A. A. G., James G., Beta 

detection of strontium-90 and the potential for 

direct in situ beta detection for nuclear 

decommissioning applications, Nuclear 

Instruments and Methods in Physics Research. A: 

Accelerators, Spectrometers, Detectors, and 

Associated Equipment, (911) (2018) 55-65. 

[7] Francesco C., Valerio B., Paolo C., Micol De S., 

Stefano F., Riccardo F., Alessandro G., Daria M., 

Carlo M. T., Michela M., Riccardo M., Silvio M., 

Riccardo S., Teresa S., Giacomo T., Elena S. C., 

Radioguided surgery with β radiation: a novel 

application with Ga-68, Nature/Scientific 

Reports, 8 (16171) (2018) 1-9. 

[8] Bipin S., Brendan C. S. J., Samta T., Valeriy G., 

Twyla B., Val L., Steven C., Gerald E., Vivek N., 

A Hand-Held Beta Imaging Probe for FDG, Ann 

Nucl Med. 27 (3) (2013) 203–208. 

[9] Spadola S., Development and evaluation of an 

intraoperative beta imaging probe for radio-

guided solid tumor surgery, Doctor of Philosophy 

thesis, Université Paris Saclay, 2016. 

[10]   Mohammad I., Castro I. F. C., Correia P. M. M., 

Silva A.L.M., Veloso J.F.C.A., Minimization of 

parallax error in positron emission tomography 

using depth of interaction capable detectors: 

methods and apparatus, IOP Biomed. Phys. Eng. 

Express, 5 (062001) (2019). 

[11] Francesco C., Matthias van O., Micol De S., 

Riccardo F., Marta F., Carlo M. T., Riccardo M., 

Roberto M., Judith olde H., Elena S.C., Florian 

van B., Henk van der P., Renato V. O., Pim van 

L., Fijs van L., Silvio M., Robotic surgery using a 

DROP-IN beta probe-feasibility study with 68Ga-

PSMA in prostate cancer specpmens, Research 

Square, (2020). 

[12] Seiichi Y., Jun H., Development of an 

alpha/beta/gamma detector for radiation 

monitoring, Review Of Scientific Instruments, 82  

(2011)  1-6, 113503. 

[13] Yavuzkanat N., Ertürk S., Investigation of the 

New Generation Detector System Using in 

Medical Image, Aksaray University Journal of 

Science and Engineering, 3(2) (2019) 99-111.  

[14] Mark D. T. Nuray Y., Mohammad M. N. E., 

Pankaj J., Nathaniel J. B., Nicole P., David G. J., 

Stephen J. A., Plastic Scintillator-Based 

Microfluidic Devices for Miniaturized Detection 

of Positron Emission Tomography 

Radiopharmaceuticals, Chemistry A European 

Journal, 24 (2018) 13749-13753. 

 

 

 

 

 

 

 

 

 



 

Cumhuriyet Science Journal 
e-ISSN: 2587-246X                                             Cumhuriyet Sci. J., 42(1) (2021) 152-155 
   ISSN: 2587-2680                                                             http://dx.doi.org/10.17776/csj.794871    

 

  

*Corresponding author. email address: aykut.evren.yavuz@ege.edu.tr  

http://dergipark.gov.tr/csj     ©2021 Faculty of Science, Sivas Cumhuriyet University 
 

Determination of order parameter and birefringence depending on 

temperature of nematic calamitic mesophase formed by TTAB + water 

binary system using polarized microscopy 

Aykut Evren YAVUZ *  

Ege University, Faculty of Science, Department of Physics, Izmir/ TURKEY 

        

 Abstract  
In the present study, the temperature-dependent optical transmittances of lyotropic nematic 

calamitic mesophase formed by TTAB-water binary system were measured for certain 

wavelengths under polarized microscopy to obtain macroscopic order parameter with 

birefringence. Because birefringence in lyotropics is quite small (order of 10-3), it is very 

difficult to make sensitive measurements of birefringence and to obtain order parameter. The 

study easily achieved the order parameter depending on temperature for different wavelengths 

only using polarized microscopy. Therefore, the parameter could be more easily determined 

in liquid crystal application and the physical properties of liquid crystals, especially for 

lyotropics, can be better understood.  
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1. Introduction 

Liquid crystals are specific mesophases of matter 

which are between liquid and solid phases and they can 

simultaneously exhibit anisotropic properties of solids 

and fluidity ones of liquids [1]. Such mesophases are 

currently of great importance in terms of technology 

and they have recently been prominent in optical 

studies [2,3]. They are generally found in biological 

systems as lyotropics which are one of their types and 

thus, lyotropics are taken attention in liquid crystals. 

These systems are generally formed by the solution of 

surfactant molecules in water [4]. Basic structural units 

are micelles, which are spontaneously constituted by 

the aggregation of surfactant molecules in water. There 

are different lyotropic mesophases based on micellar 

structures [5]. Besides, the addition of cosurfactants 

such as alcohol to the solution enables the formation of 

a variety of micelles and it can be increased the 

diversity of lyotropic mesophases [6]. Among the 

lyotropic mesophases, the most common ones are 

nematics. There are three different nematic phases as 

being uniaxial calamitic  (NC), discotic (ND) and 

biaxial (NBX) ones. The NC and ND phases consist of 

rod-like and discotic-like micelles, respectively. 

Because they have anisotropy, it is quite important to 

study the optical properties of lyotropic nematics in 

particular [7]. On the other hand, the fact that 

lyotropics are present in biological materials such as 

blood, cellular plasmas and membranes are promising 

materials in terms of biotechnological studies. Today, 

they have application fields as in the production of 

biosensors [8,9]. In order to develop their fields of use, 

the optical study of their physical properties is 

necessary. These properties are governed by the order 

parameter [10]. Thus, the study of the order parameter 

of lyotropics has accelerated in recent years [11-13]. 

As the most popular method to measure the parameter, 

optical anisotropy measurements are preferred due to 

obtaining better results [14,15]. The optical anisotropy 

of the nematic phases is given by birefringence (n). 

Because the uniaxial nematic phases are described by 

two refractive indices, the birefringence is found as the 

difference between these two refractive indices,  n= 

ne - no, where ne and no are the refractive indices for 

extraordinary and ordinary rays, respectively. The 

polarization direction of ne (no) is parallel 

(perpendicular) to the nematic phase director, also 

called optical axis [16,17]. In general, n<0 for NC and 

n>0 for ND mesophases. In the case of the biaxal 

nematic phase, there exist three principal refractive 

indices of the medium (n1, n2 and n3) along three 

orthogonal laboratory frame axes, and two optical  

birefringences, n= n2 ‒ n1 and δn=n3 ‒ n2 [18]. 

The birefringence of lyotropics is much lower than 

other liquid crystal mesophases and for this reason, it 

is quite difficult to determine order parameter in the 

birefringence measurements. In general, laser 
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conoscopy may be preferred, but this method has a 

very time-consuming and complex setup in the 

measurements [19,20]. Berek compansator 

measurements in a polarizing microscope and 

refractometry ones are not as sensitive as desired. This 

study suggests a simpler method to obtain the optical 

birefringence and order parameter.  They were easily 

calculated from the optical transmittance of given 

wavelengths in NC mesophase formed by binary 

lyotropic system using only polarized microscopy. The 

optical birefringence and order parameter were found 

based on wavelength and temperature. In addition, the 

literature has relatively insufficient for the 

birefringence and order parameter studies for the 

lyotropic NC system at different wavelengths and 

therefore, the present study aims to eliminate this gap.  

 

2. Materials and Methods 

The lyotropic sample was obtained from 

Tetradecyltrimethylammonium bromide (TTAB) and 

deionized water. TTAB with purity of not less than 

99% was purchased from Sigma (cat. no. T-4762). The 

concentration of the sample was TTAB: 38.6 and 

water: 61.4 in weight percent. Per each g of the 

solution, 1 μL ferrofluid was used for a better 

orientation under a magnetic field. Water-based 

ferrofluid was acquired from Ferrotec Corp. (cat. no. 

EMG 605). The sample constituents were weighed in a 

glass tube by an And HR-120 balance with a precision 

of  10-4 g. Then, the sample was kept in Memmert 400 

oven at 323 K for two weeks and mixed with a vortex 

(Nüve NM110) occasionally. The formed sample was 

placed in sandwich cells of 20 mm in width and 360 

μm in thickness and studied under Olympus BX50 

polarizing microscope. The textural properties of the 

sample were analyzed by the microscope to find out 

that it was NC mesophase. Later, the sample was 

exposed to a 3.7 kG magnetic field parallel to sandwich 

cell surfaces for 5 hours and it was obtained planar 

orientation.  The temperature of the sample was 

changed by 0.10 K/min on the Linkam PE120-BX 

thermoelectric heating table attached to the polarizing 

microscope. In the process, light intensities of the 

sandwich cells with and without the sample (I and Io, 

respectively) were measured by Adafruit TSL2561 

sensor Arduino system which is sensitive to light 

transmittance under the polarizing microscope. Optical 

transmittance (I/Io) was obtained by a magnification of 

x100 by means of optical filters of 440 nm, 550 nm and 

694.3 nm placed on the optical way of the microscope. 

   

3.   Results and Discussion 

The optical transmittances of planar-oriented NC 

sample (I/I0) as a function of temperature were 

measured for different wavelengths under polarizing 

microscopy and presented in Figure 1. The 

measurements of the optical transmittance in 

wavelengths were found to be very different from each 

other. At 440 nm blue and 550 nm green wavelengths, 

the transmittances were changed a lot in the NC 

mesophase region. However, the differences in the 

optical transmittance of 694.3 nm red wavelength with 

temperature were less than the blue and green ones and 

the wavelength was exhibited a quite high 

transmittance in the mesophase region.  

 

 
Figure 1. The optical transmittances as a function of 

temperature for 440 nm, 550 nm and 694.3 nm wavelengths 

in the lyotropic sample. 

 

The relationship between the optical transmittances 

and birefringence can be explained by a phase 

difference. Under the microscope, the polarized light is 

separated into two rays, which are extraordinary and 

ordinary ones whose electric field vectors vibrating in 

parallel and perpendicular to the director, respectively. 

Therefore, the phase difference ( occurs between 

the rays after passed passing through the sample. The 

refractive indices corresponding to these rays are ne 

and no, and the difference can be explained by the 

birefringence (n) as follows:  

 
2 t

n


 


                                                           (1) 

where and t is the wavelength and thickness of the 

sample, respectively. Thus, the optical transmittance in 

terms of the phase difference can be as follows [15]: 
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where  is the angle between the light polarization 

direction and director and it was set up as 45o under the 

microscope. The phase difference in Equation 1 and 

the optical transmittance in Equation 2 were used to 

obtain the birefringence of each wavelength (Figure 2). 

Accordingly, the phase transition from reentrant-

isotropic to NC mesophase occurred at 284 K and NC 

mesophase to isotropic phase transition was achieved 

at 317 K. The birefringence of the 440 nm blue 

wavelength was highest in value whereas the 694.3 nm 

red wavelength had the lowest value.   

  
 
Figure 2. The birefringence as a function of temperature 

for 440 nm, 550 nm ve 694.3 nm wavelengths. 

Macroscopic order parameter (Q) can be obtained from 

Figure 2 using Haller method [19]. The order 

parameter can be written in terms of birefringence as 

follows:  

 
n

Q
n





                                                                (3) 

where Dn is birefringence at T=0 K which is absolute 

temperature where liquid crystals are assumed to be 

completely oriented as in solids and therefore, Q=1. 

The order parameter is very important because it 

governs all physical properties of liquid crystals. To 

obtain this parameter, a line was drawn at log(dn) 

versus log(1-T/TC) in dn-temperature graph. At the 

point where the line intercepts at T=0 K, log(Dn) is 

obtained. Dn values for 440 nm, 550 nm and 694.3 nm 

are 6.851x10-3, 2.794x10-3 and 1.777x10-3, 

respectively. Figure 3 shows the order parameter based 

on temperature. The parameters were found to be 

similar for each wavelength and in the sensitivity of 10-

2 according to each other. However, the maximum 

order parameter was found as 0.697 at 292 K.  

 

 

 
Figure 3. The temperature-dependent order parameter for 

440 nm, 550 nm and 694.3 nm wavelengths. 

4.   Conclusion 

In the present study, both the birefringence and order 

parameter of a lyotropic NC mesophase were found 

from the optical transmittances for different 

wavelengths under the microscope.  A variety of 

methods, especially laser conoscopy, are used to obtain 

order parameter [19,20]. On the other hand, this study 

shows obtaining the birefringence and order parameter 

more sensitively by measuring the optical 

transmittances only using polarizing microscopy. By 

evaluating the parameter more easily, the analysis of 

the physical properties of liquid crystals could be made 

simpler, especially in applications.    
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 Abstract  
Tobacco samples were collected from different tobacco markets from Antalya in Turkey. To 

calculate natural radionuclides activity concentration, samples were counted for 86400 

seconds by using high purity germanium (HPGe) detector. Activity concentrations of 226Ra, 
232Th and 40K for tobacco samples found higher than minimum detectable activity (MDA). 
137Cs was not detected in any sample. Activity concentration of 226Ra, 232Th and 40K range 

from 83±15 Bqkg-1 to 325±45 Bqkg-1, 29±5 Bqkg-1 to 207±37 Bqkg-1 and (2.09±0.28)x103 

Bqkg-1 to (5.07±0.90) x103 Bqkg-1, respectively. In addition, annual effective dose value was 

calculated. The annual effective dose values owing to inhalation for adults change from 2.76 

to 9.91 µSvy-1 for 214Pb, from 5.69 to 27.69 µSvy-1 for 214Bi, from 5.72 to 40.41 µSvy-1 for 
228Ac, from 42.23 to 102.37 µSvy-1 for 40K. The total annual effective dose values change from 

0.05 to 0.16 mSvy-1. 
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1. Introduction  

Determination of the activity concentrations of the 

natural radionuclides (238U, 232Th and 40K) and artificial 

radionuclides (137Cs, 134Cs, 90Sr and 131I) are significant 

to protection of the radiation. 238U, 232Th and 40K are 

major natural radionuclides which are toxic for health 

as well as environment. Cosmic rays and naturally 

occurring radioactive materials being in the earth itself 

are natural sources of the radiation whereas nuclear 

accidents, nuclear power plants, medical application of 

the radionuclides are man-made source of radiation [1]. 

Uranium has both radionuclide and metallic properties 

as well as its biological properties outcome from the 

chemical effects and natural occuring radionuclide.   

The internal contact with Uranium reveals radiological 

and chemical consequences which depend partly on 

chemical form of the intake and the route of intake 

(mainly ingestion and inhalation). The chemical 

toxicity effects of uranium species are namely as the 

renal effects, however others are associated with 

radiological toxicity of uranium. If we consider of the 

chemical effects of the uranium species, the kidneys 

are the easiest and sensitive target organ. Also, it 

effects central nervous system at higher radiation 

exposure. Such as, it has been repoted that it occured  

 

abnormal behaviours in animals at higher uranium 

doses [2]. 

Exposure to long term radiation causes bone weaking, 

necrosis of the nasal and mouth tumors, leucopoenia 

and large number of diseases.  Such as, ingested or 

inhaled radium enhance the risk of developing 

following diseases as bone cancer, lymphoma, and 

diseases concerning the blood formation, such as 

aplastic anemia and leukemia etc. The emergences of 

these diseases are time taking. The hazard effect of the 

radiation depends upon the exposure time and intensity 

of radiation [1-3]. 

With the population growth, smoking becomes fashion 

of being modern specially in youngsters these days. 

But there is strong correlation between tobacco, 

cigarette, its smoke and lungs cancer [4].  Risk of 

occuring lungs cancer among non-smokers is ten times 

less than that of smokers [5]. Because tobacco which is 

main product of cigarette contains radioactive isotopes 

of 238U and 232Th and their decay series which are 

carcinogenic in nature [6].  The use of tobacco and its 

products for smoking increase the coincidental internal 

intake and radiation dose due to presence of these 

radioisotopes [7]. It is stated that there is strong 

https://orcid.org/0000-0002-6672-6467
https://orcid.org/0000-0001-8700-0908


 

157 
 

Eke, Ishfaq/ Cumhuriyet Sci. J., 42(1) (2021) 156-163 
 

correlation between lung cancer and smoking as well 

as there is positive correlation between the carciogenic 

effect of smoking and radiation [8]. 

Discussing some serious impacts about radionuclides 

present in the tobacco samples, lung cancer is very 

critical and serious issue. Though in recent times 

cancer gains more attention regarding health agenda all 

over the world [6]. Therefore, determination of the 

radioactivity concentration and annual effective dose 

values of the tobacco samples is significant to 

protection of the radiation. The aim of this study is to 

calculate activity concentration of natural 

radionuclides and dose evaluation in some tobacco 

samples. 

2. Materials and Methods 

In Sixteen different types of tobacco samples were 

collected randomly from different tobacco markets. 

The samples were numbered randomly from 1 to 16 

and kept in plastic containers of 100 ml capacity. 

Plastic cups were closed firmly to prevent radon 

emission. Samples waited for 30 days before counting 

to come into secular equilibrium between radium and 

radon (uranium and its daughter nuclei) [6]. 

Samples were counted for 86400 seconds to calculate 

activity concentration of natural radionuclides using 

high purity germanium (HPGe) detector (AMATEK-

ORTEC GEM40P4 – 83) which has 40% relavite 

efficiency, p type, electrically cooled. The detector is 

located in department of Physics in Akdeniz 

University. The energy resolution of the dedector is 

1.85 keV at 1332 keV for 60Co and 768 eV at 122 keV 

for 57Co.  

Before counting the samples, point sources [22Na (1274 

keV), 57Co (122 and 136 keV), 54Mn (834 keV), 60Co 

(1173 and 1332 keV), 133Ba (80, 276, 302, 356 and 384 

keV) and 137Cs (661 keV)] were counted for 1000 

seconds to  check energy calibration. Multinuclides 

standard source (IAEA 1364- 43 – 2) was used to 

determine efficiency calibration from Cekmece 

Nuclear Research and Training Center  in Turkish 

Atomic Energy Authority (TAEK) [9, 10]. 

Spectra of tobacco samples were obtained by using 

MAESTRO-32 computer program [11]. Before 

analyzing of spectra, background spectrum was 

subtracted from each spectra of tobacco to reduce 

background effect. Spectra were analyzed 

automatically by using Gamma-W computer software 

[12]. 

Minimum detectable activity (MDA) was calculated by 

Currie equation as shown by following relation 

[13,14];  

 

𝑀𝐷𝐴 =
2.71 + 4.66𝜎

𝑡. 𝜀. 𝐼𝛾 . 𝑚
                                        (1) 

 

where σ, t, ε, Iγ and m  are standard deviation of count, 

counting time, efficiency, probability of gamma-ray 

emission and mass of sample, respectively. Minimum 

detectable activities of 214Pb (351.93 keV), 214Bi 

(609.32 keV), 228Ac (911.20 keV), 40K (1460.82 keV) 

and 137Cs (661.66 keV)] radionuclides for 1-kg sample 

size and 53999 seconds live counting time were 

calculated using background spectrum. 

Activity concentration of radionuclides A (Bqkg-1) 

were calculated using well-known following formula 

[15], 

 

𝐴 =
𝑁

𝑚. 𝑡. 𝜀. 𝐼𝛾
                                                           (2) 

 

where N, m, t, ε and Iγ shows number of counts of under 

the peak with background subtraction, mass of the 

sample, counting time, detector efficiency of gamma-

ray energy and probability of gamma-ray emission, 

respectively. 

Uncertainty of activity concentration of radionuclides 

was calculated by using following relation [16] 

 

∆𝐴

= 𝐴√(
∆𝑁

𝑁
)

2

+ (
∆𝑡

𝑡
)

2

+ (
∆𝜀

𝜀
)

2

+ (
∆𝐼𝛾

𝐼𝛾
)

2

+ (
∆𝑚

𝑚
)

2

 (3) 

where ∆N, ∆t, ∆ε, ∆I and ∆m show uncertainties of 

count of under peak with background, counting time, 

detector efficiency of gamma-ray energy, probability 

of gamma-ray emission and mass of sample.  

Radium equivalent activity (𝑅𝑎𝑒𝑞) is calculated using 

following equation [17]: 

 

𝑅𝑎𝑒𝑞 = 𝐴𝑅𝑎 + 1.43𝐴𝑇ℎ + 0.077𝐴𝐾                        (4)   

 

here ARa, ATh and AK present activity concentration of 
226Ra, 232Th and 40K respectively. 

 

Annual effective dose value (𝐻𝐸)is calculated as 

following [18]: 

 

𝐻𝐸 = 0.75 × 𝑀𝑇 × 𝐴𝑖 × 𝐹                                         (5) 

 

where MT (kgy-1) is annual consumed quantity of 

tobacco mass which is estimated as 8.979 kg y-1 [4], MT 
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(kgy-1) is calculated estimating a smoker consumes 30 

cigarette per day or 24.6 g of tobacco per day in Ref. 

[4]. Ai stands the concentration of the ith radionuclide,  

F (SvBq-1) is dose conversation factor which is 4.8 × 

10−9 SvBq-1 for 214Pb, 1.2 ×10−8 SvBq-1 for 214Bi, 2.9 × 

10−8 SvBq-1 for 228Ac and 3.0 × 10−9 SvBq-1 for 40K [19].  

 

Excess lifetime cancer risk (𝐸𝐿𝐶𝑅) is calculated using 

following equation [4,20]: 

 

𝐸𝐿𝐶𝑅 = (∑𝐻𝐸) × 𝐷𝐿 × 𝑅𝐹                                     (6) 
 

where DL is duration of life (~70 years) and RF is the 

risk factor (0.05 Sv−1) [18,21],  

  

Total annual effective dose ∑𝐻𝐸 value is calculated as 

following: 

 

∑𝐻𝐸 

=
(𝐻𝐸(214𝑃𝑏)+𝐻𝐸(214𝐵𝑖))

2
+ 𝐻𝐸(228𝐴𝑐) + 𝐻𝐸(40𝐾)           (7) 

3. Results and Discussion 
 

MDA of 214Pb (351.93 keV), 214Bi (609.32 keV), 228Ac 

(911.20 keV), 137Cs (661.66 keV) and 40K (1460.82 

keV) are 4.64 Bqkg-1, 4.37 Bqkg-1, 8.44 Bqkg-1, 1.80 

Bqkg-1 and 32.71 Bqkg-1, respectively. Activity 

concentrations of 226Ra, 232Th and 40K for tobacco 

samples found higher in present studies in compare 

with MDA. 137Cs was not detected in any sample. 

Activity concentration of 226Ra, 232Th and 40K are 

shown in Table 1. Activity concentration of 226Ra 

calculated using mean value of 214Pb and 214Bi. Activity 

concentration of 226Ra ranges from 83±15 Bqkg-1 to 

325±45 Bqkg-1, the mean value of 226Ra is 157±20 

Bqkg-1. The activity concentration of 226Ra is the 

highest in sample-1 while the activity concentration of 
226Ra is lowest in sample-8.  

 

 

  Table 1. Activity concentration of 226Ra, 232Th, and 40K in tobacco samples 

Sample No 

226Ra 232Th 
40K (x103)** 

(Bqkg-1) 
214Pb 

(Bqkg-1) 

214Bi 

(Bqkg-1) 

Mean Value 

(Bqkg-1) 

(214Pb+214Bi)/2 

228Ac 

(Bqkg-1) 

1 307±46 343±46 325±45 183±33 4.22±0.53 

2 177±21 202±20 190±21 131±18 4.29±0.39 

3 149±19 183±19 166±19 98±13 3.17±0.25 

4 122±14 133±21 128±18 38±12 2.44±0.35 

5 162±24 188±14 175±19 104±14 4.17±0.34 

6 147±15 173±14 160±15 118±15 3.13±0.26 

7 85±14 109±13 97±14 111±18 2.25±0.19 

8 95±16 70±14 83±15 29±5 2.09±0.28 

9 153±18 169±13 161±16 95±14 3.61±0.36 

10 147±20 135±17 141±19 109±16 3.03±0.25 

11 233±36 229±34 231±35 207±37 5.06±0.90 

12 101±15 116±12 108±14 91±12 3.10±0.29 

13 110±15 126±12 118±14 99±13 3.03±0.25 

14 128±14 164±17 146±16 127±18 4.41±0.36 

15 185±23 208±20 197±21 125±19 4.52±0.48 

16 133±20 186±16 159±18 122±21 4.08±0.36 

Mean Value 152±21 163±19 157±20 112±17 3.54±0.37 

**Data can be found in Ref. [22] 

Activity concentration of 232Th varies from 29±5 Bqkg-

1 to 207±37 Bqkg-1. The mean value of activity 

concentration of 232Th is 112±17 Bqkg-1. The activity 

concentration of 232Th is highest in sample-11 while the 

activity concentration of 232Th is lowest in sample-8. 

The activity concentration of 40K varies from 

(2.09±0.28)x103 Bqkg-1 to (5.06±0.90)x103 Bqkg-1. The 

mean value of activity concentration of 40K is 
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(3.54±0.37) x103 Bqkg-1. Also, the activity 

concentrations of 40K can be found previous work in 

Ref. [22]. Among all the samples the highest value of 

activity concentration for 40K is found in sample-11 

while the lowest value in sample-8.  

Activity concentration of 40K is much higher than 

activity concentration of 226Ra and 232Th. This result is 

in aggreement with Ref. [23]. Activity concentration of 
40K and 226Ra are higher than 232Th because tobacco 

cultivated soil may be including high radioactivity or 

fertilizer and high activity concentration radionuclides 

can be transferred from roots to tobacco plant. General 

components of fertilizer are potassium, nitrogen, and 

phosphorus which are commonly used in the 

agriculture of tobacco plant [4]. The use of fertilizer in 

soil or cultivated area may bring enhancement in the 

radionuclide components.  The radionuclide (uranium, 

thorium, radium, and polonium) may be transferred 

from soil to root and different parts of plants such as 

leafs, grain and stem [24]. Distribution of activity 

concentration of 226Ra, 232Th and 40K in tobacco 

samples are shown in Fig.1, Fig.2 and Fig.3, 

respectively. 

 

Figure 1. Distribution of radioactivity concentration of 226Ra for tobacco samples and blue-dashed line represents mean 

value of 226Ra for tobacco samples in this study. 

 

Figure 2. Distribution of radioactivity concentration of 232Th for tobacco samples and blue-dashed line denotes mean value 

of 232Th for tobacco samples in this study. 
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Figure 3. Distribution of radioactivity concentration of 40K for tobacco samples and blue-dashed line denotes mean value of 
40K for tobacco samples in this study. 

Values of radium equivalent activity(𝑅𝑎𝑒𝑞), annual effective dose (HE) for 214Pb, 214Bi, 228Ac and 40K, seperately 

and total value of annual effective dose (∑HE) and excess lifetime cancer risk (ELCR) of tobacco samples were 

calculated and these values are presented in Table 2.  

Table 2. Annual effective dose evaluations for tobacco samples 

 

Total annual effective dose (HE) varies from 0.05 

mSvy-1 to 0.16 mSvy-1, the mean value of total annual 

effective dose is 0.10 mSvy-1.  The value of ELCR 

gives information about possibility of growing cancer 

excess of lifetime at a certain exposure level and so this 

value has no units [4] .Value of excess lifetime cancer 

risk (ELCR) varies from 0.18×10-3 to 0.55×10-3, the 

mean value of ELCR is 0.36×10-3 which is higher than 

mean value of 0.29×10-3 reported by the UNSCEAR 

report [1, 17]. Increasing value of ELCR brings about 

breast, prostate or even blood cancer [25]. Value of 

radium equivalent activity, total annual effective dose 

and excess lifetime cancer risk are the highest in 

sample-11 and sample-8 is the lowest.Comparison 

between natural radioactivity concentrations in 

tobacco samples with previous studies and this study is 

shown in Table 3.  

 

Sample No 
Raeq 

(Bqkg-1) 

HE (214Pb) 

(µSvy-1) 

HE (214Bi) 

(µSvy-1) 

HE (228Ac) 

(µSvy-1) 

HE (40K) 

(µSvy-1) 

∑HE  

(mSvy-1) 
ELCR (x10-3) 

1 911 9.91 27.69 35.71 85.21 0.14 0.49 

2 707 5.71 16.36 25.54 86.70 0.12 0.43 

3 550 4.81 14.75 19.12 63.99 0.09 0.33 

4 370 3.93 10.79 7.46 49.21 0.06 0.23 

5 644 5.23 15.16 20.29 84.28 0.11 0.40 

6 569 4.75 14.01 23.01 63.19 0.10 0.33 

7 429 2.76 8.84 21.59 45.54 0.07 0.26 

8 285 3.06 5.69 5.72 42.23 0.05 0.18 

9 509 4.94 13.69 18.61 72.98 0.10 0.35 

10 530 4.76 10.91 21.27 61.23 0.10 0.32 

11 917 7.52 18.47 40.41 102.37 0.16 0.55 

12 477. 3.25 9.37 17.71 62.73 0.09 0.30 

13 493 3.57 10.17 19.33 61.35 0.09 0.31 

14 667 4.13 13.25 24.75 89.19 0.12 0.43 

15 723 5.99 16.80 24.33 91.50 0.13 0.45 

16 648 4.29 15.05 23.74 82.53 0.12 0.41 

Mean Value 594 4.91 13.81 21.79 71.51 0.10 0.36 
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 Table 3. Natural radioactivity concentrations in tobacco samples other studies. 

 

 

 

 

 

 

 

4. Conclusion and Outlook 

Natural radioactivity concentration of 226Ra, 232Th, 40K, 

radium equivalent activity, annual effective dose, total 

annual effective dose and excess lifetime cancer risk 

were calculated using high purity gemanium detector 

(HPGe). 

As shown in Table-3, activity concentration of the 
238U, 232Th and 40K are the lowest value in Greece 

region [19] and Baghdad Market [28], respectively. In 

present study, 238U, 232Th and 40K activity 

concentration of tobacco samples are higher than other 

studies. Because the activity concentration of natural 

radionuclides can be affected by the area where the 

tobacco is planted and the geological characteristics of 

the zone [28]. As a result, the activity concentrations 

of radionuclides may vary depending on the geological 

characteristics of the soil where tobacco plants are 

grown and the amount of fertilizer. 

Distribution of particulate size, inhalation type, 

aerodynamic and electrical properties of particle, 

dissipation and solubility in the lung as well as the rate 

of the radionuclides in the smoking products are 

required to determine prediction of dose effect from 

smoking [22]. This study is first step to prediction of 

the dose effect from smoking. In the future, all these 

paramaters can be investigated. 
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 Abstract  

In this study, undoped MgO and titanium (Ti4+) doped MgO ceramics were synthesized using 

the solid state-assisted solution combustion synthesis method. The structural characteristics 

were investigated using X-ray diffraction (XRD) and scanning electron microscope (SEM). 

TL curves of the MgO:Ti4+(0.1%wt) ceramic consist of three TL peaks located at 70, 250 and 

290 oC with a heating rate of 2 oC/s after 1 Gy beta dose. Radioluminescence (RL) 

characteristic of the MgO:Ti4+(0.1%wt) ceramic was studied with excitations between 200 - 

1000 nm. It was found to be the four emission bands the maximums located at 327 nm (~3.79 

eV), 694 nm (~1.78 eV), 715 (~1.73 eV), and 745 (~1.66 eV). Some dosimetric characteristics 

such as TL curve, reusability, dose-response, of the ceramic were investigated using the 

thermoluminescence (TL) technique using beta radiation of 90Sr/90Y. Dose-response 

characteristics showed the integrated TL signals between 170-350 oC exhibited a linear up to 

20 Gy. The experimental results showed that if it is developed of the MgO:Ti4+(0.1%wt) 

ceramic can be considered as a dosimetric material with suitable properties in personal and 

medical applications. 
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1. Introduction  

Thermoluminescence dosimeters (TLDs) are used in 

many fields such as clinical, radiological as well as 

environmental. The materials close to tissue equivalent 

(Zeff:7.25) are very important in clinical applications 

such as radiological examinations and therapeutic 

treatments.  Magnesium oxide (MgO) known as 

magnesia, a p-type semiconductor with a wide 

bandgap (Eg = 7.8 eV), has been received great 

attention because of its fundamental and practical 

applications. As well as chemical stability, it has non-

toxicity, tissue-equivalent with 10.7. It has a melting 

point of ~ 2850 oC. It has a single phase, with rock salt 

structure (fcc) like oxides of other alkaline earth 

metals, cubic structure with lattice parameters a=b=c 

4.23 Å. MgO ceramic is one of the investigated host 

materials in radiation dosimetry. But pure MgO does 

not exhibit high luminescence TL sensitivity to 

ionizing radiation, so researchers have been 

synthesized it with various dopants to improve the 

radiation sensitivity [1-6]. In the literature, there are 

many synthesis methods such as solution combustion, 

precipitation sol-gel, solid-state., etc. Wang et al., 

(2009) reported titanium doped MgO synthesized with 

a chemical coprecipitation method [7]. They studied  

 

the structure analysis of the synthesized nanopowders 

using XRD, X-ray fluorescence (XRF), differential 

thermal analysis (DTA) and transmission electron 

microscope (TEM). Bokhimi et al., (1999) reported the 

MgO-TiO2 system produced by sol-gel. They produced 

a stable phase of the MgO-TiO2 system such as 

periclase, anatase, and rutile [8]. Barron et al., 2016 

reported that TL dosimetric properties of MgO:Ce3+ 

synthesized by the solution combustion synthesis. 

They calcined it at 900 oC for 2 h in the air atmosphere. 

They have been studied its structural characterization 

with XRD and SEM. They were found to be linear 

between 0.08 and 5.33 Gy [2]. Rao et al., (1992) 

reported using various magnesium salts such as 

Mg(NO3)2 and their combination with magnesium 

oxide in a presence flux. They studied their emission 

characteristic. Structural characterization produced 

materials studied with XRD analysis. The emission 

spectra of Tb doped MgO as six peaks have been 

recorded [6]. Recently, Mokokeng et al., (2020) 

reported the thermoluminescence properties of 

MgO:Al,Li synthesized by microwave-assisted 

http://dx.doi.org/10.17776/csj.737307
https://orcid.org/0000-0002-2685-1562
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solution combustion synthesis. They studied XRD, 

Energy band gap using Kubelka-Munk relation and 

some dosimetric properties such as dose-response [4]. 

Depending on the synthesis methods TL glow curve 

shape varies significantly in such way that synthesized 

by many researchers: Barron et al (2016) [2] reported 

74 oC for MgO, 103 oC for MgO:Ce and  243 oC for 

MgO:Ce,Li; Oliviere et al., (2019) [5] reported the 

main dosimetric TL Peak 80 oC for MgO:Ce,Tm; 180 
oC for MgO:Ce,Sm; 180 oC for MgO:Tb,Sm; 180 oC 

for MgO:Ce,Sm,Li; and 460 oC for MgO:Ce,Yb,Li; 

Barron reported the main dominant TL peak 

80,215,270 oC for MgO:Ce,Li; Barron et al., (2011) [9] 

reported the temperature TL Peak at 70 oC for undoped 

MgO, 75 oC for MgO:Tm,Li, (70 and 220) oC for 

MgO:Tb,Li; and 330 oC for MgO:Eu,Li and Recently 

Mokofeng et al., (2020) [4] reported the dominant TL 

Peak TL 105 oC for MgO:Al,Li. 

In the literature, there are many synthesis methods for 

the synthesis of luminescent materials. The material 

cannot be synthesized in a single step in methods such 

as sol-gel and solid state, which are problems of energy 

and time consumption. Unlike this method, solution 

combustion synthesis (SCS) is a versatile, simple and 

rapid process, time- and energy saving method which 

allows the effective synthesis of a variety of 

nanosized/polycrystal materials. It can be used that 

chemicals can be dissolved in water such as nitrate in 

the SCS method. In this study, the SCS method could 

not be used directly because of the Ti4+ ion (TiO2) 

cannot be dissolved in water to obtain MgO:Ti4+ 

ceramic. Ti4+ activated MgO ceramic was able to 

synthesis using the solid state assisted solution 

combustion synthesis method. Solid state assisted 

solution combustion synthesis method has been 

effectively used to produce powders in shorter times in 

comparison with the solid-state synthesis methods. In 

this study, the structural characterization of the 

synthesized MgO:Ti4+ ceramic was studied with x-ray 

diffraction (XRD) and scanning electron microscope 

(SEM). Besides, radioluminescence (RL) was also 

studied. Some dosimetric properties of the ceramic 

were investigated using TL techniques. 

2. Materials and Methods 

Undoped and titanium (Ti4+) doped MgO ceramics 

were synthesized as follows using solid-state assisted 

solution combustion method: To produce undoped 

MgO powder with  the solution combustion synthesis 

method (SCS), magnesium nitrate hexahydrate 

(Mg(NO3)2x6H2O, ACS reagent, 99%, Sigma Aldrich) 

as the source of Mg, glycine (C2H5NO2, ReagentPlus, 

99%, Sigma Aldrich) as a fuel was dissolved via 

magnetic fish in the 200 ml ionized water and placed 

on the hot plates at 100 oC  for 30 minutes. After 30 

min, the temperature of the hot plate was increased up 

to 250 oC until the water of the solution was held up. 

The powder materials were calcined at 800 oC for 2 

hours to remove CO2, N2., i.e gases. Because Titanium 

oxide (TiO2, powder, 99.8% trace metals basis, Sigma 

Aldrich) cannot be dissolved in water, the obtained the 

powders to TiO2 as a dopant pre-determined weight of 

Titanium in the range of 0.1 to 1 %wt by using the 

solid-state method was doped. Mix powders at agate 

mortar were kindly mixed separately. The pellets with 

using 30 mg powder were done under 860 kP using 

Carver Machine. Pellet samples were sintered at 1200 
oC for 2 h to obtain the crystal form of 

MgO:Ti4+(0.1%wt). In the end of this temperature 

process, ceramics, i.e., undoped MgO, 

MgO:Ti4+(0.1%), MgO:Ti4+(0.5%) and MgO:Ti4+(1%) 

ceramics were obtained. Solid state assisted solution 

combustion synthesis method has been effectively 

used to produce powders in shorter times in 

comparison with the solid-state synthesis methods.  

The X-ray diffraction (XRD) pattern of the 

MgO:Ti4+(0.1%wt) ceramic was recorded with a 

PANalytical EMPYREAN XRD diffractometer 

equipped with a copper and cobalt X-ray tube using 

Cu-Kα radiation (λ=0.1541 nm). XRD pattern was 

recorded in the range from 20o to 80o with the step of 

0.0001˚ in the powder form of the MgO:Ti4+(0.1%wt) 

ceramic. The structural characterization of the ceramic 

was performed using a FEI Quanta 650 SEM 

instrument, field-emission with 30–100 kV 

accelerating voltage and 100 nA probe current. SEM 

image of the powder MgO:Ti4+(0.1%wt) ceramic was 

taken at 5.000X magnification. The radioluminescence 

(RL) spectra of the undoped MgO and 

MgO:Ti4+(0.1%wt) pellet ceramics were taken using a 

homemade RL system that has an attached Ocean 

Optics model QE Pro (Ocean Optics USB-2000, 

Inc.,Dunedin, FL, USA) by f/2 collimator in front of 

fiber optic cable (1mm core diameter, transmission 

between 200 and 1100 nm) throughout the CCD 

detector while irradiating by mini x-ray tube operated 

at from 4 kV up to 40 kV for stimulating the ceramics. 

RL measurements of ceramic pellets were recorded in 

the range from 200 to 1000 nm. All TL measurements 

were carried out by the Riso TL/OSL DA-20 device, 

equipped with a 90S/90Y beta source (40 mCi) in 

calibrated geometry and delivering a dose rate of 6.689 

Gy/min. A Schoot BG 39 filter was used at all TL 

measurements in the front of Photo Multiple Tube 

(PMT), which is EMI 923QB.  In this study, the 

dosimetric characteristic of MgO:Ti4+(0.1%wt) pellet 

ceramics were investigated by taking the integrated TL 
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signals between 170-350 oC, which is the main 

dosimetric TL peak of ceramic. In this study, unless 

otherwise stated, all TL measurements were recorded 

using pellet ceramic. The same samples ceramics were 

used all TL experiments and before ceramics were 

annealed at 400 oC for 20 min. TL curves were 

recorded with the heating rate of 2 oC/s after preheating 

170 oC, following 1 Gy dose. 

       3.   Results and Discussion 

3.1. X- ray diffraction (XRD)  

X-ray diffraction (XRD) analysis was carried out to 

determine whether the material has the targeted crystal 

structure after a series of temperature process to obtain 

crystal form and also whether the amount of dopant 

ions concentration changes the main crystal structure. 

The MgO:Ti4+(0.1%wt) ceramic synthesized using 

solid-state assisted SCS after calcination at 800 °C for 

2 h and following it sintered at 1200 °C for 2 h was 

determined using the XRD analysis. Fig. 1 shows the 

XRD pattern of the MgO:Ti4+(0.1%wt) ceramic. The 

diffraction peaks of the MgO:Ti4+(0.1%wt) ceramic 

matched to the standard ICDD number of 98-015-7523 

in terms of peak position and intensity. The crystal 

structure was cubic with lattice parameters 

a=b=c=4.235 Å. The XRD results indicated the 

crystalline phase of MgO:Ti4+(0.1%wt) the dominating 

for these temperature processes. XRD results showed 

that Ti4+ introduced to MgO lattice did not significantly 

change the crystal lattice of MgO. As a result, the 

material was successfully synthesized using the solid 

state assisted solution combustion synthesis method. 

 

Figure 1. XRD patterns of the MgO:Ti4+(0.1%wt) ceramic 

with reference peaks (PDF Card No:98-015-7523). 

 

 

 

3.2. Scanning electron microscope (SEM) 

The scanning electron microscopy (SEM) was used to 

examine the surfaces of the MgO:Ti4+(0.1%wt) 

ceramic. The surface morphology of the 

MgO:Ti4+(0.1%wt) ceramic powder was taken at 

5.000X magnification. Fig. 2 shows the SEM image of 

the ceramic synthesized using solid-state assisted SCS 

after calcination at 800 °C for 2 h and following it 

sintered at 1200 °C for 2 h. As seen in Fig. 2, the SEM 

images show the non-homogeneous and irregular 

shape structure. These structures were likely attributed 

to the non-uniform temperature distribution during 

synthesis.    

 

 
 
Figure 2. SEM image of the MgO:Ti4+(0.1%wt) ceramic. 

Magnification is 5.000X. 

 

3.3. Radioluminescence (RL) 

Radioluminescence (RL), known as also X- ray 

Lumimnecence (XL), spectra were measured to study 

the morphology of bulk and surface defects involved 

in the luminescence processes stimulated by the 

volume penetrated by ionizing radiation. RL spectra of 

the undoped MgO and MgO:Ti4+(0.1%wt) pellet 

ceramics were recorded in the range from 200 nm to 

1000 nm at room temperature. Fig 3. shows the RL 

spectra of the undoped MgO and MgO:Ti4+(0.1%wt) 

ceramics. The three emission peaks for undoped MgO 

was recorded at near-infrared regions at 694, 715, 745 

nm. When Ti4+ was introduced to MgO lattice crystal, 

the four emission peaks were located at 327, 694, 715 

and 745 nm. As seen in Fig. 3, both undoped MgO and 

MgO:Ti4+(0.1%wt) ceramics show similar peak shape 

and maximum, which indicates that the luminescence 

most likely originated from the same groups of traps. 
 

 

 

 

https://www.sciencedirect.com/science/article/pii/S0969806X19301604#fig2
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Figure 3. Radioluminescence (RL) spectra of the undoped 

MgO and MgO:Ti4+(0.1%wt) ceramics in the range of 200-

1000 nm. 

 

3.4. TL glow curve 

Fig. 4 shows the comparison TL curves of undoped 

MgO, MgO:Ti4+(0.1%wt), MgO:Ti4+(0.5%wt) and 

MgO:Ti4+(1%wt) ceramics after 1 Gy beta dose with a 

heating rate of 2 oC/s from room temperature to 450 oC. 

TL curve of the undoped MgO consists of three TL 

peaks located at 90 oC, 250 oC and 290 oC, respectively. 

The main dosimetric TL peak characteristic of 

undoped MgO is 250 oC and 290 oC does not 

significantly change when the Ti4+ ions are introduced 

to the crystal lattice of MgO. TL signals of the main 

dosimetric TL peak that located between 190 and 350 
oC has been increased by ~7.5, 5.6 and 4.2 times for 

MgO:Ti4+(0.1%wt), MgO:Ti4+(0.5%wt) and 

MgO:Ti4+(1%wt), respectively while TL signals at 90 
oC is decreasing by ~ 0.4, 0.24 and 0.14 times for 

MgO:Ti4+(0.1%), MgO:Ti4+(0.5%wt) and 

MgO:Ti4+(1%wt), respectively. The best TL signal was 

recorded for MgO:Ti4+(0.1%wt). With the 

incorporation of Ti4+ ions into the MgO lattice, Ti4+ 

doping can lead to increasing the trap centers 

(recombination centers) in the forbidden gap of the 

ceramic. Dosimetric characteristics of the 

MgO:Ti4+(0.1%wt) ceramics were investigated among 

the aforementioned ceramics. The high TL peaks of the 

MgO:Ti4+(0.1%wt) located at 250 and 290 oC are 

suitable  for dosimetric investigation. 

 

 
 

Figure 4. TL curves of the synthesized all ceramics, i.e., 

undoped MgO, MgO:Ti4+(0.1%wt),MgO:Ti4+(0.5%wt) and 

MgO:Ti4+(1%wt) after 1 Gy dose. 

 

3.5. Preheat experiment 

Preheat experiments are important for the study of 

thermal stability and in the identification of the nature 

of the traps responsible for the TL signals. In order to 

determine the preheat temperature of the 

MgO:Ti4+(0.1%wt) ceramic, TL curves were 

separately recorded after preheating at pre-determined 

temperatures between 50-300 oC with the step of 10 oC 

and 20 oC for preheating temperature time of 10 s after 

1 Gy dose, following after the ceramic were annealed 

at 400 oC for 20 min. Then, a TL reading at a heating 

rate of 2 °C/s up to 450 °C was performed in order to 

delete residual signals each after TL measurements. 

The integrated TL signals between 170-350 oC were 

recorded. The graphic was drawn integrated TL signals 

vs preheat temperature (Fig 5.). As seen in Fig. 5., 

temperature about 200 oC has a stable region, if the 

temperature region >200 oC, the sharp reduce is 

recorded up to 300 oC. The main reason for this 

reduction is the decrease of trapped charge population 

in this range temperature. The preheat temperature of 

the MgO:Ti4+(0.1%wt) temperature was selected as a 

170 oC. Guckan et al., (2020) [3] reported OSL preheat 

temperature of MgO:Na,Li ceramic as a 130 oC  for 

10s. 
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Figure 5. The graphic of preheating for MgO:Ti4+(0.1%wt) 

ceramic in the range from 50-300 oC after 1 Gy dose. 

 

3.6. Dose-response experiment 

TL sensitivity of thermoluminescent dosimeter (TLD) 

phosphor to ionizing radiation would ideally be linear 

over a range of doses.  Dose-response of the 

MgO:Ti4+(0.1%wt) ceramic was studied in the range of 

0.1 Gy–20 Gy. The dose values were taken as 0.1, 0.2, 

0.5, 1, 2, 5, 10 and 20 Gy. TL curves were recorded 

after preheating at 170 oC for 10s with a heating rate of 

2 oC/s from room temperature to 450 oC for each dose. 

Fig. 6 shows a graphic of the integrated TL signals 

between 170-350 oC data versus absorbed dose. The 

data points were fitted with a linear function which is 

given y=a+bx, where and its parameters were given as 

insert table in Fig 6. The slope of the plotted graphic 

was found to be 1.03.  The results indicate the response 

of ceramics was linear in the 0.1 Gy to 20 Gy. 

 

 

Figure 6. Dose-response of the MgO:Ti4+(0.1%wt) ceramic. 

 

3.7. Reusability experiment 

Reusability is one of the most significant properties 

that almost every dosimetric material should possess. 

One of the biggest advantages of thermoluminescence 

dosimeters (TLDs) is that it can be used repeatedly. 

The reusability characteristic of the ceramics was 

studied up to ten experimental cycles under beta 

radiation. The TL curves were recorded with a heating 

rate of 2 oC/s after preheating 170 °C for 10 s after 1 

Gy beta dose. Then A TL readout was done to delete 

the remaining signals after reading. Fig. 7 shows (a) the 

normalized integrated TL signals which are between 

170-350 oC versus the number of experimental cycles 

(b) TL glow curves after reading. As seen in Fig. 7., the 

reusability showed at 4% standard deviation up to the 

first readout at the end of ten cycles. This deviation 

might originate from; (i) variations in the effective 

number of total traps, (ii) reader system.etc. This 

deviation was with acceptance limits of 5% [10]. As a 

result, the ceramic possesses a good reusability under 

the same experimental conditions. 

 
 

 
 

Figure 7. (a) Normalized TL signal (Integrated 170-350 oC) 

according to the first TL read, (b)TL glow curve after 

preheating 170 oC up to ten experimental cycles. 
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4. Conclusions 
 

In this study, the SCS method could not be used 

directly because of the Ti4+ ion (TiO2) cannot be 

dissolved in water to obtain the titanium doped MgO 

ceramics. Ti4+ doped MgO ceramic was able to 

synthesis the using the solid state assisted solution 

combustion synthesis method. The structural 

characterization of the synthesized ceramic was 

studied using the XRD and SEM techniques. XRD 

results showed that MgO:Ti4+(0.1%wt) ceramic was 

successfully synthesized by the abovementioned 

method. RL characteristic of the ceramic showed four 

emission peaks located at 327, 694, 715 and 745 nm. 

Some dosimetric properties of the MgO:Ti4+(0.1%wt) 

ceramic such as dose-response, reusability were 

reported. The dose-response was studied in the range 

from 0.1 to 20 Gy, showing a linear response over this 

range. The ceramic has good reusability up to 10 cycles 

with the standard deviation of 4% according to the first 

TL readout under the same experimental condition. 

The experimental results showed that if it is developed 

this ceramic can be considered as a dosimetric material 

with suitable properties in personal and medical 

applications. 

 

Acknowledgments  

 

The author would like to address a special thank you to 

Prof. Dr. Zehra Yegingil. Besides, the author wants to 

address thank research assistant Volkan Altunal and 

PhD student Veysi Güçkan for their support for TL 

measurements. This research was supported by the 

NATO (Science for Peace and Security Programme) 

under project number SFP MYP G5647. 

 

Conflicts of interest 

The author state that did not have conflict of interests. 

 

References 
 

[1] Alajerami Y., Hashim S., Ghoshal S., Saleh S., 

Kadni T.,Saripan M., Alzimami K., Ibrahim Z., 

Bradley D., The effect of TiO2 and MgO on the 

thermoluminescence properties of a lithium 

potassium borate glass system, J. Phys. Chem. 

Solıds., 74 (2013) 1816-1822. 

[2] Barrón V.R.O., Ochoa F.M.E,. Vázquez C.C., 

Bernal R., Thermoluminescence of novel MgO–

CeO2 obtained by a glycine-based solution 

combustion method, Appl. Radıat. Isotopes., 117 

(2016) 86-90. 

[3] Guckan V., Altunal V. Ozdemir A., Yegingil. Z., 

Optically stimulated luminescence of MgO:Na,Li 

phosphor prepared using solution combustion 

method, J. Alloy. Compd., 835 (2020) 155253 

[4] Mofokeng S., Noto L., Mlotswa D., Orante-

Barrón V., Dhlamini M., Thermoluminescence 

properties of MgO:Al3+,Li+ prepared by 

microwave-assisted solution combustion method, 

Physica B., (2020) 412008. 

[5] Oliveira L., Yukihara E, Baffa O., Lanthanide-

doped MgO: A case study on how to design new 

phosphors for dosimetry with tailored 

luminescent properties, J. Lumin., 209 (2019) 21-

30. 

[6] Rao R., Duley W., Preparation and luminescence 

of MgO:Tb phosphors, J.  Mater. sci, 27 (1992) 

5883-5886. 

[7] Wang W., Qiao X., Chen J., Tan F.,  Li H., 

Influence of titanium doping on the structure and 

morphology of MgO prepared by coprecipitation 

method, Mater. Charac., 60 (2009) 858-862. 

[8] Bokhimi X, Boldú J,Munoz E., Novaro O.,, López 

T,  Hernández J., Gómez R., García-Ruiz A., 

Structure and composition of the nanocrystalline 

phases in a MgO− TiO2 system prepared via Sol− 

Gel technique, Chem. Mater., 11 (1999) 2716-

2721. 

[9] Orante-Barrón V., Oliveira L, Kelly J., Milliken 

E., Denis G, Jacobsohn L., Puckette J., Yukihara 

E., Luminescence properties of MgO produced by 

solution combustion synthesis and doped with 

lanthanides and Li, J. Lumin., 131 (2011) 1058-

1065 

[10] Furetta C, Handbook of thermoluminescence, 

Singapore: World Scientific,  (2010). 

 



 

Cumhuriyet Science Journal 
e-ISSN: 2587-246X                                             Cumhuriyet Sci. J., 42(1) (2021) 170-176 
   ISSN: 2587-2680                                                             http://dx.doi.org/10.17776/csj.773537    

 

  

*Corresponding author. e-mail address: hamdisukurkilic@selcuk.edu.tr 

http://dergipark.gov.tr/csj     ©2021 Faculty of Science, Sivas Cumhuriyet University 
 

Systematic discrimination of heptane isomers with femtosecond laser 

linear time of flight mass spectrometry 

Yasemin GÜNDOĞDU 1, 2  , Mehmet TAŞER 3  , Hamdi Şükür KILIÇ 2, 3, 4 ,*  

1Selcuk University, Kadınhanı Faik İçil Vocational High School, Department of Computer Technologies, Konya / TURKEY  

2Selcuk University, Directorate of Laser Induced Proton Therapy Application and Research Center, Konya / TURKEY 

3Selcuk University, Faculty of Science, Department of Physics, Konya / TURKEY 

4Selcuk University, Directorate of High Technology Research and Application Center, Konya / TURKEY 

        

 Abstract  

The dissociative ionization processes of heptane molecule with nine isomers have been 

investigated and presented experimentally in detail by courtesy of femtosecond laser mass 

spectrometry technique with a fundamental wavelength of 800 nm and 90 fs pulse duration in 

this study.  It has been aimed to show that the classification of heptane isomers using factor 

analysis as statistical method reducing the dimension of obtained data.  The main mass ratio 

of heptane isomers is known as m/z 100 which is obtained.  The dissociation process on the 

parent molecule was dominant at the laser intensity about 1.42 x 1014 W/cm2 used for all 

isomers.  The ions obtained by the breakdown of the main ion peak were primarily determined 

as factors which were clearly distinguished from each other according to factor 1 and factor 2 

axes by applying factor analysis. 
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1. Introduction  

Alkanes are saturated hydrocarbons with sp3 hybrid 

orbitals with some general properties reactive and low 

biological activity.  In addition, the carbon atoms in the 

alkane group are covalently bonded to each other.  

Isomers of heptane molecule are known as the aliphatic 

alkanes (CnH2n+2) molecules which are called saturated 

hydrocarbons [1].  Alkanes are formed by bonding 

hydrogen atoms and carbon atoms to a single carbon-

carbon bond.   At the same time, another common 

feature of the molecules in this group is that they are 

colorless and odorless [2, 3].  The structure forms of 

heptane isomers (C7H16) alkane group molecules are in 

chain structure [4] which are formed by different 

binding of the methyl (CH3) group to carbon atoms 

included in the class of organic molecules [5, 6].  

Heptane isomers are all important organic molecules in 

which their solubilities are well due to low 

reactivity just as water.  The understanding of the 

character of the heptane molecule will contribute to 

technology by expanding its areas of use.  

Mass spectroscopy (MS) technique and statistical 

approaches are well known methods to understand 

structures of chemical, biological or other types 

materials.  MS technique has been used in the process 

from the mid-19th century to the present.  After the 

discovery of laser in 1960s, laser ionization mass 

spectrometry is one of the most widely used techniques 

in research studies [7].  The most widely used energy 

source in mass spectrometry in recent years seems to 

be lasers.  Mass spectrometry is also used to determine 

the molecular characteristics of chemical or biological 

samples with different laser types.  Molecular analysis 

of high purity metals, alloys, semiconductors, 

insulators, biological and medical materials, geological 

samples, nuclear and radioactive materials can be 

carried out accurately by MS [8-11]. 

Studies on the determination of thermodynamic, 

structural and dynamic properties of heptane isomers 

are presented in literature, but information on the 

studies on molecular ionization / fragmentation / 

dissociation processes are limited [5, 6].  In this work, 

it has been elaborated on dissociative ionization of 

heptane isomers, and some of their physical and 

chemical properties of heptane isomers have also been 

discussed using their mass spectra.  Factor analysis 

(FA) has been applied to focus the distinguish its 

isomers [12-18].  Femtosecond laser mass 

spectrometry (FLMS) makes possible to detect and 

analysis molecules which have been developed by 

group members as an important analytical tool in MS 

http://dx.doi.org/10.17776/csj.773537
https://orcid.org/0000-0003-2020-9533
https://orcid.org/0000-0001-5307-9099
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technique [8]. Studies on the ionization, dissociation 

and fragmentation processes of different types of 

molecules are included by using time of flight mass 

spectrometry in literature [8-11, 19]. 

FA has been used commonly in social sciences and in 

psychology initially, but currently, the method is 

widely used to distinguish chemicals as well as all 

areas of science.  FA has been defined and situated as 

a multi-variation analysis method in literature and 

applied to the obtained spectra and the results 

compared to those obtained from some other statistical 

approaches [20-23].  

Interpretation of mass spectra take quite a long time 

and also these data are massive and large dimensional.   

The main purpose of the application of the FA 

statistical technique is to achieve the most important 

information from the data obtained.  In general mass 

spectra are monitored using imaging technique, using 

statistical approaches give more information such as 

monitoring, discrimination and also investigation.  The 

most important goal in distinguishing isomers, which 

are very similar to each other, is to reach a more 

advanced position in distinguishing cancer and healthy 

tissues [22, 23]. 

In this study, FA statistical approach has been used to 

analyse isomers of heptane organic molecule.  The 

factors mentioned characteristic peaks in the mass 

spectrum recorded with a computer program and FA 

statistical approach has been applied to the results to be 

analysed.   The main objective of this study is on to 

distinguish and classification of nine heptane isomers 

of heptane molecule by gathering the most important 

information from the spectral data using factor 

analysis.  In this way, reducing the dimensions of data 

makes the explanation of spectra is much simpler.  The 

discrimination of the nine-isomer of heptane molecule 

obtained in this study by factor analysis paves the way 

for the differentiation of multiple cancerous and 

healthy tissues [21-22]. 

 

2. Materials and Methods 

2.1 Femtosecond laser properties 

The femtosecond (fs) laser system connected to a 

home-made linear time of flight mass spectrometer 

system was used to analyse the liquid form of nine 

heptane isomers to distinguish them by using FA 

method.  

The experimental apparatus used in this study depicted 

in Figure 1 consists of a femtosecond laser system, a 

vacuum chamber and a data acquisition system.  The 

fe laser system consists of three main parts which are 

an oscillator, and amplifier and a optical parametric 

amplifier (OPA) systems.  The oscillator (Ti: Light, 

Quantronix, NY, USA) delivers 90 fs laser pulses at 

800 nm wavelength with an 85 MHz repetition rate.  

The amplifier (Integra-C-3.5, Quantronix, NY, USA) 

is pumped by Ti-Light oscillator and generates 

amplified laser pulses at 800 nm wavelength and 90 fs 

laser pulses at a 1-3 kHz repetition rates.  The laser 

amplifier system produces maximum 3.5 W power per 

pulse and its output is controlled by using a circular 

neutral density filter and the energy of the laser beam 

was measured by using a neutral density filter.  

Experimental details used in this study have been 

described in detail in previous studies [9, 20-23] 

 

Figure 1. Schematic representation of heptane isomers a) n-

heptane, b) 2-methylhexane, c) 3-methylhexane, d) 2,2-

dimethylpentane, e) 3,3-dimethylpentane, f) 2,3-

dimethylpentane, g) 2,2,3-Trimethylbutane, h) 2,4-

dimethylpentane, i) 3-ethylpentane, j) experimental systems 

consist of a femtosecond laser system, vacuum chamber and 

data acquisition systems. 
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2.2 Linear time of flight mass spectrometer 

properties 

The Linear time of Flight (L-TOF) mass spectrometer 

system was built in local industrial zone in Konya, in 

the design of Wiley and Mclaren [24].  The background 

pressure in the vacuum chamber can be pumped down 

to several times 10-8 mbar, but during the experiment, 

sample pressure was kept very stable about 1.6x10-6 

mbar [21-23, 25]. 

The mass spectra signal was taken by a MCP detector 

directly to an oscilloscope and recorded in a four 

channel fast digital oscilloscope (LeCroy, 

WaveRunner 64Xi, 600 MHz) connected with a server 

computer.  All recorded mass spectra were taken 

averaging over 1000 laser shots and recorded as mass 

spectra in oscilloscope.  The spectra of the heptane 

isomers have been recorded using laser intensities from 

7.12 x 1012 W/cm2 to 1.42 x 1014 W/cm2.  The fs laser 

beam was sent to the laser ionization area in the mass 

spectrometer where it was focused down to several 

micrometers (µm) spot area using a lens with a focal 

length of 25 cm. The purities of used heptane isomers 

are ≥ 99% in this study. 

3. Results and Discussion 

FA has been known as one of the dimension reduction 

methodological approach.  Linear combination of used 

factors is given as: 

Fi = Wi1X1 + Wi2X2 + Wi3X3 + . . . + WikXk  

Fi = ith Factors 

Wi = ith Score correlation 

k = the number of variables 

ith set factor score coefficient explains the maximum 

value of the total variance of the factor [23].  Generally, 

the formula for factor analysis is given by Equation 1 

𝑆 = 𝑉 𝑓𝑅 𝑓𝑉 𝑓 + (𝐷𝑠 − 𝐻)    

    (1) 

where S is the correlation matrix of existing variables.    

V f is orthogonal and therefore Rf is defined as an 

identity matrix.  After then, the equation 1 is simply 

rewritten to be 

𝑆 = 𝑉 𝑓𝑉 𝑓 + (𝐷𝑠 − 𝐻)     

                (2) 

where Ds is a diagonal matrix with diagonal elements 

S, and H is another diagonal matrix.  The diagonal 

elements of Ds - H are monovalent in equation 2.  The 

factor analysis calculations were carried out by Matlab 

program considering equation 1 and equation 2 

procedure for determined f factors [23, 27, 28]. 

The m/z 27, 29, 39, 40, 41, 42, 43, 44, 53, 55, 56, 57, 

58, 69, 70, 71, 85 and 100 values were used as factors 

in this study.  Main peaks in mass spectra of heptane 

molecule according to the information for the organic 

compounds mass/charge (m/z) ratios were obtained by 

only one electron ionization in NIST database [29].  

Algorithm of factor analysis applied in this work is 

given as in figure 2. 

 
Figure 2. Implemented process of factor analysis to 

heptane isomers is given. 

According to Figure 2, the first of all, the analysis of 

heptane isomers using FLMS method was recorded by 

performing experiment using different laser powers 

with the wavelength of 800 nm.  The experimental 

process was completed by using the parameters given 

in the experimental part by storing 10 consecutively 

data savings by courtesy of a four channels digital 

storage oscilloscope from each spectrum, keeping all 

parameters constant at the same laser power.  Since all 

recorded spectra were obtained from the oscilloscope 

depending on the flight time where all flight times were 

converted to mass units according due to the formula 

m = at2 + b.  One of the important conditions in the 

experimental process is determination of optimum 

laser parameters such as laser pulse power, focal point 

and laser incidence angle.  At the same time, it is very 

important to keep the vacuum conditions stable during 

the experiment.  Keeping all of the determined laser 

parameters unchanged during the experiment will 

minimize the experimental error.  In the next step, after 

ensuring the data is recorded carefully, the largest peak 

in the spectra recorded in m/z was normalized and 

normalization was applied to all spectra.  All these 

processes were carried out using a MATLAB code 

produced by our group.  The resulting data were plotted 

and shown in Figure 5. 
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3.1 Femtosecond laser ionization of heptane 

isomers  

It is well known that in molecules having chain 

structure, the breakdown of the bond structures occurs 

either easily or faster than other types of molecules.  

Detection of parent ion peak at C7H16
+ (m/z 100) 

without any dissociation taken place is very difficult 

since the structure of molecules are in chain structures 

and lifetime in the excited state are very short.  

Generally, ion peaks with masses smaller than the 

parent ion are predominant in mass spectra pattern for 

such ionization processes.  In this case, the 

interpretation of mass spectra makes it difficult to 

explain for molecules fragmented within a laser pulse 

duration.  Alternative theoretical studies are needed for 

this to be interpreted clearly.  

The spectra of the heptane isomers have been recorded 

using laser intensities of 7.12 x 1012 W/cm2 and 1.42 x 

1014 W/cm2 and mass spectra are given in Figure 3.  

When the obtained peak intensities are investigated, it 

can be seen from Figure 3 that all isomers have similar 

peak intensities for small m/z range in mass spectra, 

such as C1Hn
+, C2Hn

+, C3Hn
+.  

In Figure 3, noteworthy peak intensities are H+, C+, 

CH+, CH2
+ CH3

+, C2Hn
+ ions in the C1Hn

+ ion group, 

C2
+, C2H+, C2H2

+, C2H3
+, C2H4

+, C2H5
+ ions in C2Hn

+ 

ion group, C3
+, C3H+, C3H2

+, C3H3
+ C3H4

+, C3H5
+, 

C3H6
+, C3H7

+C3Hn
+ ion group and C4H8

+ and C4H9
+ions 

in C4Hn
+ ion group are seen clearly from recorded 

spectra which were obtained by applying 1.42 x 1014 

W/cm2 laser intensity.  

 
Figure 3. n-heptane, 2-metilhexane, 2,2-dimethylpentane, 2,3-dimethylpentane, 2,4-dimethylpentane, 3-methylhexane, 3-

ethylpentane, 3,3-dimethylpentane, 2,2,3-Trimethylbutane were obtained minimum 75 mW laser power and also maximum 

1.5 W laser power. 

 

The parent ion peak C7H16
+ (m/z 100) was magnified 

about a hundred times to show in spectra in Figure 4.  

All recorded fragment ion peaks at m/z 27, 29, 39, 40, 

41, 42, 43, 44, 53, 55, 56, 57, 58, 69, 70, 71 values and 

also main peak at m/z 100 amu were obtained in 

spectra shown in Figure 4.  The parent ion peak was 

appeared since the spectrum is magnified. The 

multiply charged ions like Cn
+ (n=2, 3, 6) are clearly 

recorded in the spectra for all heptane isomers with the 

intensity range from 7.12 x 1012 W/cm2 to 1.42 x 1014 

W/cm2. 
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Figure 4. n-heptane was recorded 1.5 W laser power and the parent ion m/z 100 was appeared after the magnification is 

increased. 

The interpretation of data from mass spectrometry 

takes quite long time and also these data is massive and 

in very large dimensions.  The main purpose of the 

application of FA statistical technique is to achieve the 

most important information from the data obtained.  

3.2 Factor analysis for Heptane isomers 

It is important that the discrimination of the factor 

components by using FA method which is known as a 

powerful analysis procedure to distinguish isomers as 

we have discussed in a number of previous work and 

give it in literature [20-23].  In laser-based mass 

spectrometry technique, fragment ions are produced 

where dissociative ionization process are investigated 

intensively in mass spectra.  The dissociation may 

become more significant when the interpretation of the 

data obtained is only meaningful, that is, given the 

peak intensities specifically appeared in each 

spectrum.  The data obtained in many fields of science, 

including interdisciplinary fields in the direction of 

technological developments can reach to very large 

and high dimensions.  The data obtained in mass 

spectrometric studies can be given as an example [21, 

23]. 

In the process of discrimination of nine isomers using 

FA, it was shown that the peaks, that are distinct from 

the spectra, are distinguished from each other by FA. 

MS data has been recorded as a function of laser power 

and factors have been determined from the recorded 

spectra. 

 

Figure 5. The Factor Analyse result of normalized data from 

the mass spectra of 9 heptane molecular isomers is given as 

a result of analysis of isomers that are clearly differentiated 

each other factor 1 and factor 2 axes 

The data used in FA were generated in two dimensions 

by plotting code in MATLAB program [20, 21].  One 

of the points in the data of each isomer given in figure 

5 was obtained as a result of 10 repetitions of 

successive recording of spectrum by averaging over 

1000 laser shots and this repetition process was 

obtained using 1.5 W laser power and 800 nm laser 

wavelength at infrared region.  Heptane molecular 

isomers can be distinguished from each other in factor 

1 and factor 2 axes.  Data recording and FA application 

process were performed by running the program codes 

written in MATLAB programming language by our 

group [20-23].  With the TCP/IP protocol, the data 
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were recorded via oscilloscope in accordance with the 

parameters were determined during the experiment and 

they were made ready for the next step, FA. 

In figure 5, the mass spectra of nine heptane molecular 

isomers which were normalized as a result of analysis 

of isomers that were clearly differentiated from each 

other in factor 1 and factor 2 axes that are symbolized 

in two dimensions on axes.  The process of 

discrimination is interpreted by looking at these axes. 

4. Conclusion 

The ionization/fragmentation process of heptane 

isomers have been demonstrated by using FLMS 

technique [8].  As a result of interaction between 

ultrafast laser beam and molecule, since the lifetime of 

molecules in the excited states are so shorts, heptane 

molecular isomers dissociate very fast and therefore it 

is very difficult to obtain a dominant parent ion in the 

mass spectra of each isomer.  Under these 

circumstances, even using smaller mass fragment ion 

peaks, the structure and dissociative ionisation, 

fragmentation dynamics of molecular isomers have 

been clearly revealed, and important contributions may 

be made to literature due to this important data.  Fs 

laser system using 800 nm wavelength, 1 kHz 

repetition rate, 90fs pulse duration and depending on 

the varying laser power, ionization and dissociation & 

fragmentation dynamics for nine isomers of heptane 

molecule using FLMS technique was clearly analysed 

and data have been interpreted clearly due to the used 

statistical analysis.    

The m/z ratios of heptane molecular (C7H16) isomers 

have the same, all 100, molar mass.  While it is possible 

for some molecular isomers to be distinguished while 

they have isomers of molecules in the same mass but 

in different binding forms, it is sometimes difficult to 

distinguish these in visual spectra.  When statistical 

methods are applied to the spectra obtained for this 

purpose, the distinguishing these isomers becomes 

much more meaningful.  From this point, it is shown 

that each isomer can be clearly distinguished from each 

other by applying FA method. The most important goal 

in distinguishing isomers, which are very similar to 

each other, is to reach a more advanced position in 

distinguishing cancer and healthy tissues. 

Therefore, it can be given as a final conclusion that the 

life time of the molecules in the excited state are very 

short in comparison with laser pulse duration (90 fs) 

[8, 9, 19, 29], and within a 90fs laser pulse duration, 

the access of molecular parent ion is very difficult, and 

no or very small ion peak at m/z 100 were obtained as 

seen from Figure 4. 
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Abstract  

In this work, the some collective properties of even-even Ti isotopes in the A50 mass region 

were studied by using the interacting boson model-1 (IBM-1). This study includes calculations 

of the energy levels and the electromagnetic transition rates of 44-48Ti and 52-60Ti isotopes. The 

neutron number 50Ti isotope is 28, the magic number, and this isotope was excluded from the 

IBM-1 calculations. First, the energy ratios were analyzed by comparing the typical values of 

U(5), SU(3), O(6) dynamical symmetries and E(5), X(5) critical point symmetries. Later 

model Hamiltonian was constructed according to the behavior of given isotopes. The low lying 

energy levels of each Ti isotopes were calculated by using the fitted parameters of 

Hamiltonian. B(E2) values were also calculated by using the corresponding electromagnetic 

transition operator in the IBM-1. The calculation results were compared with experimental 

data and they are in good agreement with each other. Finally, R4/2 = E(41
+)/E(21

+), R0/2 =

E(02
+)/E(21

+) energy ratios and B(E2: 41
+ → 21

+)/B(E2: 21
+ → 01

+), B(E2: 02
+ → 21

+)/
B(E2: 21

+ → 01
+) ratios were analized to see the behavior of given isotopes. According to 

obtained results, Ti isotopes show E(5) behavior along the transition path from spherical to 

deformed -unstable region. Overall analysis indicates that these isotopes can be good example 

for the quantum shape phase studies along the isotopic chain. 
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1. Introduction 

In nuclear physics studies, nuclear models [1] were 

developed to understand the complex structure of 

nucleus consisting of protons and neutrons. One of 

them is the interacting boson model-1 (IBM-1) [2] 

introduced to explain the nuclear collective structure of 

even-even nuclei. The IBM-1 is a group theoretical 

model and quite successful for the phenomenologically 

description of the collective properties of nuclei, 

especially for the medium and heavy ones. This model 

is still actively used along the isotopic/isotonic chains 

and different mass regions of the nuclear valley. 

During the last decades, the nuclei in A~50 mass 

region were investigated as reported in Refs. [3-9]. The 

shape phase transition was studied for the light nuclei 

with number of proton Z=20–28 including also Ti 

isotopes [3]. The fully-microscopic shell-model (SM) 

were used to calculate the first 2+ states of Ti isotopes 

and their B(E2) transition rates along the isotopic chain 

[4].  Excitation 2+, 4+ energy states, B(E2) values, and 

Q(2+) of even-even Ca, Ti, Cr isotopes were calculated 

in the generalized seniority with realistic interactions 

and compared with results of full SM calculations 

performed by using FPD6 and GXPF1 interactions [5]. 

The shape phase transition was studied for 38-66Ti 

isotopes within the Hartree-Fock-Bogoliubov (HFB) 

approach and 46,52,60Ti isotopes show E(5) behavior [6]. 

Another SM calculations were performed by using the 

same interactions for N=Z isotopes [7]. SM was used 

for the systematic calculations of first 2+ levels and 

B(E2) transitions of the pf-shell nuclei including also 

even-even Ti isotopes [8]. Excitation energies of Jπ=2+ 

states, two-neutron separation energies (S2n), and 

B(E2) values along the isotopic chains of the fp shell 

nuclei were analyzed within the SM [9].  

More recently, the IBM-1 calculations were applied to 

neighbours of Ti nuclei, e.g. even-even Cr [10, 11] and 

Fe nuclei [12] along the isotopic chain.  In this study, 

the structural properties of even-even 44-48Ti and 52-60Ti 

isotopes in A~50 mass region were investigated by 

using the IBM-1 model [2]. Our aim is to calculate 

their low-lying energy levels by fitting the parameters 

of the model Hamiltonian and B(E2) transition rate, 

and also to understand their structural behavior by 

applying to the analysis of the energy ratios; R4/2 =

http://dx.doi.org/10.17776/csj.856118
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E(41
+)/E(21

+), R0/2 = E(02
+)/E(21

+) and the B(E2) 

ratios; B(E2: 41
+ → 21

+)/B(E2: 21
+ → 01

+), B(E2: 02
+ →

21
+)/B(E2: 21

+ → 01
+). The results of the model 

calculations are compared with experimental data [13] 

and the mentioned ratios are analyzed by comparing 

typical values of dynamical symmetries and that of the 

critical point symmetries.  

This paper is structured as follows; in first section, the 

introduction is presented to give brief information 

about this work and the some recent studies. In the 

second section, the IBM-1 model is explained with its 

Hamiltonian and other formulations related the 

calculations. Later, the obtained results are discussed 

in third section. Finally, the conclusion are 

summarized in the last section. 

2. Materials and Methods 

For the present application, we used the IBM-1 model 

making no distinguish between neutron and proton, 

they are taken into account as nucleons. This basic 

version is also called sd-IBM model since using an 

interacting system of s and d bosons. In the following 

subsections, the IBM-1 model is explained with its 

Hamiltonian used for the calculations of energy levels 

and other formulations related the calculations of 

B(E2) values.  

 

2.1. Interacting boson model-1 (IBM-1) 

The IBM-1 model was first proposed by Feshbach and 

Iachello in the 1970s and later developed by Arima and 

Iachello [2]. This model is still widely used and very 

successful for the investigation of even-even nuclei, 

especially in deformed regions. The basic idea of this 

model tries to describe the low-lying collective states 

of the given nucleus with a system of s- and d- bosons 

of angular momenta J=0 and J=2, respectively. This 

algebraic model is established on the U(6) unitary 

group since s and d bosons have six magnetic moments 

in total, one is μ=0 of the angular momentum J=0 and 

other five magnetic moments are μ=0,±1, ±2 of J=2. 

The U(6) group has three possible subgroups U(5), 

SU(3), O(6) called as dynamical symmetries and these 

symmetries correspond to the spherical, the axially 

deformed (prolate/oblate) and deformed -unstable 

nuclei, respectively [2]. The other concept is the 

critical point symmetries [14] in relation to the 

structural behavior of nuclei, introduced by Iachello 

[15, 16]. The X(5) and E(5) symmetries exist in 

between U(5)–SU(3) and U(5)–O(6) symmetries, 

respectively. The X(5) critical point symmetry [15] 

describe the first-order phase transition appearing 

along the path from spherical to axially deformed 

(prolate/oblate) shapes. The E(5) symmetry [16,17] 

corresponds to a system undergoing a second-order 

phase transition appear in between the spherical and 

deformed -unstable shapes. 

 

2.2. Model Hamiltonian 

To calculate the nuclear collective properties of given 

nucleus with a system formed by the interaction of N 

bosons, one can constructs the model Hamiltonian in 

terms of the boson operators. The general Hamiltonian 

of the IBM-1 can also be reconstructed as a 

combination of the linear and quadratic Casimir 

invariants of corresponding subgroups of U(6) [2]. For 

the present application, we used another Hamiltonian 

in multipole expansion form given as following [18]; 

2
44

2
33

2
2

2
1

†
0

ˆˆˆˆˆˆˆˆ TaTaQaLaPPanH d       (1) 

where constants given by   , 0a , 1a , 2a , 3a , and 4a  

are free parameters fitted from experimental data. The 

dn̂ , P̂ , L̂ , Q̂ , 3T̂ , and 4T̂  operators are called the 

boson-number, the pairing, the angular momentum, the 

quadrupole, the octupole, and the hexadecapole 

operators, respectively. These operators can be defined 

in terms of the creation and annihilation operators of 

the s and d  bosons as [18]; 
)(† )

~
(ˆ l

l ddT   ; )4,3,2,1,0( l , 0
ˆ5ˆ Tnd   ,  1

ˆ10ˆ TL   

)
~

(
2

1ˆ 22 sdP  , )2(††† )
~

()
~

(ˆ dddssdQ         (2)  

As seen, these operators acts in boson states, not in 

fermion spaces. The constant   given in quadrupole 

operator ( Q̂ ) is another free parameter. This parameter 

changes in between −√7/2 and +√7/2 to move from 

prolate side to oblate side, and 0  corresponds to -

unstable behavior [18].  

2.3. B(E2) transition probabilities 

General form of electromagnetic transition operator in 

the IBM-1 model is written as follows [2], 

        L

L
L dddssdssT





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







~
ˆˆ

~
ˆˆ

~
ˆˆ~

ˆˆˆ †
2

†
2

0
†

0 

           (3) 

where 0 , 2  and L  (L=0,1,2,3,4) are parameters 

specifying various terms in the corresponding 

operators. In addition to the wave functions of the 

initial and final states, we need the  2ˆ ET  operator to 

calculate B(E2) values. This operator is given as; 
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where, the 2  and 2  constants are free parameters for 

E2 transition polarities. The B(E2) values are defined 

in terms of reduced matrix elements as [2]; 

22)2( )()ˆ(
12

1
);2( ebLTL

L
LLEB i

E
f

i
fi 


 .

                     (5)

3.   Results and Discussion 

The energy ratio 𝑅4/2 of the first 4+ and 2+ levels in the 

ground state (g.s.) band of the given 44-60Ti isotopes in 

the A50 mass region were analyzed to have idea 

about their behavior. Dynamical symmetries of the 

IBM-1 are U(5), SU(3), and O(6) limits corresponding 

to the geometric shapes of nuclei [2] as discussed in 

subsection 2.1 including also the concept of the X(5) 

and E(5) critical point symmetries [16,17] appeared in 

between U(5)–SU(3) and U(5)–O(6) symmetries, 

respectively. Typical values [14] of the energy ratio 

(𝑅4/2) are listed in Table 1 for dynamical and critical 

point symmetries. 

 
Table 1. The energy ratios of the dynamical and critical points symmetries, and experimental [13] ones of the Ti isotopes. 

𝑅4/2 U(5) O(6) SU(3) E(5) X(5) 44Ti 46Ti 48Ti 52Ti 54Ti 56Ti 58Ti 60Ti 
 2.00 2.50 3.33 2.19 2.91 2.27 2.26 2.33 2.21 1.70 2.03 1.95 2.02 

 

The experimental [13] energy ratios of even-even 44-

48Ti and 52-60Ti isotopes are given in Table 1 including 

also typical energy ratios of dynamical symmetries and 

critical point symmetries. According to the 

experimental energy ratios, 44-52Ti and 52Ti isotopes are 

close to E(5) region and other even-even 54-60Ti 

isotopes are closer to U(5). 50Ti isotope is excluded 

from the following IBM-1 calculations since its 

neutron number (N=28) is the magic number.  

For the calculations of energy levels, the following 

model Hamiltonian given equation (1) can be formed 

as follows; 

 

QQQQLLELLPPPAIRnEPSH d
ˆˆ)(ˆˆ)(ˆˆ)(ˆ)( †  ,     

(6) 

where the constants are free parameters written in the 

form of the PHINT code [19] used for the IBM-1 

calculations. The fitted parameters are listed in Table 

2. 

Table 2. The PHINT parameters (in units MeV) of Hamiltonian given in equation (6), 𝐶𝐻𝑄 is dimensionless parameter. 

 44Ti 46Ti 48Ti 52Ti 54Ti 56Ti 58Ti 60Ti 

𝐸𝑃𝑆 0.85 0.6 1.1 1.3 1.351 1.0399 0.85 0.858 

𝑃𝐴𝐼𝑅 -0.1 -0.17 0.14 0.3 -- -- -- -- 

𝑄𝑄 -0.181 -0.46 -0.04 0.03 0.29 0.142 0.115 -0.0006 

𝐸𝐿𝐿 -- -0.10 -- -- -- -- -- -- 

𝐶𝐻𝑄 -1.5 -0.84 -0.6 -2 -1.3 -1.39 -2.2 -2 

 

The energy levels of 44-60Ti isotopes were the 

calculated using the parameters given in Table 2. 44Ti, 
48Ti and 52Ti isotopes have two bosons, and the IBM-1 

model can calculate the energy levels up to 2𝑁 (𝑁 is 

boson number). Thus, only 21
+, 41

+ levels in the g.s. 

band and also 02
+, 22

+ levels were calculated of these 

two isotopes. 46Ti and 54Ti have three bosons and their 

energy levels were calculated up to 61
+ in the g.s. band. 

An extra parameter (ELL) was added to the model 

Hamiltonian (6) to obtain the better results for 46Ti 

isotope. Another fitted parameter of PHINT is 𝐶𝐻𝑄 in 

related to the parameter 𝜒 (𝐶𝐻𝐼) with a relation by 

𝐶𝐻𝑄 ≅ 2.24 ∙ 𝐶𝐻𝐼. 𝜒 (𝐶𝐻𝐼) is the constant in the �̂� 

operator given by equation (2). The rest isotopes have 

more bosons but limited levels are experimentally 

known. Overall calculated levels are exhibited in 

Figure 1 and clearly seen that these calculations are 

very close experimental ones. 
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Figure 1. The experimental [13] and calculated energy spectra of given even-even Ti isotopes. 

 

The experimental and calculated  𝑅4+/2+ energy ratios 

(given in Table 1) are plotted in Figure 2(a) along the 

isotopic chain. According to the experimental values, 

44Ti, 46Ti, 52Ti isotopes are located around E(5) region 

while other even-even 54-60Ti isotopes are closer to 

U(5) symmetry. As seen this figure, 48Ti isotope is 

between E(5)-O(6) symmetries but closer to E(5) point 

and 56-60Ti isotopes are close to U(5) region. However, 

the energy ratio of 54Ti is smaller than that of U(5) and 

it is close to 50Ti isotope having magic neutron number. 

The calculated 𝑅4+/2+ ratios are mostly same with the 

experimental ones except for 56Ti and 58Ti isotopes but 

their calculated ratios are also close U(5). Changing of 

𝑅0+/2+ energy ratios are also exhibited in Figure 2(b) 

along the isotopic chain of Ti nuclei. This figure only 

includes experimentally known 44-48Ti isotopes. 

According to the 𝑅0+/2+  ratios, the 44Ti isotope is close 

to U(5) symmetry, 46Ti and 48Ti isotopes are very close 

to E(5) point. 

In addition to energy levels, the IBM-1 model can also 

calculate the B(E2) values of given Ti isotopes by 

fitting the 𝛼2 and 𝛽2 parameters in the the T̂(E2) 

operator given by equation (3).  The parameters 𝛼2 and 

𝛽2 are given by E2SD and E2DD in the PBEM code 

[19]. For the calculation, E2DD = 0  and E2SD is fitted 

as 0.075, 0.068, 0.083, 0.0714, 0.0657, 0.0412, 

0.0416, 0.03 for given 44Ti, 46Ti, 48Ti, 52Ti, 54Ti, 56Ti, 

58Ti, 60Ti  isotopes, respectively. Overall calculated 

B(E2: Li
π → Lf

π) transitions values are listed in Table 3. 

 

 
 
Figure 2. Energy ratios of given Ti nuclei along the isotopic 

chain. The experimental [13] ratios are denoted by blue and 

the calculated ones by red.  (a) 𝑅4+/2+ ratios (b)  𝑅0+/2+ 

ratios.  
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Table 3. Experimental [13] and calculated B(E2: Li
π → Lf

π) transitions (in units of 10-2 e2b2) in given Ti isotopes. 

Nucleus Li
π → Lf

π Experimental Calculation 

 21
+ → 01

+ 1,200 (0,369) 1,195 
44Ti 41

+ → 21
+ 2,768 (0,461) 1,108 

 02
+ → 21

+ <0,313 0,676 

 21
+ → 01

+ 1,909 (0,59) 1,825 

 41
+ → 21

+ 1,978 (0,127) 2,032 
46Ti 61

+ → 41
+ 1,606 (0,147) 1,347 

 02
+ → 21

+ 0,245 (0,069) 0,182 

 21
+ → 01

+ 1,523 (0,420) 1,556 
48Ti 41

+ → 21
+ 1,906 (0,176) 1,377 

 02
+ → 21

+ 0,110 (0,013) 0,481 
52Ti 21

+ → 01
+ 1,141 (0,127) 1,139 

 41
+ → 21

+ -- 1,019 
54Ti 21

+ → 01
+ 0,715 (0,133) 0,724 

 41
+ → 21

+ -- 0,745 

 21
+ → 01

+ -- 0,432 
56Ti 41

+ → 21
+ -- 0,665 

 61
+ → 41

+ -- 0,683 

 21
+ → 01

+ -- 0,502 
58Ti 41

+ → 21
+ -- 0,818 

 61
+ → 41

+ -- 0,909 
60Ti 21

+ → 01
+ -- 0,542 

 41
+ → 21

+ -- 0,903 

Table 3 includes experimentally known B(E2) values 

of 44,46,48,52,54Ti isotopes and their calculations and also 

some predictions for unknown B(E2) values of 
52,54,56,58,60Ti isotopes. As seen this table, the calculated 

B(E2: 21
+ → 01

+) transition values are in good 

agreement with the experimental data. Other 

B(E2: Li
+ → Lf

+) transitions are close to experimental 

data. 

 

Figure 3. The comparison of the experimental (blue) [13] 

and the calculated (red) B(E2) ratios of Ti isotopes. (a) 

B(E2: 41
+ → 21

+)/B(E2: 21
+ → 01

+) (b) B(E2: 02
+ → 21

+)/

B(E2: 21
+ → 01

+). The different values of B(E2) ratios are 

taken from Refs. [16, 17] marked by 𝑎 and 𝑏  for E(5) critical 

point symmetries. 

The ratios of B(E2) values are also analyzed along the 

isotopic chain as shown in Figure 3. 

The B(E2: 41
+ → 21

+)/B(E2: 21
+ → 01

+) ratios are 

plotted as a function of the neutron number for given 

Ti isotopes in Figure 3 (a) including the typical ratios 

of U(5), O(6), and E(5) symmetries. There are two 

different ratios for E(5) point symmetry taken from 

Refs. [16, 17]. The experimental data of 44Ti isotope is 

close to E(5)a, while the calculation value is close to 

O(6). The experimental ratios and the calculated ones 

of 46Ti and 48Ti isotopes are very close to O(6) 

symmetry. As seen from Figure 3(a), 46Ti and 48Ti 

isotopes are close to O(6) symmetry and the ratio of 
44Ti isotope is bigger but the error bars of 44Ti and 48Ti 

isotopes touch to the ratios of O(6) and E(5). The 

calculated B(E2) ratios of 44,46,48Ti isotopes are close to 

O(6) symmetry. Figure 3(a) also includes the 

prediction of B(E2: 41
+ → 21

+)/B(E2: 21
+ → 01

+) ratios 

for 52,54,56,58,50Ti isotopes, and clearly seen that 52,54Ti 

isotopes are very close to O(6) symmetry, and 56,58,60Ti 

isotopes are around the E(5) region. For more detailed 

analysis, the B(E2: 02
+ → 21

+)/B(E2: 21
+ → 01

+) ratios 

are plotted in Figure 3(b) along the isotopic chain. This 

figure includes only experimentally known ratio, and 

seen that 44,46,48Ti isotopes are close E(5) critical point 

taken from Refs. [16, 17]. 
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4.   Conclusion  

In this study, the collective properties of even-even Ti 

isotopes in the A50 mass region were investigated 

within the IBM-1 model. First, the parameters of the 

model Hamiltonian were fitted to calculate their low-

lying energy levels and B(E2) values by using these 

parameters in the PHINT and PBEM codes [19]. The 

IBM-1 calculations of the energy levels and also B(E2) 

values are in good agreement with experimental data 

for given isotopes. Their energy ratios (𝑅4+/2+,  

𝑅0+/2+) and B(E2) ratios were also analyzed along the 

isotopic chain to understand their structural behavior. 

According to obtained results, given even-even Ti 

isotopes show E(5) behavior along the transition path 

from spherical to deformed -unstable region. The 

𝑅4+/2+ values along the isotopic chain show that  44Ti, 
46Ti, 48Ti, and 52Ti isotopes are close to E(5) critical 

point while 56Ti, 58Ti, 60Ti isotopes are close to U(5) 

region, the energy ratio of 54Ti isotope is close to that 

of 50Ti having magic neutron number. However, the 

𝑅0+/2+ ratios show that 44Ti isotope is close to U(5) 

symmetry and 46Ti, 48Ti isotopes are located around the 

E(5) point. The B(E2) ratios also suggest that even-

even Ti isotopes have signatures for E(5) behavior. 

Overall analysis indicates that these isotopes can be 

good example for the quantum shape phase transition 

from spherical to -unstable shapes along the isotopic 

chain. We again remind that the neutron number 50Ti 

isotope is the magic number (N=28) and we excluded 

this isotope from the IBM-1 calculations. For the shape 

phase transition description of even-even Ti isotopes 

was performed within HFB approach in Ref. [6] and 

E(5) behavior was determined for 46,52,60Ti isotopes.  

Systematic studies can be applied to A~50 mass region 

to see the behavior of even-even Ti, Cr, and Fe nuclei. 

For example, it can be interesting to apply the analysis 

of the energy ratios R(L) = E(L1
+)/E(21

+) in the g.s. 

band of these nuclei to see the E(5) behavior along the 

shape phase transition from U(5) to O(6) symmetry.  
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 Abstract  
The aim of the study is to understand the effects of NH3 flow rate in the initial part of high 

temperature (HT) GaN growth on structural and optical characteristics of the HT-GaN layer 

grown on dome shaped sapphire susbtrate by Metal Organic Chemical Vapor Deposition 

(MOCVD) system. High resolution x-ray diffraction (HRXRD) and photoluminescence (PL) 

measurements were performed to characterization the growing GaN epilayer. It is observed 

that the using of different NH3 flow rate in the initial part of HT-GaN growth has an effect 

on both full-width at half-maximum (FWHM) values obtained from HRXRD results and 

intensities of yellow luminescence peaks. It is seen that the FWHM values obtained from the 

symmetric (00.2) omega scan increased as the NH3 flow rates in the initial part of HT-GaN 

growth increased. It is demonstrated that the intensities of yellow luminescence peaks are 

very sensitive to NH3 flow rates in the initial part of HT-GaN growth. 
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1. Introduction  

III-Nitride compound semiconductors (GaN, InN, 

AlN, and their alloys) have attracted great attention and 

achieved incredible progress in recent years. The main 

underlying reason is that GaN and its alloys with AlN 

and InN have huge application area for optoelectronic 

device applications (light emitting diode (LEDs), laser 

diodes and hiph power and high temperature 

electronics) [1-6]. MOCVD system is currently the 

most widely used technology to produce GaN based 

LEDs. Since the first high-brightness GaN-based blue 

LED was achieved on the sapphire substrate, 

researches to obtain LED with high power and high 

efficiency are still a hot topic area. However, further 

development in LED is hampered due to two main 

hindrances. First, GaN has a high crystal defect density 

because of the large lattice mismatch between GaN and 

sapphire resulting in impacts the internal quantum 

efficiency (IQE) of LEDs [7-9]. Second, the light 

extraction efficiency (LEE) is low due to GaN/sapphire 

interface [10, 11]. There are plenty of MOCVD growth 

studies in the literature to investigate the effect of 

growth parameters on defect density in GaN on flat 

sapphire substrate. In these studies, the effect of 

thickness [12], growth temperature [13], reactor 

pressure [14], annealing [15], total flow [16], V/III 

ratio [17], and many other growth parameters of LT 

(low temperature) GaN nucleation layer and HT (high 

temperature) GaN layer were deeply investigated. 

While patterned sapphire substrate (PSS) has proven 

major advantageous for improving the efficiency of 

LED, PSS also contributes one step epitaxial growth 

tecnologhy to obtain the lateral growth of GaN which 

is important to overcome the disadvanteges of the two 

step epitaxial growth [18]. In this regard, using PSS 

instead of the flat sapphire substrate can improve the 

epitaxial lateral overgrowth (ELOG) mode and 

consequently provide to obtain high quality GaN. The 

crystal defects in the GaN layer can be find as non-

radiative recombination centers and therefore decrease 

some properties such as carrier lifetime and radiative 

recombination efficiency which are important as 

regards the efficiency of LEDs [19, 20]. NH3 flow rate 

which defines the V/III ratio is also one of the 

important growth parameters and affects the quality of 

GaN epilayer. NH3 flow rate or V/III ratio has 

important role during transition from 2D to 3D growth. 

In literature, the effect of V/III ratio or NH3 flow rate 

is done for during low temperature GaN (LT-GaN) 

growth or high temperature GaN (HT-GaN) by using 

flat sapphire substrate. 

In the current study, NH3 flow rates in the initial part 

of the HT GaN growth where the transition from 2D to 

3D growth mode take place have been changed to 

improve the quality of the GaN epilayer grown on the 

dome shaped sapphire substrate. The impact of 

http://dx.doi.org/10.17776/csj.858546
https://orcid.org/0000-0002-3979-7868
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different NH3 flow rates in the initial stage of the HT-

GaN layer growth on structural and optical properties 

are studied using HRXRD system, and PL 

spectroscopy, respectively. 

2. Experimental 

A series GaN epitaxial layers were grown on dome 

shaped patterned sapphire substrates by AIXTRON 

200/4 RF-S MOCVD system with the horizontal flow. 

The high purity ammonia (NH3) and trimethylgallium 

(TMGa) were used for N and Ga sources, respectively, 

to grow epitaxial GaN layer. High purity H2 gas was 

used as the carrier. All samples were deposited with the 

same growth conditions except for NH3 flow rates in 

the initial stage of HT-GaN growth where the 3D to 2D 

growth transition take place. Before the growth, the 

dome shaped patterned sapphire substrates were 

applied the high temperature desorption (1080 °C) for 

10 mins at 100 mbar reactor pressure under H2 ambient 

to remove any remaining contaminants from the 

surface of sapphire substrates. GaN grown at low 

temperature which is called the nucleation layer was 

grown at 200 mbar and 480 °C. After nucleation layer 

growth, the growth temperature was incrased to 1030 

°C and reactor pressure was fixed to 200 mbar for HT-

GaN growth. The GaN layer grown at higher 

temperature was included 2 parts with different NH3 

flow rates. While the initial part of HT-GaN was grown 

for 60 mins with different NH3 flow rates, remaining 

part of HT-GaN was grown for 40 mins. NH3 flow rates 

in the initial part of HT-GaN were changed as 1250, 

1000 and 750 sccm while NH3 flow rate at second part 

of HT-GaN growth was kept constant at 1250 sccm. 

These samples were labeled as S1, S2, and S3. Table I 

summarizes the NH3 flow rates in the initial part of HT-

GaN growth. 

 
Table 1. The NH3 flow rates in the initial part of HT-GaN 

for S1, S2, and S3. 

Sample Name NH3 flow rates in the initial 

part of HT-GaN (sccm) 

S1 1250 

S2 1000 

S3 750 

 

Figure 1 demostrates the schematic representation of 

growth structure and used dome shaped patterned 

substrate. NH3 flow rates in the red layer (initial part of 

HT-GaN) were adjusted as 1250, 1000, and 750 sccm 

for S1, S2, and S3, respectively. 

 

      a)                                                      b) 

Figure 1. a) the growth structure used to obtain high quality GaN epilayer and b) the dome shaped patterned substrate. 

 

HRXRD and room temperature (RT) 

photoluminescence measurements were done for 

structural and optical chracterization of these samples, 

respectively. HRXRD measurements were used to 

obtain the full-width at half-maximum (FWHM) 

values to investigate the effect of NH3 flow rates in the 

initial part of HT-GaN growth on the structural quality. 

RT-PL measurements were carried out by the 325 nm 

HeCd laser which focused on the 10x objective lens for 

different laser powers. The power of the laser with 

100mW was adjusted as 0.1, 1, 5, and 10% by using 

ND filters. The signal during the photoluminescence 

measurement was detected by the CCD detector and 

used 300 gr/mm 500nm blaze grating. 

 

3. Results and Discussion 

HRXRD is a commonly utilized method to investigate 

the structural properties of epitaxial layers for 

optimization of growth process [21-23]. The rocking 

curve omega scans for (00.2) and (10.2) planes were 

done and their FWHM values were used to take 

information about crystal quality of layer. Figure 2 

gives rocking curves omega scans for (00.2) and (10.2) 

planes and also shows the change of FWHM values 

obtained from symmetrical and asymmetrical scans 

with chancing NH3 flow rates in the initial part of HT-

GaN growth. 
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Figure 2. Omega scans for (a) (00.2) and (b) (10.2) planes and (c) the variation of FWHM values with the increase of NH3 

flow rates in the initial part of HT-GaN growth. 

The basic aim of using different NH3 flow rates in the 

initial part of HT-GaN growth is to optimize the NH3 

flow rates and to minimize the FWHM values obtained 

from symmetric and asymmetric rocking curve 

measurement for improving the crystalline quality. It is 

observed that although there is a linearly increasing 

dependency between the FWHM values obtained from 

(00.2) omega measurement and NH3 flow rates, there 

is a linearly decreasing dependency between FWHM 

values obtained from (10.2) omega measurement and 

NH3 flow rates. According to the results of HRXRD 

measurements, the desired growth condition can be 

determined in terms of the variation of FWHM values 

in both symmetric and asymmetric rocking curve 

measurements. 

PL measurement is the most common, non-destructive, 

and fast optical characterization technique to 

understand the optical properties of structures [24].  

 
Figure 3. The normalized photoluminescence spectra for 

S1, S2, and S3 with different NH3 flow rates in the initial 

part of HT-GaN growth. 

For this reason, photololuminesce measurements were 

done to understand the effect of different NH3 flow 

rates in the initial part of HT-GaN on the quality of the 

GaN epilayer. Figure 3 shows the normalized PL 

spectra with 330-650 nm range at RT for S1, S2, and 

S3 by laser power adjusted 5 %. 

Each PL spectra was obtained from the center of the 

samples and adjusted laser power with 5% (5P). The 

PL spectra for S1, S2, and S3 have three main peaks; 

(1) high intensity and narrow PL band called near band 

edge luminescence at ~361 nm and (2) and (3) low 

intensity and broad PL band called yellow 

luminescences at ~ 430 and 550 nm. In GaN crystal, 

the band edge luminescence is caused by the transition 

from the conduction band to the valance band while 

yellow luminescences are caused by point defects 

which are sources of impurity and growth conditions 

[25]. Point defects have a very important role in the 

electrical and optical properties of GaN based 

materials/devices. However, the source of point 

defects in this semiconductor is still under 

investigation [25]. Figure 4 demostrates the 

comparison of PL peak emissions at ~ 430 and 550 nm 

for S1, S2, and S3. Fluctuations in the signal are caused 

by Fabry-Pérot oscillations (FPO) of the sapphire-

GaN-air space [26]. 

 

 

 

 

 

 

 

 

 

a) b) 
c) 
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a)                                                            b) 

Figure 4. The comparison of PL spectra emissions at ~ 430 (a) and 550 nm (b) for S1, S2, and S3 

It was observed that PL peak emission wavelength 

changed at around 430 nm while PL peak emission 

wavelength remained constant at around 550 nm for 

different NH3 flow rates in the initial part of HT-GaN 

growth. The reason for this shift at around 430 nm is 

not completely clear but might be due to more yellow 

luminescence from deep centers depending on NH3 

flow rates. Generally, a common way to compare the 

quality of GaN epilayer is that the intensity ratio 

(INBE/IYL ) between near band edge peak and yellow 

luminescence peak is found [27]. For this purpose, the 

INBE/IYL ratio was plotted against NH3 flow rates used 

in the initial part of the HT-GaN growth (Figure 5). 

 

Figure 5. The variation of the INBE/IYL ratios with NH3 flow rates for 430 (red) and 550 (blue) nm. 

PL measurement result and obtained the INBE/IYL ratios 

indicate that the S2 can be chosen to optimize the 

growth condition. Also the effect of the using different 

laser powers on intensities of near band edge peak, and 

yellow luminescence peaks in the PL emission spectra 

of S2 was investigated. The PL emission spectra with 

300-700 nm range were given for different laser 

powers in Figure 6. With increasing laser power, the 

NBE band intensity increased, what can be explained 

by reduction of the depletion region width [28]. It can 

be said that the intensities of yellow luminescence 

peaks become more pronounced with increasing laser 

power and also the intensity of the band-edge peak 

gradually increases. 

https://www.sciencedirect.com/topics/physics-and-astronomy/luminescence
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Figure 6. The PL emission spectra with 300-700 nm range 

obtained from excited by different laser powers for S2. 

4. Conclusion 

In summary, the impact of NH3 flow rates in the initial 

part of HT-GaN growth is investigated on structural 

and optical properties of GaN epilayer grown on dome 

shaped sapphire substrate by using HRXRD and PL 

systems. The symmetric (00.2) and asymmetric (10.2) 

rocking curve measurements were done to obtain the 

FWHM values. The change of FWHM values obtained 

from both symmetric and asymmetric scans was 

plotted depending on the changing NH3 flow rates. It is 

seen that there is a linear relation between the FWHM 

values obtained from (00.2) omega measurement and 

NH3 flow rates in the initial part of HT-GaN growth. 

PL emission spectra with 300-700 nm range for S1, S2, 

and S3 were obtained to compare the effect of NH3 

flow rates. The variation of the intensity ratio (INBE/IYL) 

with NH3 flow rates was plotted to investigate the 

effect on the quality of the GaN epilayer. It is seen that 

the S2 has a higher INBE/IYL ratio compared to the other 

samples. 
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Abstract  

Two nonparametric tests are proposed for the mixed design consisting of a randomized 

complete block and a completely randomized design to test for k nondecreasing treatment 

effects. The Hollander test and the Page test are used in randomized complete block design 

and completely randomized design, respectively. We compared the performance of the 

proposed tests against the 𝑍𝐶𝑜𝑚𝑏𝐼 , 𝑍𝐶𝑜𝑚𝑏𝐼𝐼  Page and Hollander tests. A Monte Carlo simulation 

study was conducted comparing the estimated powers of the tests 3, 4 and 5 treatments under 

various treatment effects and three different underlying distributions. In conclusion, the two 

proposed tests have higher powers than the Page, Hollander, 𝑍𝐶𝑜𝑚𝑏𝐼  and 𝑍𝐶𝑜𝑚𝑏𝐼𝐼 tests.  
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1. Introduction 

When researchers may wish to compare the effects of 

treatments, they need to plan an experimental design. 

Design structures can occur in many ways. Magel and 

Ndungu [1] gave an example in which a business may 

have several thousand employees and wants to reduce 

the annual cost of health care for the employees. For 

example, a business may have several thousand 

employees and wants to reduce the annual cost of 

health care for the employees. For this purpose, the 

business wants to educate workers to change food 

habits, as to good nutrition and fitness and make a more 

appropriate exercise program. The business believes 

that some factors, including cholesterol level, blood 

pressure, body mass index, the amount of sleep a 

person gets, and the amount and types of exercises, are 

related to the health of workers, represented by a health 

number. This number is based on the values of the 

observed factors for the employee with a higher health 

number indicating better health. A voluntary worker 

may likely to skip a period time or periods when these 

factors are measured. For this reason, there could be 

missing observations within a block; hence, in testing 

whether this program is efficient, the business may 

decide to collect some observations using a completely 

randomized design in which additional random 

samples of the employees involved only during a 

period time. This mixed design consists of a 

randomized complete block portion and a completely 

randomized design portion. It is possible to have a 

mixed design which is a combination of a randomized 

complete block, paired data, a balanced incomplete 

block and a completely randomized design.  

As can be seen from the above example, in real life 

problems, researchers may have to change the design 

structure in order to avoid loss of information. For this 

reason, these block designs that form the mixed design 

structure should be analyzed with non-parametric test 

combinations. However, there are very few studies on 

mixed designs in the literature. Therefore, in this 

article, we proposed nonparametric tests which is 

combined Hollander [2] test statistic (randomized 

complete block) and Jonckheere-Terpstra (JT) test 

statistic [3-4] (completely randomized design) for 

ordered alternatives. We would like to test the 

following set of hypotheses:   

𝐻0: 𝜏1 = 𝜏2 = ⋯ = 𝜏𝑘 

𝐻1: 𝜏1 ≤ 𝜏2 ≤ ⋯ ≤ 𝜏𝑘         (1) 
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with 𝜏𝑖 indicating the treatment effect for the 𝑖𝑡ℎ time 

period and k indicating the number of treatments. 

Several nonparametric tests available to test the 

differences for more than two treatments in a 

completely randomized design. Kruskal-Wallis test 

statistic [5] is a nonparametric test which is an 

extension of the Mann-Whitney test statistic [6] 

comparing two treatments in a completely randomized 

design. The JT test is designed to test the non-

decreasing treatment effects for this type of design. 

Akdur et al. [7] modified generalized Jonckheere test 

for repeated measures in randomized blocks with 

circular bootstrap method. To compute the JT test 

statistic, JT, we calculate the 𝑘(𝑘 − 1)/2 Mann-

Whitney counts 𝑢𝑢𝑣 given by 

 

𝑈𝑢𝑣 = ∑ ∑ 𝜑(𝑋𝑖𝑢, 𝑋𝑗𝑣), 1 ≤ 𝑢 < 𝑣 ≤ 𝑘,

𝑛𝑣

𝑗=1

𝑛𝑢

𝑖=1

 

 

where 𝜑(𝑎, 𝑏) = 1 if 𝑎 < 𝑏, 0 otherwise. (Thus, 𝑈𝑢𝑣 is 

the number of sample u before sample v precedences). 

The JT test statistic is the sum of these 𝑘(𝑘 − 1)/2  

Mann-Whitney counts: 

 
𝐽𝑇 = ∑ ∑ 𝑈𝑢𝑣 .𝑘

𝑣=2
𝑣−1
𝑢=1           (2) 

 

The expected value and variance of JT are: 

𝐸(𝐽𝑇) =
𝑁2−∑ 𝑛𝑗

2𝑘
𝑗=1

4
, 

and 

𝑉𝑎𝑟(𝐽𝑇) =
𝑁2(2𝑁+3)−∑ 𝑛𝑗

2(2𝑛𝑗+3)𝑘
𝑗=1

72
. 

The standardized version of the test statistic, 𝑍𝐽𝑇, is 

given as: 

𝑍𝐽𝑇 =
𝐽𝑇−𝐸(𝐽𝑇)

√𝑉𝑎𝑟(𝐽𝑇)
          (3) 

where 𝑛𝑗 is 𝑗𝑡ℎ treatment sample and N is the total 

sample size of all treatments. Under 𝐻0, the test 

statistic, 𝑍𝐽𝑇, has an asymptotic normal distribution [8]. 

It is rejected when standardized version is greater than 

or equal to 𝑍𝛼 at the α level of significance. 

There are several nonparametric tests to compare more 

than two treatments in a randomized complete block 

design. One of the most important tests is the Page test 

statistic [9], which compares the treatment effects for 

non-decreasing alternatives. Gokpinar et al. [10] 

compared performances of permutation version of 

several non parametric tests such as Page, Hollander 

tests for ordered alternative hypotheses in RCBD. 

Recently, Akdur et al. [11] proposed a nonparametric 

test for ordered alternatives in randomized complete 

block designs (RCBD). Hollander test statistic, H, [2] 

based on Wilcoxon signed-rank test statistic [12] is 

used for testing non-decreasing alternatives. For each 

of pair (𝑢, 𝑣) treatment and each of 1 < 𝑢 < 𝑣 < 𝑡, 

𝑇𝑢𝑣 is defined as a signed-rank statistic and written as: 

𝑇𝑢𝑣 = ∑ 𝑅𝑢𝑣
𝑖 , 𝜓𝑢𝑣

𝑖

𝑏

𝑖=1

, 

where  

𝜓𝑢𝑣
𝑖 = {

1    𝑋𝑖𝑢 < 𝑋𝑖𝑣
1

2
   𝑋𝑖𝑢 = 𝑋𝑖𝑣

0    𝑋𝑖𝑢 > 𝑋𝑖𝑣

. 

H test statistic depending on the statistic of 𝑇𝑢𝑣 is    

𝐻 = ∑ ∑ 𝑇𝑢𝑣
𝑡
𝑣=𝑢+1

𝑡−1
𝑢=1 .         (4)   

The expected value and variance of the H test statistic 

are 

𝐸(𝐻) =
𝑏𝑡(𝑡 − 1)(𝑏 + 1)

8
 

and 

𝑉𝑎𝑟(𝐻)

=
𝑏𝑡(𝑏 + 1)(2𝑏 + 1)(𝑡 − 1){3 + 2(𝑡 − 2)𝑝𝑈

𝑏 }

144
 

where 𝑝𝑈
𝑏 , depend on b, is the value of the null 

correlation between two overlapping signed rank 

statistics based on n observations. Wilcoxon signed-

rank test statistic. The standardized version of the test 

statistic, 𝑍𝐻, is given as:  

𝑍𝐻 =
𝐻−𝐸(𝐻)

√𝑉𝑎𝑟(𝐻)
.          (5) 

Under 𝐻0, the test statistic, 𝑍𝐻, has an asymptotic 

normal distribution. It is rejected when standardized 

version is greater than or equal to 𝑍𝛼 at the α level of 

significance. 

Dubnicka et al. [13] proposed a rank-based test for the 

mixed two-sample design which is a combination of 

paired data and independent observations. Their 

proposed test statistic is sum of the Wilcoxon signed 

rank statistic (paired data) and the Mann-Whitney 

statistic (independent samples). 

Magel et al. [14] proposed tests for testing the equality 

of k medians when the data are mixture of a 

randomized complete block, a completely randomized 
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and incomplete block design. They developed two tests 

for the umbrella alternatives. The two proposed tests 

are compared to each other and give suggestions.  

Magel and Fu [15] proposed a nonparametric test for a 

mixed design which is a combination of a paired 

sample portion and a two-independent-sample portion 

to test for a difference in treatment effects. 

Olet ve Magel [16] proposed six nonparametric tests to 

test for a difference between the control and any of k-1 

treatments in a completely randomized and 

randomized complete block mixed design.     

Magel et al. [17] introduced two tests for the non-

decreasing alternative for mixed designs consisting of 

a randomized complete block portion and a completely 

randomized design portion. Their proposed test 

statistics are linear combinations of Page’s test statistic 

and the JT test statistic.  

The first version of the test can be written as  

𝑍𝐶𝑜𝑚𝑏𝐼 =
𝑍𝑝+𝑍𝐽𝑇

√2
,         (6) 

where 𝑍𝑝 and 𝑍𝐽𝑇 are the standardized version of 

Page’s test and standardized version of JT test, 

respectively. Under 𝐻0, 𝑍𝐶𝑜𝑚𝑏𝐼 has an asymptotic 

standard normal distribution since the asymptotic 

distributions of 𝑍𝑝 and 𝑍𝐽𝑇 under 𝐻0 are standard 

normal. 𝐻0 is rejected if  𝑍𝐶𝑜𝑚𝑏𝐼 > 𝑍𝛼, where 𝑍𝛼 is the 

(1 − 𝛼)100 percentile of a standard normal 

distribution.  

The second version of the test can be formulated as 

𝑍𝐶𝑜𝑚𝑏𝐼𝐼 =
𝐿+𝐽𝑇−𝐸(𝐿+𝐽𝑇)

√𝑉𝑎𝑟(𝐿+𝐽𝑇)
,        (7) 

where  

𝐸(𝐿 + 𝐽𝑇) =
𝑏𝑘(𝑘+1)2

4
+

(𝑁2−∑ 𝑛𝑖
2𝑘

𝑖=1 )

4
, 

𝑉𝑎𝑟(𝐿 + 𝐽𝑇) =
𝑏(𝑘3−𝑘)2

144(𝑘−1)
+

𝑁2(2𝑁+3)−∑ 𝑛𝑖
2(2𝑛𝑖+3)𝑘

𝑖=1

72
. 

Here, L and JT are Page’s test statistic and the JT test 

statistic, respectively. The test statistic has an 

asymptotic standard normal distribution when 𝐻0 is 

true. It is rejected when 𝑍𝐶𝑜𝑚𝑏𝐼𝐼 > 𝑍𝛼, where 𝑍𝛼 is the 

(1 − 𝛼) percentile of a standard normal distribution. 

We propose two forms of a test statistic for a mixed 

design consisting of a completely randomized portion 

and a randomized block portion. We may wish to 

compare the effects of k treatments. The underlying 

distributions considered include the normal 

distribution, exponential distribution and t distribution 

with 3 degrees of freedom. To use parametric tests, 

random sample should be drawn from normal 

distribution or large enough sample size, and hence, we 

are considering nonparametric tests. 

The paper is organized as follows. Section 2 introduces 

the proposed nonparametric tests for a mixed design 

consisting of randomized complete block design and 

completely randomized design. The simulation results 

and discussions are provided in Section 3-4. Finally, 

we give some concluding remarks in Section 5. 

2.    Proposed Tests 

In this article, we propose and compare nonparametric 

tests for a mixed design consisting of randomized 

complete block design and completely randomized 

design based on hypothesis given in Eq. (1). These 

tests are linear combinations of Hollander test statistic 

and JT test statistic. The tests we propose are similar to 

the idea of Magel et al. [17].  

The first version of the test statistic considered adds the 

standardized versions of the Hollander test statistic, 

denoted by 𝑍𝐻, and the JT test statistic, denoted by 𝑍𝐽𝑇, 

and then divided by √2. The first proposed test 

statistic, denoted by 𝑍1, is given in Eq. (8), 

𝑍𝐼 =
𝑍𝐻+𝑍𝐽𝑇

√2
.          (8) 

Under 𝐻0, 𝑍𝐼 has an asymptotic standard normal 

distribution. The null hypothesis is rejected when 𝑍𝐼 >
𝑍𝛼.   

The second version of the test statistic considered adds 

the nonstandardized versions of Hollander test statistic, 

denoted by H, and the JT test statistic, denoted by JT, 

together and then restandardized. The second proposed 

test statistic, denoted by 𝑍𝐼𝐼, is given in Eq. (9): 

𝑍𝐼𝐼 =
𝐻+𝐽𝑇−[𝐸(𝐻)+𝐸(𝐽𝑇)]

√[𝑉(𝐻)+𝑉(𝐽𝑇)]
.        (9) 

Under 𝐻0, 𝑍𝐼𝐼  has an asymptotic standard normal 

distribution. The null hypothesis is rejected when 

𝑍𝐼𝐼 > 𝑍𝛼. 

3.    Simulation Study 

A simulation study was conducted using MATLAB 

(R2017b) to compare the powers of the proposed test 

versions with the powers of the tests constructed by 

[17] and the powers of Page’s test and Hollander test 

discarding the additional observations from the 

completely randomized design portion. The underlying 

population distributions considered were the normal, 

exponential and student’s t with 3 degrees of freedom. 

All powers were estimated based on 5000 iterations for 

each combination of the distributions, several different 

equal and unequal arrangements of sample sizes and 
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different location parameter arrangements. Since the 

convergence required for the power values and the 

estimated alpha is at 5000 iterations, so it is taken as 

the number of iterations. Estimated alpha and power 

values were found in each case. A relative difference 

percentage between the two test versions developed by 

[17] was calculated by: 

𝐷 =
100∗(𝑃𝑜𝑤𝑒𝑟𝑍𝐼

−𝑃𝑜𝑤𝑒𝑟𝑍𝐼𝐼
)

𝑃𝑜𝑤𝑒𝑟𝑍𝐼

.       (10) 

When this difference is positive, the first test version, 

𝑍𝐼, has a higher estimated power. When this difference 

is negative, the second version, 𝑍𝐼𝐼, has a higher 

estimated power. In the simulation study, the equal and 

unequal sample sizes denoted by n (recall, the JT test 

is used on this portion) were used for the completely 

randomized design portion. The cases were considered 

so that the completely randomized portion was 1/8, 1/4 

and 1/2 that of the randomized complete block portion 

(recall, the Page’s test and Holander test were used on 

the block portion). The following is a list of all of the 

sample sizes considered where block is randomized 

block portion and 𝑛𝑖 is completely randomized block 

portion: 

1. Block=40, 𝑛𝑖 = 5. 

2. Block=40, 𝑛𝑖 = 10. 

3. Block=40, 𝑛𝑖 = 20. 

4. Block=16, 𝑛1 = 8, 𝑛2 = 𝑛3 = 𝑛4 = 4. 

5. Block=32, 𝑛1 = 8, 𝑛2 = 𝑛3 = 𝑛4 = 4. 

6. Block=40, 𝑛1 = 10, 𝑛2 = 𝑛3 = 𝑛4 = 5. 

In the simulation study, we considered increasing 

ordered alternatives. Various location parameters were 

added when estimating the powers of the test statistics. 

The number of treatments (denoted by k) were taken 

3,4 and 5. The 𝑢𝑖 value in tables  is the location 

parameter arrangement for 𝑖𝑡ℎ treatment, i=1, 2, 3, 4 

and 5. The value 𝑛𝑖 is the sample size of 𝑖𝑡ℎ treatment 

for the completely randomized portion.    

4.    Results 

Estimated rejection percentages are given for each two 

proposed test, the two proposed test are given by [17], 

Page’s test and Hollander test (discarding observations 

from the completely randomized design for the Page’s 

and Hollander test). The percentage rejection 

difference is defined in Eq. (10). Percentage of 

rejections for Page’s test, Hollander test, the proposed 

test, denoted by 𝑍𝐶𝑜𝑚𝑏𝐼 and 𝑍𝐶𝑜𝑚𝑏𝐼𝐼, are given by [17], 

the proposed test version one and proposed test version 

two are shown in columns Page (%), Hollander (%), 

𝑍𝐶𝑜𝑚𝑏𝐼 (%), 𝑍𝐶𝑜𝑚𝑏𝐼𝐼 (%), 𝑍𝐼 (%) and 𝑍𝐼𝐼  (%). D is the 

percentage rejection difference between the two 

proposed tests.  

Selected results are given in Tables 1-7. Selected 

results for the normal distribution and four treatments, 

k=4, are given in Tables 1 and 6. In Tables 1-3, the 

results are shown for 40 blocks with various equal 

sample sizes for the completely randomized portion. In 

Tables 4-6, the results are shown for 16, 32 and 40 

blocks with various unequal sample sizes for the 

completely randomized portion.  

5.    Conclusion 

In this article, we proposed two nonparametric test 

statistics for a mixed design consisting of randomized 

complete block design and completely randomized 

design. These test statistics are weighted versions of 

the standardized Hollander test statistic and the 

standardized JT test statistic. When 𝜎𝐻
2 = 𝜎𝐽𝑇

2 , 𝑍𝐼 is a 

special case of 𝑍𝐼𝐼. 

𝑍𝐼 =
𝑍𝐻+𝑍𝐽𝑇

√2
=

1

√2
(

𝐻−𝑈𝐻

√𝜎𝐻
2

+
𝐽𝑇−𝑈𝐽𝑇

√𝜎𝐽𝑇
2

),  

𝑍𝐼𝐼 =
𝐻 + 𝐽𝑇 − [𝐸(𝐻) + 𝐸(𝐽𝑇)]

√[𝑉(𝐻) + 𝑉(𝐽𝑇)]
 

       =
(𝐻 + 𝐽𝑇) − (𝑢𝐻 + 𝑈𝐽𝑇)

√𝜎𝐻
2 + 𝜎𝐽𝑇

2

 

       =
√𝜎𝐻

2

√𝜎𝐻
2 +𝜎𝐽𝑇

2

𝐻−𝑢𝐻

√𝜎𝐻
2

+
√𝜎𝐽𝑇

2

√𝜎𝐻
2 +𝜎𝐽𝑇

2

𝐽𝑇−𝑢𝐽𝑇

√𝜎𝐽𝑇
2

. 

In the first version of proposed nonparametric tests, 

denoted by 𝑍𝐼, the weights of variances of Hollander 

test and JT test are 1/√2. In the second version of 

proposed nonparametric tests, denoted by 𝑍𝐼𝐼, if the 

variance of Hollander test is larger, then Hollander test 

will get more weight; otherwise, JT test will get more 

weight.   

The results showed that the empirical type I error rate 

of all tests are close to nominal level within acceptable 

values ranging between 4.38 and 5.48 over all of the 

cases considered.   

In Tables 1 and 2, one can see that the power of the 𝑍𝐼𝐼 

test statistic is superior to other tests. In Table 3, the 𝑍𝐼 

test statistic has higher powers than the 𝑍𝐼𝐼 test statistic 

in some cases. We noticed as in comparing Tables 1,2 

and 3, when the sample size, n, is equal, the rejection 

percentage of 𝑍𝐼𝐼 gradually decreases, which can be 
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explained by weights. Since the sample size of 

Hollander test is more than JT test, the weight of the 

Hollander test will be higher and the power of the 

Hollander test is higher than the JT test. When the 

sample size of each treatment in the completely 

randomized portion starts increasing, the weight of the 

JT test will increase with the power.  

In Tables 4, 5 and 6, unequal sample sizes, 𝑛𝑖, are 

considered. The proposed two nonparametric test 

versions, 𝑍𝐼 and 𝑍𝐼𝐼, again have higher powers of any 

of the tests. When Tables 4 and 5 are compared, the 

rejection percentage of 𝑍𝐼𝐼 gradually increases because 

of weights. When the sample size of each treatment in 

the randomized complete block portion starts 

increasing, the weight of the Hollander test will 

increase as the power increases. When Tables 5 and 6 

are compared, there is no noticeable difference in terms 

of the rejection percentage of 𝑍𝐼𝐼 because both cases 

are considered, so that the completely randomized 

portion is 1/8 that of the randomized complete block 

portion.  

The overall recommendation is to use either 𝑍𝐼 or 𝑍𝐼𝐼 

tests. If the completely randomized portion is 1/8 or 1/4 

that of the randomized complete block portion, 𝑍𝐼𝐼 test 

is recommended. If the completely randomized portion 

is 1/2 that of the randomized complete block portion, 

𝑍𝐼 and 𝑍𝐼𝐼 tests are recommended together.       

Table 7 give the weights of the Hollander’s test and JT 

test for the first and second proposed tests versions, 𝑍𝐼 

and 𝑍𝐼𝐼. The weights were compared with the rejection 

percentage results. Moreover, in this table, number of 

treatments is considered k=3 for exponential 

distribution and k=5 for student’s t distribution 

respectively.  

In Table 7, for unequal cases, if the weight of JT test is 

higher in 𝑍𝐼𝐼, the first proposed version is better. For 

example, the first case: k=3, block=16, 𝑛1 = 8, 𝑛2 =
𝑛3 = 𝑛4 = 4, the second case: k=4, block=16, 𝑛1 =
8, 𝑛2 = 𝑛3 = 𝑛4 = 4 and the third case: k=5, 

block=16, 𝑛1 = 8, 𝑛2 = 𝑛3 = 𝑛4 = 𝑛5 = 4. 

Therefore, it is better to use 𝑍𝐼, in these cases. If the 

weight of Hollander test is higher in 𝑍𝐼𝐼, the second 

proposed version is better.  

For equal cases, the weight of Hollander test is higher 

in 𝑍𝐼𝐼 in all situations. Therefore, it is better to use 𝑍𝐼𝐼, 

in these cases. 

The range of average D is (-10.94, -0.04). The case for 

exponential distributions, the number of treatment is 3, 

block = 16, n = 4 has the lowest average D which 

equals -0.04. The case for t distributions, the number 

of treatment is 5, block = 16, n = 8 has the highest 

average D which equals -10.94. Since D < 0, the 

second proposed test, 𝑍𝐼𝐼, is better.  

The range of average D is (0.08, 4.45). The case for 

exponential distributions, the number of treatment is 3, 

block = 16, 𝑛1 = 8, 𝑛2 = 𝑛3 = 4 has the lowest 

average D which equals 0.08. The case for t 

distributions, the number of treatment is 5, block = 16, 

𝑛1 = 8, 𝑛2 = 𝑛3 = 𝑛4 = 𝑛5 = 4 has the highest 

average D which equals 4.45. Since D > 0, the first 

proposed test, 𝑍𝐼, is better.
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Table 1. Percentage of rejection for k=4; Normal distributions: block = 40 and n = 5 

u1 u2 u3 u4 P(%) H(%) 𝑍𝐶𝑜𝑚𝑏𝐼(%) 𝑍𝐶𝑜𝑚𝑏𝐼𝐼  (%) 𝑍𝐼 (%) 𝑍𝐼𝐼 (%) D 

0.000 0.000 0.000 0.000 4.60 4.60 4.48 4.38 4.90 4.74 3.26 

0.000 0.100 0.200 0.300 33.22 38.76 32.84 35.30 36.58 39.80 -8.80 

0.000 0.000 0.250 0.250 32.96 38.28 32.64 35.12 36.44 39.22 -7.63 

0.000 0.125 0.250 0.250 24.42 32.72 27.62 29.10 30.62 33.44 -9.21 

0.000 0.000 0.000 0.500 56.34 65.06 55.98 59.06 61.26 66.82 -9.08 

0.050 0.100 0.300 0.500 59.08 68.28 59.00 61.68 65.56 69.88 -6.59 

0.000 0.000 0.500 0.500 78.30 85.98 77.48 80.38 83.04 87.26 -5.08 

0.000 0.250 0.500 0.500 68.78 76.82 67.92 70.88 73.92 78.08 -5.63 

0.000 0.500 0.500 1.000 97.40 99.18 97.16 98.18 98.64 99.40 -0.77 

0.000 0.250 0.250 0.500 57.10 65.90 57.00 59.96 62.62 67.46 -7.73 

0.000 0.250 0.250 0.250 22.34 27.42 22.58 23.86 26.08 28.08 -7.67 

0.100 0.200 0.600 1.000 98.18 99.64 98.24 98.80 99.24 99.72 -0.48 

0.250 0.250 0.500 0.500 32.96 38.50 32.64 35.12 36.30 39.80 -9.64 

0.000 0.100 0.300 0.700 87.18 93.22 86.16 89.12 90.38 94.14 -4.16 

0.000 0.050 0.150 0.350 39.88 45.94 39.86 42.56 43.56 47.20 -8.36 

0.000 0.150 0.200 0.500 59.26 67.49 59.06 61.90 64.14 69.04 -7.64 

0.000 0.000 0.100 0.600 74.20 81.88 73.28 76.40 77.76 83.32 -7.15 

0.000 0.000 0.050 0.300 30.94 37.18 30.52 32.86 34.50 38.08 -10.38 

 

 

 

Table 2. Percentage of rejection for k=4; Normal distributions: block = 40 and n = 10 

u1 u2 u3 u4 P(%) H(%) 𝑍𝐶𝑜𝑚𝑏𝐼(%) 𝑍𝐶𝑜𝑚𝑏𝐼𝐼  (%) 𝑍𝐼 (%) 𝑍𝐼𝐼 (%) D 

0.000 0.000 0.000 0.000 4.70 4.60 5.16 5.48 4.78 4.62 3.34 

0.000 0.100 0.200 0.300 39.40 38.76 39.52 29.78 43.02 43.10 -0.19 

0.000 0.000 0.250 0.250 38.76 38.28 39.02 30.34 41.56 42.50 -2.26 

0.000 0.125 0.250 0.250 33.00 32.72 32.54 25.50 34.86 36.44 -4.53 

0.000 0.000 0.000 0.500 65.84 65.06 64.96 51.64 68.92 70.39 -2.13 

0.050 0.100 0.300 0.500 68.78 68.28 68.00 54.62 73.34 74.22 -1.20 

0.000 0.000 0.500 0.500 86.28 85.98 85.80 72.74 87.92 89.86 -2.21 

0.000 0.250 0.500 0.500 77.50 76.82 77.38 62.90 81.26 82.06 -0.98 

0.000 0.500 0.500 1.000 99.36 99.18 99.12 95.92 99.68 99.72 -0.04 

0.000 0.250 0.250 0.500 65.96 65.90 66.16 52.52 70.94 71.30 -0.51 

0.000 0.250 0.250 0.250 26.08 27.42 26.58 21.34 28.22 28.32 -0.35 

0.100 0.200 0.600 1.000 99.44 99.64 99.28 96.68 99.83 99.90 -0.07 

0.250 0.250 0.500 0.500 37.82 38.50 39.02 30.34 40.88 41.52 -1.57 

0.000 0.100 0.300 0.700 93.22 93.22 93.08 82.54 94.88 95.67 -0.83 

0.000 0.050 0.150 0.350 46.90 45.94 47.28 36.60 50.63 51.42 -1.56 

0.000 0.150 0.200 0.500 68.12 67.49 68.38 54.64 71.58 73.08 -2.10 

0.000 0.000 0.100 0.600 81.94 81.88 82.34 68.84 85.54 86.76 -1.43 

0.000 0.000 0.050 0.300 36.55 37.18 36.42 28.10 39.30 40.33 -2.62 
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Table 3. Percentage of rejection for k=4; Normal distributions: block = 40 and n = 20 

u1 u2 u3 u4 P(%) H(%) 𝑍𝐶𝑜𝑚𝑏𝐼(%) 𝑍𝐶𝑜𝑚𝑏𝐼𝐼  (%) 𝑍𝐼 (%) 𝑍𝐼𝐼 (%) D 

0.000 0.000 0.000 0.000 4.80 4.90 5.22 4.96 4.58 4.60 -0.43 

0.000 0.100 0.200 0.300 32.90 38.46 48.24 32.40 50.10 50.20 -0.20 

0.000 0.000 0.250 0.250 33.32 39.66 47.60 32.40 49.70 50.66 -1.93 

0.000 0.125 0.250 0.250 27.20 33.00 40.16 27.32 41.82 42.22 -0.96 

0.000 0.000 0.000 0.500 56.24 65.28 75.98 53.88 78.52 79.20 -0.87 

0.050 0.100 0.300 0.500 59.58 67.17 78.70 57.34 81.64 81.74 -0.12 

0.000 0.000 0.500 0.500 78.78 86.78 92.78 75.74 95.08 95.54 -0.48 

0.000 0.250 0.500 0.500 68.38 76.75 86.52 65.60 88.94 89.16 -0.25 

0.000 0.500 0.500 1.000 97.50 99.24 99.82 96.22 99.96 99.92 0.04 

0.000 0.250 0.250 0.500 56.18 64.75 76.08 54.84 78.42 79.00 -0.74 

0.000 0.250 0.250 0.250 22.52 26.97 32.62 22.50 34.68 34.26 1.21 

0.100 0.200 0.600 1.000 98.44 99.52 99.88 97.12 99.99 99.96 0.03 

0.250 0.250 0.500 0.500 33.32 39.76 47.60 32.40 49.70 50.56 -1.73 

0.000 0.100 0.300 0.700 87.14 93.40 97.28 84.92 98.52 98.66 -0.14 

0.000 0.050 0.150 0.350 39.76 46.33 57.22 38.32 59.56 60.00 -0.74 

0.000 0.150 0.200 0.500 59.52 67.20 78.72 56.94 82.42 81.38 1.26 

0.000 0.000 0.100 0.600 73.88 82.36 90.62 71.70 93.12 93.16 -0.04 

0.000 0.000 0.050 0.300 30.28 35.90 44.20 29.96 46.58 46.54 0.09 

 

 

 

Table 4. Percentage of rejection for k=4; Normal distributions: block = 16 and 𝑛1 = 8 and 𝑛2 = 𝑛3 = 𝑛4 = 4 

u1 u2 u3 u4 P(%) H(%) 𝑍𝐶𝑜𝑚𝑏𝐼(%) 𝑍𝐶𝑜𝑚𝑏𝐼𝐼  (%) 𝑍𝐼 (%) 𝑍𝐼𝐼 (%) D 

0.000 0.000 0.000 0.000 5.10 4.90 5.00 5.20 5.12 5.06 1.17 

0.000 0.100 0.200 0.300 20.14 20.84 23.04 22.34 24.18 24.00 0.74 

0.000 0.000 0.250 0.250 20.20 21.88 22.24 21.64 22.68 24.09 -6.22 

0.000 0.125 0.250 0.250 17.02 18.54 20.54 19.94 20.66 20.18 2.32 

0.000 0.000 0.000 0.500 32.22 33.98 33.98 32.64 36.44 38.70 -6.20 

0.050 0.100 0.300 0.500 33.76 38.66 37.90 36.64 42.46 43.98 -3.58 

0.000 0.000 0.500 0.500 47.20 52.38 53.16 51.14 56.66 58.58 -3.39 

0.000 0.250 0.500 0.500 39.98 45.51 48.22 46.92 53.33 52.83 0.94 

0.000 0.500 0.500 1.000 76.00 81.76 86.40 84.74 89.34 88.68 0.74 

0.000 0.250 0.250 0.500 32.82 34.30 38.40 37.18 41.44 39.94 3.62 

0.000 0.250 0.250 0.250 15.04 14.84 18.56 18.42 17.29 16.66 3.64 

0.100 0.200 0.600 1.000 79.32 83.78 85.84 83.52 88.62 89.75 -1.28 

0.250 0.250 0.500 0.500 20.20 21.54 22.24 21.64 23.20 23.64 -1.90 

0.000 0.100 0.300 0.700 56.52 61.46 63.30 60.20 67.02 68.42 -2.09 

0.000 0.050 0.150 0.350 23.66 25.20 26.16 25.16 28.32 28.24 0.28 

0.000 0.150 0.200 0.500 34.38 36.74 38.62 37.38 42.24 42.62 -0.90 

0.000 0.000 0.100 0.600 43.60 48.10 46.70 44.54 51.92 54.32 -4.62 

0.000 0.000 0.050 0.300 18.94 20.36 20.60 19.66 21.84 22.48 -2.93 
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Table 5. Percentage of rejection for k=4; Normal distributions: block = 32 and 𝑛1 = 8  and and 𝑛2 = 𝑛3 = 𝑛4 = 4 

u1 u2 u3 u4 P(%) H(%) 𝑍𝐶𝑜𝑚𝑏𝐼(%) 𝑍𝐶𝑜𝑚𝑏𝐼𝐼  (%) 𝑍𝐼 (%) 𝑍𝐼𝐼 (%) D 

0.000 0.000 0.000 0.000 5.28 4.68 4.78 4.62 4.93 4.68 5.07 

0.000 0.100 0.200 0.300 30.24 33.62 31.06 30.84 33.96 35.54 -4.65 

0.000 0.000 0.250 0.250 29.66 33.70 29.84 30.06 31.66 34.82 -9.98 

0.000 0.125 0.250 0.250 25.22 27.82 26.12 26.20 27.43 28.92 -5.43 

0.000 0.000 0.000 0.500 50.86 56.36 48.08 48.78 52.18 58.02 -11.19 

0.050 0.100 0.300 0.500 54.04 57.98 52.72 53.62 56.14 60.81 -8.32 

0.000 0.000 0.500 0.500 72.50 79.30 71.14 72.02 75.64 81.36 -7.56 

0.000 0.250 0.500 0.500 62.48 68.46 64.48 65.12 70.48 71.41 -1.32 

0.000 0.500 0.500 1.000 95.22 97.88 95.76 96.18 98.02 98.56 -0.55 

0.000 0.250 0.250 0.500 52.08 56.87 52.90 53.34 57.84 59.84 -3.46 

0.000 0.250 0.250 0.250 20.56 23.88 22.84 22.56 25.84 25.40 1.70 

0.100 0.200 0.600 1.000 96.26 98.32 95.88 96.44 97.70 98.82 -1.15 

0.250 0.250 0.500 0.500 29.66 32.66 29.84 30.06 31.18 34.08 -9.30 

0.000 0.100 0.300 0.700 82.56 88.24 81.14 82.16 85.86 89.58 -4.33 

0.000 0.050 0.150 0.350 36.46 39.24 35.92 36.22 38.36 40.54 -5.68 

0.000 0.150 0.200 0.500 54.30 59.68 53.70 54.16 58.32 61.70 -5.80 

0.000 0.000 0.100 0.600 67.96 73.66 65.02 65.92 68.89 75.44 -9.51 

0.000 0.000 0.050 0.300 27.84 31.50 26.92 27.00 28.99 32.82 -13.21 

 

 

 

Table 6. Percentage of rejection for k=4; Normal distributions: block = 40 and and 𝑛1 = 10 and 𝑛2 = 𝑛3 = 𝑛4 = 5 

u1 u2 u3 u4 P(%) H(%) 𝑍𝐶𝑜𝑚𝑏𝐼(%) 𝑍𝐶𝑜𝑚𝑏𝐼𝐼  (%) 𝑍𝐼 (%) 𝑍𝐼𝐼 (%) D 

0.000 0.000 0.000 0.000 5.34 5.28 5.24 5.28 4.88 5.22 -6.96 

0.000 0.100 0.200 0.300 33.98 39.42 35.32 34.44 39.26 41.33 -5.27 

0.000 0.000 0.250 0.250 33.90 39.28 34.58 33.50 37.12 41.09 -10.70 

0.000 0.125 0.250 0.250 28.48 32.26 30.58 29.84 33.18 34.08 -2.71 

0.000 0.000 0.000 0.500 56.80 64.24 55.12 53.18 59.78 66.40 -11.07 

0.050 0.100 0.300 0.500 59.42 69.48 60.00 58.56 66.44 71.48 -7.59 

0.000 0.000 0.500 0.500 78.04 86.32 79.40 77.64 84.44 87.94 -4.14 

0.000 0.250 0.500 0.500 67.88 78.44 72.40 70.86 78.92 80.46 -1.95 

0.000 0.500 0.500 1.000 97.78 99.36 98.64 98.40 99.32 99.46 -0.14 

0.000 0.250 0.250 0.500 56.66 66.62 60.14 58.82 66.14 69.10 -4.48 

0.000 0.250 0.250 0.250 23.70 26.91 27.08 26.48 27.86 27.96 -0.36 

0.100 0.200 0.600 1.000 98.34 99.56 98.70 98.26 99.16 99.70 -0.54 

0.250 0.250 0.500 0.500 33.90 38.58 34.58 33.50 36.96 39.98 -8.17 

0.000 0.100 0.300 0.700 87.48 94.14 88.20 86.84 92.00 95.00 -3.26 

0.000 0.050 0.150 0.350 40.26 47.74 41.40 39.96 45.83 49.50 -8.01 

0.000 0.150 0.200 0.500 59.58 68.58 60.94 59.48 66.38 70.86 -6.75 

0.000 0.000 0.100 0.600 74.20 81.66 73.28 71.36 77.40 83.42 -7.78 

0.000 0.000 0.050 0.300 31.78 37.12 31.22 30.16 33.56 38.22 -13.89 
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Table 7. Comparing the Highest Percentages of Rejection with Weights of Hollander’s Test and JT Test (equal cases) for 

𝑍𝐼𝐼 

Case 𝑍𝐼 𝑍𝐼𝐼 
𝜎𝐻

2

𝜎𝐻
2 + 𝜎𝐽𝑇

2  
𝜎𝐽𝑇

2

𝜎𝐻
2 + 𝜎𝐽𝑇

2  

Block 𝑛𝑖     

K=3 

16 𝑛1 = 8. 𝑛2 = 𝑛3 = 4 X  0.3200 0.6800 

32 𝑛1 = 8. 𝑛2 = 𝑛3 = 4  X 0.7834 0.2166 

40 𝑛1 = 10. 𝑛2 = 𝑛3 = 5  X 0.7830 0.2170 

K=4 

16 𝑛1 = 8. 𝑛2 = 𝑛3 = 𝑛4 = 4 X  0.2028 0.7972 

32 𝑛1 = 8. 𝑛2 = 𝑛3 = 𝑛4 = 4  X 0.6623 0.3377 

40 𝑛1 = 10. 𝑛2 = 𝑛3 = 𝑛4 = 5  X 0.6614 0.3386 

K=5 

16 𝑛1 = 8. 𝑛2 = 𝑛3 = 𝑛4 = 𝑛5 = 4 X  0.1311 0.8689 

32 𝑛1 = 8. 𝑛2 = 𝑛3 = 𝑛4 = 𝑛5 = 4  X 0.5383 0.4617 

40 𝑛1 = 10. 𝑛2 = 𝑛3 = 𝑛4 = 𝑛5 = 5  X 0.8026 0.1974 
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 Abstract  
In this paper, a new copula model with given unit marginals is proposed, based on 

Rüschendorf’s Method. A new bivariate copula family is introduced by adding a proper term 

to independence copula. Thus, we avoid the complexity of the proposed copula model. By 

choosing a baseline copula from the same marginal, we derive a new copula that can approach 

from above towards the independence copula. Furthermore, it is established that a bivariate 

copula constructed by this method allows some flexibility in the dependence measure 

according to Spearman’s correlation coefficient. Additionally, tail dependence measures are 

investigated. Illustrative examples are given taking into account the specific choices of a 

baseline copula. 
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1. Introduction  

When creating new bivariate copula models, researchers generally try to obtain models that can express the high 

correlation. Lai and Xie [1] studied on construction of continuous bivariate positive quadrant dependent 

distributions. Bairamov et al. [2] provided an extension of the maximal correlation coefficient for the Farlie-

Gumbel-Morgenstern (FGM) family. Firstly, we discuss the necessary conditions to construct a new copula. 

Secondly, we obtain bounds for dependence measure in accordance with Spearman's rank correlation coefficient. 

At last, the usefulness of this family is discussed by considering illustrative examples. 

The genesis of the proposal is based on both works of [1] and [3]. Accordingly, a function 𝑔(𝑢, 𝑣) can be defined 

on the unit square as 𝑔(𝑢, 𝑣) = 𝑢𝑣 + 𝑘(𝑢, 𝑣), where 𝑘(𝑢, 𝑣) = 0  at the endpoints of the unit square, with 
−𝜕2𝑘(𝑢,𝑣)

𝜕𝑢𝜕𝑣
≤ 1.   

Let 𝐶(𝑢, 𝑣) denote the bivariate copula function. Then, according to the eq. (2) and the condition (3) of [1], and 

Rüschendorf’s method, the function 𝑘(𝑢, 𝑣) is chosen as 𝑘(𝑢, 𝑣) = 𝑢𝑣 𝐶̅(𝑢, 𝑣), where 𝐶̅ denotes survival copula.   

 

The following theorem shows that 𝑔(𝑢, 𝑣) meets the conditions (3)-(5) given in [1].  

 

Theorem 1. 𝐶𝐻(𝑢, 𝑣) = 𝑢𝑣(1 + 𝐶̅(𝑢, 𝑣)) is a well-defined copula function. 

Proof.  According to Definition 2.2.2 of [4], a bivariate copula must satisfy the following properties:  

 

(P1) For every 𝑢, 𝑣 in  [0,1], it is obvious that 

lim
𝑢→0

𝐶𝐻(𝑢, 𝑣) = lim
𝑢→0

𝑢𝑣(1 + 𝐶̅(𝑢, 𝑣)) = 0, lim
𝑣→0

𝐶𝐻(𝑢, 𝑣) = lim
𝑣→0

𝑢𝑣(1 + 𝐶̅(𝑢, 𝑣)) = 0 

and  

lim
𝑢→1

𝐶𝐻(𝑢, 𝑣) = lim
𝑢→1

𝑢𝑣(1 + 𝐶̅(𝑢, 𝑣)) = 𝑣,   lim
𝑣→1

𝐶𝐻(𝑢, 𝑣) = lim
𝑣→1

𝑢𝑣(1 + 𝐶̅(𝑢, 𝑣)) = 𝑢, 

lim
𝑢∧𝑣→1

𝐶𝐻(𝑢, 𝑣) = lim
𝑢∧𝑣→1

𝑢𝑣(1 + 𝐶̅(𝑢, 𝑣)) = 1. 

 

(P2) We prove the continuous case only.  
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𝑐𝐻(𝑢, 𝑣) =
𝜕2𝐶𝐻(𝑢, 𝑣)

𝜕𝑢𝜕𝑣
= 1 + 𝐶̅(𝑢, 𝑣) + 𝑣

𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑣
+ 𝑢

𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑢
+ 𝑢𝑣

𝜕2𝐶̅(𝑢, 𝑣)

𝜕𝑢𝜕𝑣
.                                     (1) 

 

Now, by noting that 𝐶̅(𝑢, 𝑣) = 1 − 𝑢 − 𝑣 + 𝐶(𝑢, 𝑣), 
𝜕𝐶̅(𝑢,𝑣)

𝜕𝑢
= −1 +

𝜕𝐶(𝑢,𝑣)

𝜕𝑢
  and  

𝜕2𝐶̅(𝑢,𝑣)

𝜕𝑢𝜕𝑣
= 𝑐(𝑢, 𝑣) ≥ 0. Then 

eq. (1) can be rewritten as  

𝑐𝐻(𝑢, 𝑣) = 1 − 𝑢 − 𝑣 + 𝐶̅(𝑢, 𝑣) + 𝑣
𝜕𝐶(𝑢, 𝑣)

𝜕𝑣
+ 𝑢

𝜕𝐶(𝑢, 𝑣)

𝜕𝑢
+ 𝑢𝑣𝑐(𝑢, 𝑣).                                                         (2) 

 

Assume that the copula 𝐶(𝑢, 𝑣) belongs to the class of negative dependent copulas, and then it is easy to conclude 

that from corollary 5.2.6 of [4], each of the inequalities below holds: 

𝑢
𝜕𝐶(𝑢, 𝑣)

𝜕𝑢
≥ 𝐶(𝑢, 𝑣), 

and  

    

𝑣
𝜕𝐶(𝑢, 𝑣)

𝜕𝑣
≥ 𝐶(𝑢, 𝑣). 

Using both inequalities, a lower bound can be achieved as  

 

𝑐𝐻(𝑢, 𝑣) ≥ 1 − 𝑢 − 𝑣 + 𝐶(𝑢, 𝑣) + 𝐶̅(𝑢, 𝑣) + 𝐶(𝑢, 𝑣) + 𝑢𝑣𝑐(𝑢, 𝑣) 
= 2𝐶̅(𝑢, 𝑣) + 𝐶(𝑢, 𝑣) + 𝑢𝑣𝑐(𝑢, 𝑣) 
≥ 0. 

Hence, under the assumption of the negative dependence, it is showed that (P2) holds. 

Now, assume that the copula 𝐶(𝑢, 𝑣) belongs to the class of positive dependent copulas. Thus, the eq. (1) can be 

rewritten as follows: 

 

𝑐𝐻(𝑢, 𝑣) = (1 + 𝑢
𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑢
) (1 + 𝑣

𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑣
) − 𝑢𝑣

𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑢

𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑣
+ 𝐶̅(𝑢, 𝑣) + 𝑢𝑣𝑐(𝑢, 𝑣).                   (3) 

According to Definition 1.2 of [5], and Theorem 5.2.10 and Theorem 5.2.15 of [4], the positive dependence 

implies  

𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑢

𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑣
≤ 𝑐(𝑢, 𝑣)𝐶̅(𝑢, 𝑣). 

 

Then by applying the latter inequality in eq. (3), we have the following lower bound   

 

𝑐𝐻(𝑢, 𝑣) ≥ (1 + 𝑢
𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑢
) (1 + 𝑣

𝜕𝐶̅(𝑢, 𝑣)

𝜕𝑣
) + 𝐶̅(𝑢, 𝑣) + 𝑢𝑣𝑐(𝑢, 𝑣)(1 − 𝐶̅(𝑢, 𝑣)).                                     (4) 

 

Note that each summand in eq. (4) is nonnegative thus 𝑐𝐻(𝑢, 𝑣) ≥ 0 is obtained. This completes the proof. 

 

Remark 1.  Copula family 𝐶𝐻(𝑢, 𝑣) = 𝑢𝑣(1 + 𝐶̅(𝑢, 𝑣)) belongs to the class of positive dependent copulas since 

𝑢𝑣 ≤ 𝑢𝑣(1 + 𝐶̅(𝑢, 𝑣))  for all (𝑢, 𝑣) ∈ [0,1]2.  

 

2. Lower and Upper Bounds on Spearman’s Rho Measure for 𝑪𝑯 

This section is about obtaining the lower and upper bounds of the measure of dependency for the proposed 

bivariate copula family. According to [6] and [7], for any bivariate copula defined on the unit square contains 

Fréchet lower and upper bounds, which respectively are defined by 

𝐶−(𝑥, 𝑦) = max{𝑢 + 𝑣 − 1,0}                                                                                                                                            (5) 

𝐶+(𝑥, 𝑦) = min{𝑢, 𝑣}.                                                                                                                                                           (6) 



 

203 

 

Yılmaz, Bekçi / Cumhuriyet Sci. J., 42(1) (2021) 201-208 
 

For 𝐶(𝑢, 𝑣),  Spearman’s rho can be expressed as 

𝜌 = 12 ∫ ∫{𝐶(𝑢, 𝑣) − 𝑢𝑣}𝑑𝑣𝑑𝑢

1

0

1

0

                                                                                                                                      (7) 

(see, [8]). The coefficient of Spearman’s rho for the new family can be obtained by 

𝜌𝐶 𝐻
= 12 ∫ ∫ 𝑢𝑣𝐶̅(𝑢, 𝑣)𝑑𝑣𝑑𝑢

1

0

1

0

                                                                                                                                         (8) 

= 12 ∫ ∫ 𝑢𝑣[1 − 𝑢 − 𝑣 + 𝐶(𝑢, 𝑣)]𝑑𝑣𝑑𝑢

1

0

1

0

. 

Hence, by using eq. (5), the lower bound is as follows  

𝜌𝐶 𝐻
≥ −1 + 12 ∬ 𝑢𝑣[𝑢 + 𝑣 − 1]𝑑𝑣𝑑𝑢

𝑢+𝑣−1>0

=
1

10
. 

As we expect from Corollary 1, this lower bound must be positive. We can say that 𝐶𝐻 achieves weakly positive 

dependence from its lower bound. To obtain the upper bound, we use eq. (6) then 

𝜌𝐶 𝐻
≤ −1 + 12 ∬ 𝑢2𝑣𝑑𝑣𝑑𝑢

𝑣>𝑢

+ ∬ 𝑢𝑣2𝑑𝑣𝑑𝑢

𝑢>𝑣

=
3

5
. 

As a result, 𝜌𝐶 𝐻
 lies in the interval [

1

10
,

3

5
 ]. The proposed copula 𝐶𝐻 can only detect positive dependence. 

Furthermore, 𝐶𝐻 can achieve a high correlation through positive dependence. 

 

3. Tail Dependence Measures of 𝑪𝑯  

The tail dependence measures can detect how likely both components jointly exceed extreme quantiles. It is 

useful in determining the common behavior of random variables in the upper and lower quadrants. Upper and 

lower tail dependence coefficients are defined by     

𝜆𝑢 = 2 − lim
𝑡→1

1 − 𝐶(𝑡, 𝑡)

1 − 𝑡
, 𝜆𝐿 = lim

𝑡→0

𝐶(𝑡, 𝑡)

𝑡
 

 

(see [4], subsection 5.4). Accordingly, after some algebraic calculation, the upper and the lower dependence 

coefficients for 𝐶𝐻(𝑢, 𝑣) are respectively equal to 𝜆𝑢 = lim
𝑡→1

−𝑑𝐶̅(𝑡,𝑡)

𝑑𝑡
 and 𝜆𝐿 = 0.  

Next, an example is given to illustrate this family. 

 

4. Illustrative Examples  

 

In this section, we compare in terms of Spearman’s rho correlation coefficient the proposed copula with respect 

to its baseline copula chosen from the most used copulas in modeling real data. 

 

Example 1. (FGM copula) The Farlie-Gumbel-Morgenstern (FGM) family of a bivariate copula is given by 

C(𝑢, 𝑣) = 𝑢𝑣[1 + 𝜃 (1 − 𝑢)(1 − 𝑣)], for 𝜃 ∈  [−1,1] (see [9] and [10]). Then, the copula  𝐶𝐻(𝑢, 𝑣) is given by  

 

𝐶𝐻(𝑢, 𝑣) = 𝑢𝑣[1 + (1 − 𝑢)(1 − 𝑣)(1 + 𝜃 𝑢𝑣)]. 
 

Hence, 𝜌𝐶𝐻
=

1

12
(𝜃 + 4). Since 𝜃 ∈ [−1,1], 

1

4
≤ 𝜌𝐶𝐻

≤
5

12
. One can conclude that this family can model weakly 

positive dependence as FGM does. Furthermore, tail dependence coefficients of 𝐶𝐻(𝑢, 𝑣) are equal to zero as 

FGM has. Hence, 𝐶𝐻(𝑢, 𝑣) has no tail dependence in both directions. 
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Example 2. (Gumbel-Hougaard copula) The bivariate version of the Gumbel-Hougaard family copula is 

given by 

𝐶(𝑢, 𝑣) = 𝑒−[(− log(𝑢))𝜃+(− log(𝑣))𝜃]
1
𝜃

, 

where 𝜃 lies in the interval [1, ∞) (see, [10-13]). Since the Gumbel–Hougaard copula can detect positive 

dependence, it is used in modeling bivariate flood frequency, storm, drought, etc. (see, [14]). [15] claimed that 

no closed-form expression exists for Spearman’s rho. [16] obtained an integral form for Spearman’s rho as  

𝜌𝐺𝐻 =
12

𝜃
∫

[𝑡(1 − 𝑡)]
1

𝜃
−1

[1 + 𝑡
1

𝜃 + (1 − 𝑡)
1

𝜃]
2 𝑑𝑡

1

0

− 3. 

Calculated values of Spearman’s rho for the base model (Gumbel–Hougaard copula) and 𝐶𝐻(𝑢, 𝑣) are given in 

Table 1. 

Table 1. Calculated values of Spearman’s rho of Gumbel-Hougaard and 𝐶𝐻 copulas for some values of 𝜃   

θ 1.1 1.3 1.5 1.7 1.9 2.1 3 5 15 

ρGH 0.1353 0.3368 0.4767 0.5773 0.6520 0.7088 0.8488 0.9432 0.9935 

ρCH
 0.3729 0.4300 0.4683 0.4951 0.5147 0.5293 0.5644 0.5870 0.5986 

 

As can be seen from Table 1, when 𝜃 is close to 1, 𝐶𝐻  seems slightly more dominant than Gumbel-Hougaard in 

terms of Spearman’s rho. However, Gumbel-Hougaard is more dominant in the large values of the 𝜃. 

Gumbel-Hougaard copula family has upper tail dependence measured as 𝜆𝑈 = 2 − 2
1

𝜃 (see, [4] p.215).  After 

some algebraic calculation, 𝐶𝐻 is similarly found to have the same upper tail dependency measure. 

 

Example 3. (Ali-Mikhail-Haq copula) Ali-Mikhail-Haq (AMH) copula is given by 

 

𝐶(𝑢, 𝑣) =
𝑢𝑣

1 − 𝜃(1 − 𝑢)(1 − 𝑣)
, 

 

where 𝜃 ∈ [−1,1] (see, [17, 18]). Spearman’s rho coefficient for this family is given below: 

 

𝜌𝐴𝑀𝐻 =
12(1 + 𝜃)𝑑𝑖𝑙𝑜𝑔(1 − 𝜃) − 24(1 − 𝜃)log (1 − 𝜃)

𝜃2
−

3(𝜃 + 12)

𝜃
, 

 

where 𝑑𝑖𝑙𝑜𝑔(∙) represents the dilogarithm function defined as 𝑑𝑖𝑙𝑜𝑔(𝑥) = ∫
log(𝑡)

1−𝑡
𝑑𝑡

𝑥

1
 (see, [4] p. 172 and [19]). 

They also reported that ρAMH ∈ [−0.2711, 0.4784]. We use the geometric series representation for 1/(1 −

𝜃(1 − 𝑢)(1 − 𝑣)) to calculate the correlation coefficient numerically for 𝐶𝐻(𝑢, 𝑣). Then, we have  

 

𝜌𝐶𝐻
= 48 ∑

𝜃𝑗

((𝑗 + 3)(𝑗 + 2)(𝑗 + 1))2

∞

𝑗=0

− 1. 

 

Calculated approximate values of Spearman’s rho for the base model AMH copula and 𝐶𝐻(𝑢, 𝑣) are tabulated as 

in Table 2. 

 

Table 2. Calculated values of Spearman’s rho of AMH and 𝐶𝐻 copulas for some values of 𝜃   

θ -1 -.7 -.4 -0.1 0.1 0.4 0.7 1 

ρAMH -0.2711 -0.2004 -0.1216 -0.0325 0.0342 0.1490 0.2896 0.4784 

ρCH
 0.2608 0.2806 0.3019 0.32513 0.3418 0.3691 0.3997 0.4353 
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As can be seen from Table 2, for nonnegative small values of  𝜃, 𝐶𝐻 seems more dominant than the AMH copula 

in terms of Spearman’s rho. However, the AMH copula is more dominant in the large positive values of the 𝜃. 

For negative values of 𝜃, 𝐶𝐻 produces a positive correlation, unlike AMH copula does.  

AMH copula family has lower tail dependence as 𝜆𝐿 =
1

2
 for 𝜃 = 1 reported by [19].  After some algebraic 

calculation, 𝐶𝐻 has no tail dependency measure. 

 

Example 4. (Clayton copula) The Clayton copula is first introduced by [20]. The bivariate version of the Clayton 

copula is given by 

𝐶𝐶𝑙𝑎𝑦𝑡𝑜𝑛(𝑢, 𝑣) = (𝑢−
1

𝜃 + 𝑣−
1

𝜃 − 1)
−𝜃

, 

 

where 𝜃 > 0. This copula can only model positively associated variables. Spearman’s rho coefficient for the 

Clayton copula is more complex. We calculate numerically to obtain these coefficients for both Clayton and 𝐶𝐻  

copulas. Table 3 tabulates Spearman’s rho coefficients for various values of 𝜃.   

 

Table 3. Calculated values of Spearman’s rho of Clayton and 𝐶𝐻 copulas for some values of 𝜃 

θ 0.1 0.3 0.6 0.9 3 5 8 10 

ρClayton 0.9583 0.8100 0.6300 0.5095 0.2124 0.1356 0.0881 0.0714 

ρCH
 0.5798 0.5254 0.4732 0.4427 0.3763 0.3605 0.3509 0.3475 

 

As can be seen from Table 3, while 𝜃 increases, the correlation coefficient of both copula decreases. In terms of 

Spearman's rho, while Clayton copula is dominant for the small values of 𝜃, the 𝐶𝐻 is dominant for the large 

values. 

Clayton copula family has lower tail dependence measured as 𝜆𝐿 = 2
−1

𝜃  (see, [4], p.215).  After some algebraic 

calculation, 𝐶𝐻 has no tail dependency measure. 

 

Example 5. (Frank copula) The Frank copula is given by 

 

𝐶𝐹𝑟𝑎𝑛𝑘(𝑢, 𝑣) =
−1

𝜃
𝑙𝑜𝑔 (1 +

(𝑒−𝜃𝑢 − 1)(𝑒−𝜃𝑣 − 1)

(𝑒−𝜃 − 1)
), 

 

where 𝜃 ∈ (−∞, +∞) (see, [21]). This copula can symmetrically model both directions of dependence. 

Spearman’s  rho coefficient for the Frank copula is given as  

𝜌𝐹𝑟𝑎𝑛𝑘 = 1 −
12

𝜃
[𝐷1(𝜃)−𝐷2(𝜃)], 

where 𝐷𝑘(𝑥) is the Debye function which is defined by 
𝑘

𝑥𝑘 ∫
𝑧𝑘

𝑒𝑧−1
𝑑𝑧

𝑥

0
 for any positive integer 𝑘 (see [4], p. 171). 

To obtain this coefficient for both Frank and 𝐶𝐻 copulas, we compute numerically. Table 4 gives tabulated values 

of Spearman’s  rho coefficients for various values of 𝜃.   

 

Table 4. Calculated values of Spearman’s rho of Frank and 𝐶𝐻 copulas for some values of 𝜃 

θ -10 -8 -5 -0.8 -0.3 0.3 0.8 5 8 10 

ρFrank -.8602 -.8035 -.6435 -.1322 -.0499 .0499 .1322 .6435 .8035 .8602 

ρCH
 .1283 .1407 .1772 .3005 .3209 .3458 .3666 .4990 .5425 .5584 

 

As can be seen from Table 4, while the 𝐶𝐻 copula is dominant for the small values of the 𝜃 ≥ 0, the Frank copula 

is dominant for the positively large values of 𝜃 in terms of Spearman's rho. 
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Frank copula has no tail dependence measure (see, [4],  p.215).  After some algebraic calculation, 𝐶𝐻 has also no 

tail dependence measure. 

 

Example 6. (Bivariate Gumbel-Exponential (BGE) copula) The bivariate version of the Gumbel-Exponential 

(BGE) copula is given by  

𝐶(𝑢, 𝑣) = 𝑢 + 𝑣 − 1 + (1 − 𝑢)(1 − 𝑣)𝑒−𝜃log (1−𝑢)log (1−𝑣), 

 

for 𝜃 ∈  [0,1]. This copula is also known as Gumbel-Barnett copula (see, [10, 22] and [4], p. 23). BGE copula 

can model only negative dependence. According to [23], the Spearman’s rho coefficient of BGE copula is 

 

𝜌𝐵𝐺𝐸 = 12 [−
𝑒

4
𝜃

𝜃
𝐸𝑖 (−

4

𝜃
) −

1

4
], 

 

where 𝐸𝑖(·) is the exponential integral function. After some algebraic manipulation, 𝜌𝐶𝐻
 can be obtained as 

 

𝜌𝐶𝐻
= 12

𝑒
4

𝜃

𝜃
[−𝐸𝑖 (−

4

𝜃
) + 2𝑒

2

𝜃𝐸𝑖 (−
6

𝜃
) − 𝑒

5

𝜃𝐸𝑖 (−
9

𝜃
)]. 

 

Calculated values of Spearman’s rho for the base model BGE copula and 𝐶𝐻(𝑢, 𝑣) are tabulated as in Table 5. 

 

Table 5. Calculated values of Spearman’s rho of BGE and 𝐶𝐻 copulas for some values of 𝜃 

θ 0.1 0.3 0.5 0.7 0.9 1 

ρBGE -0.0715 -0.1972 -0.3053 -0.4002 -0.4848 -0.5239 

ρCH
 0.3119 0.2769 0.2494 0.2270 0.2083 0.2000 

As can be seen from Table 5, both BGE and 𝐶𝐻 decreases in 𝜃 in terms of Spearman’s rho. Note that, when 𝜃 

goes to zero,  𝜌𝐶 𝐻
 approaches to 1/3.  Note also that both BGE and 𝐶𝐻 have no tail dependence. In this case, we 

can say that both positive and negative associated random variables can be modeled by a mixture of copulas 𝐶𝐻 

and 𝐶𝐵𝐺𝐸. According to Subsection 3.2.4 of [4],  for 𝛿 ∈ [0,1], we can write a convex combination of 𝐶𝐵𝐺𝐸 and 

𝐶𝐻 as follows 

𝐶∗(𝑢, 𝑣) = 𝛿𝐶𝐻(𝑢, 𝑣) + (1 − 𝛿)𝐶𝐵𝐺𝐸(𝑢, 𝑣). 
Hence, 𝜌∗ lies in interval [-.52, 0.33].  

 

4. Conclusion 

In this study, based on Rüschendorf’s Method, we proposed a new bivariate copula distorting independence 

copula by adding the baseline copula. The baseline copula with a negatively correlated structure certainly 

transforms into a positively correlated structure in the proposed copula according to the different copula families. 

However, there may be differences in the direction of change of the correlation coefficients of the proposed 

copula constructed from baseline copulas with positively correlated structure. This situation is influenced by the 

presence or absence of lower and upper tail dependencies of the copulas. If we pay attention to the upper and 

lower bounds of 𝜌𝐶𝐻
, the values of the Spearman’s rho correlation coefficient for this copula family lie in the 

interval [0.1, .60]. Besides, as a result of illustrative examples, it can be said that except for the extreme value 

copulas, generated copulas using this method achieve reasonable correlations considering some baseline copulas 

of which correlation coefficients less than 0.6. 
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In particular, as illustrated in Example 6, if mixing the proposed copula with a copula that can only model the 

negative dependence is made, a mixture copula that can model both positive and negative dependencies can be 

created. 
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Abstract  

The present paper is concerned with the determination of the frequency equation and 

sensitivity of the eigenfrequencies of a fixed-free longitudinally vibrating rod and transversally 

vibrating beam carrying a tip mass by using several methods.  First, the exact frequency 

equations of the such systems are established, and then approximate formulas are given for the 

fundamental frequency using several methods which contain the equivalent system, Rayleigh 

quotient, Dunkerley’s formula and continuous system model. The applicability and proximity 

of these methods versus exact solutions reviewed. The results are compared in a wide range 

of relevant parameters to give a clear idea about the validity of the proposed formulas. These 

new derived equations can be very useful for a design engineer who is interested in the 

eigencharacteristics of similar systems and their sensitivity. 
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1. Introduction  

Rods and beams especially carrying tip mass systems 

are often used as approximation models for a variety of 

structural and machine elements. Hence, we frequently 

face the task of determining the natural frequencies of 

such systems. Naturally, the governing equations of 

longitudinal vibrations are simpler than that for axial 

vibrations. However, axial vibrations are of greater 

importance in practice, because the natural frequencies 

in flexure of a particular beam tend to be considerably 

lower than those in extension and torsion.  

The eigenanalysis problem of rods with tip mass is a 

common subject of interest, also treated in textbooks 

[1, 2]. Flexural vibrations of uniform beams for 

different boundary conditions are studied in textbooks 

[3, 4]. There are many publications in the literature on 

vibrations of rods and beams for various boundary 

conditions in different configurations. The dynamics of 

longitudinal and transversal vibrations has been a 

subject of many research reports for many years. 

Examination of the existing literature shows that the 

solution of the frequency equations of rods and beams 

carrying point or heavy masses has attracted the 

interest of many investigators. Gürgöze [5] 

investigated the frequency equation and sensitivity of 

the eigenfrequencies of a fixed-free longitudinally 

vibrating rod carrying a tip mass. Turhan [6] studied on 

the effect of a cross-section discontinuity on the 

eigencharacteristics of longitudinally vibrating rods. 

Gürgöze and Erol [7] reviewed the establishment of 

two methods for computing the eigencharacteristics of 

a continuous rod, carrying a tip mass, consisting of 

several parts having different physical parameters and 

subjected to external viscous damping. Lin and Chang 

[8] examined the longitudinal free vibrations of a 

system in which two rods are coupled by multi-spring-

mass devices. Gu and Cheng [9] studied the dynamic 

response of a high-speed spindle subject to a moving 

mass. There are a number of studies [10-18] dealing 

with the problem of transverse vibrations of beams 

carrying a tip mass or point masses or concentrated 

masses using analytical and various numerical 

approaches. Chang [10] presented a comprehensive 

study on the lateral vibration of a simply supported 

beam carrying a concentrated mass at the center of 

beam. In the case of selecting the appropriate 

parameters, Turhan [11] proposed Rayleigh 

approximations versus exact solutions for finding the 

fundamental frequency of beams carrying a point mass. 

Low [12] used a modified Dunkerley formula for 

eigenfrequencies of Euler-Bernoulli beams carrying 

concentrated masses. Li [13] proposed a new exact 

approach for free vibration analysis of a multi-step 

beam with an arbitrary number of crack and 

http://dx.doi.org/10.17776/csj.789526
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concentrated masses. Kirk and Wiedemann [14] 

investigated the natural frequencies and mode shapes 

of a free-free beam with large end masses. Özkaya [15] 

studied non-linear transverse vibrations of an Euler–

Bernoulli beam carrying concentrated masses. Low 

[16] presented an eigenanalysis and the Rayleigh’s 

estimation for a frequency analysis of a beam carrying 

a concentrated mass at an arbitrary locations. Banerjee 

[17] used the dynamic stiffness approach method for 

exact free vibration analysis of beams carrying spring-

mass systems. Li et all. [18] studied free bending 

vibration of a Rayleigh cantilever with arbitrary axial 

loading and tip mass. 

In recent years, studies on the longitudinal and 

transversal vibrations of the beams carrying tip mass 

have also been encountered. Matt and Frederico [19] 

proposed a new simulation of the transverse vibrations 

of a cantilever beam with an eccentric tip mass in the 

axial direction using integral transforms. Labȩdzki, 

Pawlikowski and Radowicz [20] used fractional 

rheological model for transverse vibration of a 

cantilever beam under base excitation. Şakar [21] 

examined the effect of axial force on the free vibration 

of an Euler-Bernoulli beam carrying a number of 

various concentrated elements. Transverse vibration of 

Euler beam for different situations are studied in 

textbook [22]. 

In this paper, the validity and applicability of several 

methods applied to uniform rods and beams carrying 

point mass has been investigated. The obtained results 

have been compared to with each other and the 

literature. The corresponding exact frequency equation 

is also given for each case and the results are compared 

in a broad range of the relevant parameters so that a 

clear idea on the presented methods. It is found that the 

methods such as Rayleigh quotient, Dunkerley’s 

formula and continuous system model can generally 

yield good approximation and high accuracy if 

compared with the results associated to the 

eigenanalysis. These proposed methods are 

computationally efficient and give very close to exact 

results. For this reason, these methods are highly 

recommended for uniform rod and beams carrying 

point mass. At the same time, these methods can be 

extended to complex structural systems and the 

obtained results can be also very useful for the design 

engineers who are working in the dynamical behaviour 

of such systems. There is not enough study in the 

literature about the use of these approximate solution 

methods in such systems. Therefore, this study also 

gives an idea about the superiority and reliability of 

these approximate methods used. 

2. Theory and Formulation 

2.1. Longitudinal vibrations of rods carrying tip 

mass  

The uniform rod carrying tip mass is shown in Figure 

1. It is essentially an longitudinally vibrating fixed-free 

rod of axial rigidity EA and mass per unit length m 

carrying a tip mass M. The exact frequency equation of 

the system described above must derive in order to 

determine eigenfrequencies. It is well known that the 

longitudinal vibrations of a uniform elastic rod are 

governed by the partial differential equation [2] 

uA  uEA           (1) 

where  mass density, overdots and primes denote 

partial derivatives with respect to time t and x, u(x,t) 

denotes the longitudinal displacement at point x and 

time t.  

 

 

 

 

 

Figure 1. Rod carrying tip mass system. 

Assuming harmonic motion of the form  

ε)tcos( y(x)t)u(x,          (2) 

and obtains the general solution

 

x))
c

ω
cos(Bx)

c

ω
sin((B   t))cos(ωA t)sin( ω(At)u(x, 2121                        (3) 

where Ai and Bi i=1,2 are arbitrary integration 

constants to be evaluated from the boundary 

conditions, constant 
ρ

E
c   expression is also 

known as the wave propagation velocity and  

eigenfrequency is defined by  

L

c 
 ω            (4) 

Given the shape of the system shown in the Figure 1, 

boundary conditions becomes 

EA, , L, m 

M 

x 

u(x,t) 
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LxLx
u M-  uEA 

0t)u(0,







         (5) 

It can be shown after same algebraic manipulations, the 

eigenequation results in the following simple form 

λμ 

1
tanλ                    (6) 

where the following non-dimensional parameters are 

introduced: 

c

L ω
  ,  

m

M
μ             (7) 

 and  non-dimensional parameters refer to ratio of 

masses and dimensionless frequency, respectively. The 

roots of transandantal equation (6) give dimensionless 

frequency parameter  and hence by considering 

equation (4) the eigenfrequencies of the system shown 

in Figure 1. The approximate solution methods of the 

frequency equations of uniform rods and beams 

carrying tip mass will be handled in detail later. 

 

2.2 Transverse vibrations of beams carrying tip 

mass 

Consider an Euler-Bernouilli beam carrying a tip 

mass M (Figure 2). Transverse vibration of the beam 

is represented by the partial differential equation 

given below. 

 

 

 

 

 

Figure 2. Beam carrying tip mass system. 

 

0vρAEIv IV                        (8) 

where EI flexural rigiditiy,  mass density, A sectional 

area, overdots and primes denote partial derivatives 

with respect to time t and x, v(x,t) denotes the 

transverse displacement at point x and time t. 

Assuming harmonic motion of the form 

)- tcos( y(x)t)v(x,                                 (9) 

one obtains the general solution of the motion 

 

)- tcos( x)]
L

λ
sinh( Dx)

L

λ
cosh( Cx)

L

λ
sin( Bx)

L

λ
cos([A t)v(x,                                 (10) 

where and   are defined by  

L

x
ξ     ,   

2
4

4 ω
I E

LA  ρ 
λ                    (11) 

In this case,  

) sinh( λ D) cosh(λ C) sin( λ B) cos(λA )y(                  (12) 

 

where A, B, C and D are arbitrary integration constants 

that can be found in the boundary conditions. 

Boundary conditions for transverse vibration of the 

beam shown in the Figure 2 becomes 

0t)(L,v

t)(L,v EIt)(L,v M

0t)(0,v

0t)v(0,










      (13) 

 

By applying boundary conditions, frequency equation is obtained as follows 

0)coshsinsinh(coscoshcos1              (14) 

 

EI, A, L, m 

M 

x 
v(x,t) 
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where 
m

M
μ   non-dimensional parameters refer to 

ratio of masses and m is mass per unit length  

( LA  ρm  ) In the same way, the roots of 

transandantal equation (14) give dimensionless 

frequency parameter  and hence by considering 

equation (11) the eigenfrequencies of the system. 

3. Case study and numerical solutions  

In this section, exact frequency equations and 

approximate frequency equations obtained by several 

different methods will be derived for rods/beams 

carrying tip mass systems and their results be 

compared. The results are presented in accordance with 

some appropriate parameters and it is possible to get an 

idea about the validity of approximate solutions.  

3.1. The fundamental frequencies of longitudinal 

vibrating of rods carrying tip mass 

For the system shown in Figure 1, equation (6) yields 

dimensionless frequency parameter . Approximate 

frequency equations of the same system were obtained 

by using such as equivalent system, Rayleigh quotient, 

Dunkerley’s formula and continuous system model. As 

a result of some corrections and mathematical 

operations, frequency equations of the longitudinal 

vibrations of the system given in Figure 1 are obtained 

by these methods. The results are given by the 

following equations. 

Rayleigh quotient A  : 
μ

1
λ                          (15) 

Rayleigh quotient B  : 

3

1
μ

1
λ



                            (16) 

Rayleigh quotient C  : 
210μ20μ15μ

13μ3μ
  5λ

23

2




              (17) 

Dunkerley’s Formula  : 

μ

)
2

9π
(

1

)
2

7π
(

1

)
2

5π
(

1

)
2

3π
(

1

)
2

π
(

1

1
λ

22222



                    (18) 

Continuous system model :   1sinλ)β)λ tan((1cosλ sinλ 1)
μ

β
(

μ

β
                           (19) 

In equation (19), 
L

L
β 2 (length of mass M / length of 

the beam). Figure 3 shows dimensionless frequency 

parameter  according to ratio of masses by theset 

methods for longitudinal vibrating of rods carrying tip 

mass. If Fig. 3 is examined carefully, it is seen that the 

dimensionless frequency parameter  decreases with 

the ratio of masses. However, the dimensionless 

frequency parameter obtained by the equation (15) 

don’t give very good results according to the exact 

solution given by the equation (6). Therefore, other 

methods except this method are considered in the 

calculation of the relative error. The relative error is the 

% error calculated according to the exact solution 

given by the equation (6). 
 

Figure 3. Dimensionless frequency parameter  according 

to ratio of masses by different methods for longitudinal 

vibrating of rods carrying tip mass. 
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Figure 4 shows relative errors in dimensionless 

frequency parameter  according to ratio of masses by 

different methods for longitudinal vibrating of rods 

carrying tip mass. When Fig. 4 is examined, it is seen 

that the relative error in dimensionless frequency 

parameter of Dunkerley’s Formula is slightly high, 

Rayleigh quotient B is slightly less error and Rayleigh 

quotient C and continuous system model give very 

close results to the exact solution. Especially, since 

continuous system model is quite close to the exact 

solution, it is seen as the least error method. Therefore, 

continuous system model is discussed in more detail. 

Table 1 and Fig. 5 give the results of this model.  

 

Figure 4. Relative errors in dimensionless frequency 

parameter  according to ratio of masses by different 

methods for longitudinal vibrating of rods carrying tip mass. 

In the continuous system model, dimensionless 

frequency parameter  by given by the equation (19) 

varies according to ratio of masses and ratio of lengths. 

Table 1 shows some values of dimensionless frequency 

parameter  by continuous system model for 

longitudinal vibrating of rods carrying tip mass. 

Similarly, Fig. 5. displays dimensionless frequency 

parameter  according to ratio of masses and ratio of 

length in continuous system model for longitudinal 

vibrating of rods carrying tip mass. An inspection of 

Table 1 and Fig. 5 show that as the ratio of masses and 

the ratio of lengths increases, the dimensionless 

frequency parameters decrease. With the increase in 

the ratio of length, there is less decrease in 

dimensionless frequency parameters. The higher the 

ratio of masses, the greater the decrease in 

dimensionless frequency parameters. 

 

 

Table 1. Dimensionless frequency parameter  by 

continuous system model for longitudinal 

ibrating of rods carrying tip mass. 

   \ β 0.05 0.10 0.15 0.20 

1.0 0.861 0.860 0.859 0.857 

1.5 0.738 0.737 0.735 0.734 

2.0 0.659 0.657 0.653 0.653 

2.5 0.603 0.593 0.594 0.595 

3.0 0.561 0.548 0.549 0.546 

3.5 0.512 0.511 0.514 0.510 

4.0 0.483 0.482 0.485 0.480 

 
Figure 5. Dimensionless frequency parameter  according 

to ratio of masses and ratio of length in continuous system 

model for longitudinal vibrating of rods carrying tip mass. 

3.2. The fundamental frequencies of transversal 

vibrating of beams carrying tip mass 

For the system shown in Figure 2, equation (14) yields 

the exact solution of dimensionless frequency 

parameter . Approximate frequency equations of 

these system were obtained by using such as equivalent 

system, Dunkerley’s formula and stepped beam model 

(continuous system model). The formulas calculated 

by the equivalent system and Dunkerley formula are 

given directly below, and the results of the stepped 

beam model are explained in detail below. 

Equivalent System: 
4

μ
140

33

3



     (20) 

Dunkerley’s Formula: 

3

μ

λ

1

λ

1

λ

1

λ

1

λ

1
4

44

4

33

4

22

4

11

4
       (21) 

where  11 = 1.8751,  22 = 4.6941,   

33 = 7.8548,  44 = 10.9955 
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3.2.1 Stepped beam model (continuous system 

model)  

 

 

 

 

 

 

 

Figure 6. Stepped beam model of the beam carrying tip mass 

system. 

Consider an Euler-Bernouilli beam carrying a tip mass 

M (Figure 6). Let the transversal motions of the beam 

points at the left and right of M be represented by 
1y

(x,t) and 2y (x,t). Both 1y  and 2y  have to obey the 

partial diferential equation (8). Using the 

dimensionless parameters given the equation (22) and 

with the assumption of harmonic motion,  
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one obtains the general solutions for the space dependence of the motion. 

)
L

x
 sinh( λ D)

L

x
 cosh(λ C)

L

x
 sin( λ B)

L

x
 cos(λ A(x)y 111111111               (23) 
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x
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 sin( λ B)

L

x
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 0(0)y1    

 0(0)y1   

)(Ly)(Ly 1211   

 )(Ly)(Ly 1211
                  (25) 

 )(Ly I)(Ly I 122111
  

 )(Ly I)(Ly I 122111
  

 0(L)y2   

 0(L)y2   

The following matrix was obtained by applying the 

boundary conditions given equation (22). The roots of 

the determinant of this matrix give dimensionless 

frequency parameter  of the problem. Because this 

calculation is very difficult, the solutions have been 

found with numerical methods. Table 2 gives 

dimensionless frequency parameter  calculated by the 

four methods for transversal vibrating of beams 

carrying tip mass according to the ratio of masses. 

EI2, A2, , M 

L1 L2 

L 

d1 d2 

EI1, A1, , m 
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Table 2. Dimensionless frequency parameter  with the various methods for transversal vibrating of beams carrying tip mass 

according to the ratio of masses. 

Methods \  0.5 1.0 1.5 2.0 2.5 3.0 3.5 

Exact solution (Eq. (14)) 1.420 1.248 1.146 1.076 1.023 0.981 0.947 

Equivalent system (Eq. (20)) 1.421 1.248 1.147 1.076 1.023 0.981 0.947 

Dunkerley formula (Eq. (21)) 1.414 1.245 1.144 1.075 1.022 0.980 0.946 

Stepped beam model (Eq. (26)) 1.418 1.249 1.145 1.079 1.026 0.981 0.948 

In order to check the accuracy of recommended 

approximate solutions, values numerically calculated 

from these approximate solutions are compared in 

Table 2 with the exact values found by solving 

equation (14) for different values of the parameters . 

It is seen from Table 2 that the dimensionless 

frequency values obtained by the various methods are 

very close to each other. In addition, it is also seen from 

Table 2 that when the ratio of masses () increase, 

dimensionless frequency parameter values () 

decrease.

 

 

Figure 7. Relative errors in dimensionless frequency parameter  according to ratio of masses by various methods for 

transversal vibrating of beams carrying tip mass. 

 

 

 

 

(26) 
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Fig. 7 shows relative errors in dimensionless frequency 

parameter  for transversal vibrating of beams carrying 

tip mass. From carefully review of Fig. 7, it is 

understood that the relative errors found by all three 

methods are less than 1%. The relative errors values 

obtained with the Dunkerley formula appear to be 

relatively little bit high. It can be said that the relative 

errors values obtained by the equivalent system are 

very stable and quite low. 

4. Conclusions 

In this study, several approximate solution methods 

have presented on longitudinal vibrations of uniform 

rods carrying tip mass and transverse vibrations of 

uniform beams carrying tip mass at the end. First, the 

exact frequency equations of the systems discussed 

were established and formulas for the dimemsionless 

frequency parameters of these systems were obtained 

by methods such as equivalent system, Rayleigh 

coefficient, Dunkerley formula and continuous system 

model. In addition to the approximate methods 

discussed, relative error percentages in case of using 

these methods are also discussed and presented in 

tables and graphs depending on the appropriate 

parameters.  

It is shown that the approximate solution methods can 

reliably predict the fundamental frequencies for 

longitudinal vibrating of uniform rods carrying tip 

mass and transversal vibrating of uniform beams 

carrying tip mass, provided that they are used in proper 

parameter ranges. The Dunkerley formula and some 

Rayleigh approximations yielded relatively low errors 

in both longitudinal vibrating of uniform rods carrying 

tip mass and transversal vibrating of uniform beams 

carrying tip mass, however, the continuous system 

model and equivalent system yielded very close to 

almost complete solutions. 

By using the frequency equations given in this study, 

the high frequencies of the related systems can be 

easily calculated if desired. Also, the user has the 

opportunity to make his own decision about the 

adequacy of the recommended methods. At the same 

times, these obtained results can be also very useful for 

the design engineers who are working in the dynamical 

behaviour of such systems. It can also be very useful 

for engineers who want to find the fundamental 

frequencies of such systems quickly in terms of 

showing which method will give close results to the 

exact solution. 
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 Abstract  

Sustainability plays a significant role in promoting competence and collaboration in supply 

chain management due to increased environmental awareness, tightened regulations, and 

government policies. The evaluation of sustainable suppliers and selecting the best one is 

indispensable for companies to promote sustainability. Due to multi-criteria nature of the 

supplier selection process, it has been considered as a multi-criteria decision making (MCDM) 

problem in many studies. In this study, a state-of-the-art MCDM method for sustainable 

supplier selection is developed by integrating AHP and TOPSIS techniques within the 

Pythagorean Fuzzy Sets (PFSs) linguistic setting. A Group Decision Making (GDM) 

environment is utilized due to superiority of group consensus over individual decisions. 

Finally, an apparel industry example is used to illustrate the effectiveness and feasibility of the 

proposed sustainable supplier selection method. A comparison with existing techniques and 

sensitivity analysis are done to verify and validate the given outcome. 
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1. Introduction 

The focus on sustainability in the context of supplier 

evaluation is increasing rapidly. Sustainability is not 

restricted by the liable practices within an 

organization’s operations but covers the whole value 

chain. Due to rising energy prices and to respond to the 

changing needs of consumers and customers, 

organizations are under immense pressure of 

regulation changes and sustainability plays a 

significant role in promoting competence and 

collaboration in supply chain management. Thus, 

organizations are encouraged by stakeholders to 

formulate the objectives of sustainability and to handle 

the necessary operations to accomplish these 

objectives. Simply stated, sustainability is a long-term 

value creating business approach in the light of how a 

given organization runs under the social, 

environmental, and economical situations [1]. 

Sustainability is based upon the assumption that 

developing solutions strategies to achieve the given 

objectives foster companies’ longevity [2]. Due to 

increased environmental awareness, tightened 

regulations, and government policies, the demand for 

sustainable and transparent suppliers are increasing 

worldwide. Sustainable supplier is an industry concern 

affecting an organization’s supply chain management 

and logistics network in terms of social, 

environmental, and economical aspects and so supplier 

selection in the context of developing sustainable 

supply chain management can be regarded as a 

decisive operational task. The integration of social, 

environmental, and economic aspects should be taken 

into account when evaluating the sustainable suppliers 

that can enhance the supply chain performance. 

Nowadays, many of the organizations should have a 

suitable and accurate assessment of their suppliers to 

satisfy their needs and achieve sustainability. Besides, 

social, environmental, and economic factors should be 

applied to the process of sustainable supplier 

evaluation. Therefore, several factors considering 

quantitative and qualitative criteria need to be applied 

to the evaluation process. However, an exact 

quantitative value may not be employed due to some 

data cannot be represented by crisp values. Thus, a 

proper evaluation method is necessary not only to 

eliminate these constraints, but also to satisfy the 

objectives of the study.  

Supplier evaluation is one of the significant activities 

of the sustainable supply chain management. The 

http://dx.doi.org/10.17776/csj.735674
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https://orcid.org/0000-0001-9381-4166
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challenge of determining an effective framework based 

on sustainability assumptions for supplier selection 

processes in supply chains is thoroughly examined in 

this paper. Due to nature of sustainable supplier 

evaluation process, this analysis entails a suitable 

multi-criteria analysis and solution methodology. 

Multi-Criteria Decision-Making (MCDM) process, on 

the other hand, puts forward a concept in which the 

most suitable candidate among the predefined ones is 

selected by assessing them in terms of several criteria. 

MCDM methods gets to be increasingly popular in 

supplier evaluations and sustainability assessments. 

Several significant improvements have been observed 

on MCDM techniques since the development of 

modern MCDM theory in the early sixties. 

Conventional MCDM methods are constantly being 

applied to evaluate decision problems to select an 

alternative among many. There exist various types of 

MCDM techniques and more are introduced day in and 

day out. Multi-Objective Optimization on the basis of 

Ratio Analysis (MOORA) [3], AHP (Analytical 

Hierarchy Process) [4], TOPSIS (Technique for Order 

Preference by Similarity to Ideal Solutions) [5] are a 

few of the many. One of the significant problems in 

these MCDM techniques is how to represent the 

evaluations of the Decision Makers (DMs) exactly. 

Subjective representations can benefit from the 

subjective judgments of DMs, but they are challenging 

to eliminate bias instigated by the DMs’ lack of 

experience and knowledge. Objective representations, 

on the other hand, have solid theoretical and 

mathematical basis, and the assessment does not rely 

on human judgments, but does not reveal the subjective 

opinions of DMs, and disregard the DMs’ experience 

and knowledge buildup. In addition, many DMs have 

a tendency to make use of linguistic expressions in 

stating their judgments as a result of ambiguous 

decision environment. The DMs’ linguistic evaluations 

are usually collected by quantitative and qualitative 

assessments in order to assess the relative significance 

and performance of the decision criteria to make 

scientific and accurate decisions. Therefore, Zadeh [6] 

developed the fuzzy set concept, in which the opinions 

of DMs are collected as a linguistic evaluations and he 

introduced a mathematical and scientific foundation to 

make operations and compute with the given linguistic 

values. But the conventional fuzzy set theory has some 

restrictions when it comes to dealing with complex 

linguistic evaluations due to vagueness and 

subjectivity associated with the given judgments.  

In order to overcome these restrictions on conventional 

fuzzy set, an extension is proposed by Atanassov [7] 

and Intuitionistic Fuzzy (IF) sets are developed. Thus, 

many MCDM problems utilized the notion of IF set 

theory to address the decision data. On the other hand, 

there are some areas in which the IF sets also have 

some deficiencies. To better address the imprecision 

and vagueness of the conventional crisp, fuzzy or IF 

sets, the Pythagorean Fuzzy Set (PFS) concept is 

developed. Yager extended IF sets into PFSs theory, 

defining elements having membership degree and non-

membership degree, in which the square sum of them 

is a maximum of 1 [8,9]. Since PFSs can effectively 

represent the fuzzy characteristics of things, they have 

been applied to several MCDM problems in earlier 

studies. Varieties of new solution techniques have been 

formed to deal with the difficulties aroused during the 

sustainable supplier evaluation process. One of the 

latest favored methods to evaluate and analyze these 

problems is based on MCDM concept. Although 

MCDM approaches are devised to find faster and 

efficient solutions to problems, if the methodology is 

not set straight and structured adequately, MCDM 

cannot guarantee to find the best solution [10]. On the 

other hand, if MCDM methods are adequately applied, 

they can play an indispensable role of finding the 

solution to the problem. The weights of criteria can be 

determined most suitably by AHP approach and a 

fairly accurate ranking can be accomplished by 

TOPSIS method. The AHP is based on creating a 

decision hierarchy to better comprehend the sub-

problems and analyze them independently by 

comparing them with one another in a rational and 

consistent way. TOPSIS technique depends on the 

concept of shortest distance from positive ideal 

solution and the farthest distance from negative ideal 

solution to unravel the complex domains having 

inconsistent criteria [10]. Besides, the PFSs are used to 

provide a better viewpoint for a further satisfactory 

modelling in complex real case situations. 

Additionally, contribution of multiple DMs in decision 

making process is crucial for most decision making 

problems. Wherefore the involvement of more than 

one DMs benefits the decision quality and thus many 

MCDM methods are also applied under a group 

decision making (GDM) environment [12]. Since 

GDM also benefits in reducing subjectivity and 

minimizing bias in the decision making process. The 

contributions of the research are delivered in 

succeeding sentences: 

-to the best of author’s knowledge, there is no prior 

research applying integration of PF-AHP (Pythagorean 

Fuzzy AHP) and PF-TOPSIS (Pythagorean Fuzzy 

TOPSIS) approach under GDM setting as a MCDM 

method in the sustainable supplier selection problem 

area; 

-justification for PFSs environment’s impact on 

decision problems is added distinctive contribution to 
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the present literature. This is a pioneering research that 

endorses the effect of PFSs on decision-making in 

sustainable supplier selection; and 

-the contribution to the real-world cases is that 

developing a ready to use, flexible method modified 

for sustainable supplier selection. The companies can 

simply customize the proposed method by varying the 

criteria, alternatives or decision problem that reflect 

their own specific environments. 

-this new methodology allows to capture the vagueness 

and hesitation associated with the DMs’ judgments 

with the aid of PFSs’ enhanced solution environment. 

So, an integrated, state of art, solution method is 

developed in this research. The developed approach 

lets dealing the hesitation of the initial information 

with explicitly by making use of GDM. 

The flow of this paper is structured as: Initially, the 

review of the current literature is introduced. 

Subsequently, the development of the proposed 

approach is presented to evaluate and prioritize the 

sustainable suppliers. After that, a practical case along 

with the numerical analysis is examined. And a 

discussion and analysis section are presented before 

the last section. Finally, summary and conclusion of 

the research is presented. 

2. Literature Review 

The evaluation of sustainable suppliers would be best 

dealt with as a distinctive MCDM problem due to its 

typical nature of taking multi-criteria into account in a 

simultaneous matter to rank a finite number of 

sustainable supplier alternatives. The evaluation 

process of alternatives is primarily based on the 

reliable judgment of the industry experts, rather than 

the given outcome of arithmetic techniques. In the 

literature, many of the earlier studies have examined 

and developed suitable sustainable supplier selection 

criteria. Besides, a lot of research have applied the 

proposed techniques in different environments. 

However, there are no study explicitly dealing with the 

evaluation of sustainable suppliers under GDM setting 

by the use of integrated AHP and TOPSIS techniques 

within the PFSs linguistic environment. There are two 

recent study [13,14] combining the AHP and TOPSIS 

techniques under PFSs setting. Some parts might 

indeed seem similar to the presented study as a first 

look. However, with a detailed comparison, there are 

distinct differences between the presented 

methodology and others. First of all, this study 

develops a novel priority MCDM framework by 

integrating PFSs objective world environment to 

capture uncertainty and hesitancy involved in DMs' 

judgments. The AHP method is recommended to 

derive proper criteria weights, and the TOPSIS method 

is implied as a distance-based closeness to ideal 

solution approach under GDM setting to get rid of bias 

in the decision-making process. On the other hand, the 

mentioned studies utilize only the AHP and TOPSIS 

methods under the PFSs environment. For instance, the 

mentioned studies [13,14] applies interval-valued 

PFSs setting in AHP evaluations, that is rather different 

solution environment than the presented study in this 

paper although they also utilizes PFSs environment. If 

a further comparison is made among the presented 

paper and cited study, details of the AHP and TOPSIS 

applications under PFS is also entirely dissimilar. This 

manuscript uses a 9-point linguistic scale in 

evaluations, and they apply a 10-point interval-valued 

scale. The presented study applies normalization and 

weighting for the given relation matrix, while these 

steps are excluded in the mentioned studies. They use 

generalized Pythagorean fuzzy standardized distance 

operator to determine positive ideal and negative ideal 

solution. At the same time, we apply another set of 

distinct equations for their calculations. This list can 

elongate if the details are further inquired. Therefore, 

the presented manuscript has its distinctions and 

superiorities. But we have carefully checked all related 

studies and take some benefits of them using proper 

citations of mentioned studies. The subsequent 

sections present a brief review of current publications 

that focus on sustainable suppliers, AHP, and TOPSIS 

techniques under PFSs setting. 

2.1. Sustainable supplier selection  

Countless studies on various areas of sustainable 

supplier selection have emerged [1,15,16]. Though 

these researchers have developed different models for 

the evaluation of sustainable suppliers, a small number 

of them assessed the suppliers from the GDM 

perspective. Xu et al. [17] developed an AHP approach 

for sustainable supplier selection by applying interval 

type 2 fuzzy environment. Rabbani et al. [18] 

introduced an interval valued fuzzy GDM approach to 

evaluate sustainability performance of suppliers in the 

sustainable supply chain management. Baset et al. [19] 

provided a MCDM GDM approach under neutrosophic 

environment to solve the problem of sustainable 

supplier selection and illustrate the effectiveness of the 

proposed approach in importing field. Song and Li [20] 

developed large scale GDM method to handle 

sustainable supplier selection problem by considering 

the incomplete multigranular linguistic sets. 

Pishchulov et al. [21] proposed voting AHP 

methodology based on GDM environment to illustrate 

the application of a real world sustainable supplier 



 

221 

 

Göçer / Cumhuriyet Sci. J., 42(1) (2021) 218-235 
 

selection problem to their offered method. Foroozesh 

et al. [22] developed GDM approach to assess the 

sustainable supplier risks in terms of ecologic, 

economic, and social aspects. There are several more 

studies on the subject of sustainable supplier selection. 

However, as it could be comprehended from above 

analysis, there are no study using an integrated MCDM 

approach under PFSs environment for a GDM setting 

to evaluate sustainable supplier selection. 

2.2.  PFSs MCDM approaches 

The application of PFSs theory in MCDM GDM 

problem has been stated in literature to a limited extent. 

Utilization of PFSs in a decision-making environment 

for sustainable supplier evaluation appears to be 

relatively new and unexplored research area. The 

presented research emerges some remarkable 

managerial insights. There are very few studies exist 

explicitly dealing with the supplier selection problem 

in the context of MCDM. As far as the author is aware 

of, there is no earlier study exist on the subject of 

selecting a suitable supplier in the context of 

sustainability. And the PFSs concept is a relatively new 

research area. Currently, there are many studies exist 

in PFSs as either aggregation operator proposals or 

regular MCDM applications but the number of PF-

AHP and PF-TOPSIS MCDM studies are limited as 

illustrated in Table 1.  

This review of literature on the subject inform that 

many crucial features have been designated rare 

attention by researchers so far. Limited number of 

scientific studies exist in the areas of PF-AHP and PF-

TOPSIS MCDM approaches but non exist integrating 

both of them together in GDM environment. To the 

best knowledge of the author, there are no prior 

contributions about sustainable supplier evaluations in 

the context of PFSs linguistic environment. Thus, this 

is the state of the art methodology to solve sustainable 

supplier evaluation problem through the proposed 

method which makes it a more realistic and reliable 

approach. 

 
Table 1. PF-AHP and PF-TOPSIS MCDM Literature 

Reference # Integrated Method GDM Application Area 

[13] Interval Valued PF-AHP and PF-TOPSIS - Service Quality 

[14] Interval Valued PF-AHP and PF-TOPSIS - Green Supplier 

[23] Interval Valued PF-AHP - Regional Development  

[24] Interval Valued PF-AHP - Risk Assessment 

[25] Interval Valued PF-AHP - Risk Assessment 

[26] Interval Valued PF-AHP - Risk Assessment 

[27] Interval Valued PF-AHP  Risk Assessment 

[28] PF-TOPSIS - Airline Service Quality 

[29] Interval Valued PF-TOPSIS - Illustrative 

[30] Choquet Integral PF-TOPSIS - Illustrative 

[31] Hesitant PF-TOPSIS - Energy Project 

[32] PF-TOPSIS - Cloud Service Provider 

[33] PF-TOPSIS - Risk Assessment 

[34] Hesitant PF-TOPSIS - Illustrative 

[35] PF-TOPSIS GDM Illustrative 

[36] Interval Valued PF-TOPSIS - Partner Selection 

3. Methodology 

 
3.1. Preliminaries 

Initial development of PFS concept has been made by Yager and Abbasov [8,9,37]. Initial proposal has been 

made to extend IF set in order to create a characteristic theory to handle the fuzziness and uncertainty by 

considering the both membership and nonmembership degrees in pairs (𝜇𝑃(𝑥): 𝑋 → [0,1], 𝑣𝑃(𝑥): 𝑋 → [0,1]) 
[8,37].  

Let 𝑋 be a fixed set in a non-empty universe, a PFS 𝑃 in 𝑋 is denoted as: 

𝑃 = {〈𝑥, 𝜇𝑃(𝑥), 𝑣𝑃(𝑥)〉},           (1) 

Subjected to: 

0 ≤  (𝜇𝑃(𝑥))
2
+ (𝑣𝑃(𝑥))

2
≤ 1,          (2) 
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𝜋𝑃(𝑥) = √1 − (𝜇𝑃(𝑥))
2
+ (𝑣𝑃(𝑥))

2
, ∀𝑥  X,         (3) 

The PFSs’ arithmetic operations are presented by using two PFS number,  

𝑝1 = (𝜇𝑃1(𝑥), 𝑣𝑃1(𝑥)) and 𝑝2 = (𝜇𝑃2(𝑥), 𝑣𝑃2(𝑥)) and 𝜆 > 0, as follows [28,38]: 

𝑝1 ⨂  𝑝2 = (𝜇𝑃1(𝑥). 𝜇𝑃2(𝑥),
√(𝑣𝑃1(𝑥))

2
+ (𝑣𝑃2(𝑥))

2
− (𝑣𝑃1(𝑥))

2
. (𝑣𝑃2(𝑥))

2
),    (4) 

𝑝1 ⨁  𝑝2 = (√(𝜇𝑃1(𝑥))
2
+ (𝜇𝑃2(𝑥))

2
− (𝜇𝑃1(𝑥))

2
. (𝜇𝑃2(𝑥))

2
, 𝑣𝑃1(𝑥). 𝑣𝑃2(𝑥)),   (5) 

𝑖𝑓 𝜇𝑃1(𝑥) ≤ min {𝜇𝑃2(𝑥),
𝜇𝑃2(𝑥).𝜋𝑃1(𝑥)

𝜋𝑃2(𝑥)
} , 𝑣𝑃1(𝑥) ≥ 𝑣𝑃2(𝑥), 

𝑇ℎ𝑒𝑛,
𝑝1

𝑝2
= (

𝜇𝑃1(𝑥)

𝜇𝑃2(𝑥)
, √

(𝑣𝑃1(𝑥))
2
−(𝑣𝑃2(𝑥))

2

1−(𝑣𝑃2(𝑥))
2 ),         (6) 

𝑖𝑓 𝜇𝑃1(𝑥) ≥ 𝜇𝑃2(𝑥), 𝑣𝑃1(𝑥) ≤ 𝑚𝑖𝑛 {𝑣𝑃2(𝑥),
𝑣𝑃2(𝑥).𝜋𝑃1(𝑥)

𝜋𝑃2(𝑥)
}, 

𝑇ℎ𝑒𝑛, 𝑝1  ⊝ 𝑝2 = (√
(𝜇𝑃1(𝑥))

2
−(𝜇𝑃2(𝑥))

2

1−(𝜇𝑃2(𝑥))
2 ,

𝑣𝑃1(𝑥)

𝑣𝑃2(𝑥)
),       (7) 

𝑝1
𝜆 = (𝜇𝑃1(𝑥))

𝜆
, √1 − (1 − (𝑣𝑃1(𝑥))

2
)
𝜆

,         (8) 

𝜆 ∗ 𝑝1 = (√1 − (1 − (𝜇𝑃1(𝑥))
2
)
𝜆

, (𝑣𝑃1(𝑥))
𝜆
),        (9) 

𝑝1
𝐶 = (𝑣𝑃1(𝑥), 𝜇𝑃1(𝑥)),           (10) 

Pythagorean Fuzzy Weighted Arithmetic (PFWA) Aggregation [8,9] operator is defined as follows: 

𝑃𝐹𝑊𝐴 = 𝑃1
𝜆⨂𝑃2

𝜆, … ,⨂𝑃𝐾
𝜆 = 〈√1 −∏ (1 − (𝜇𝑃𝑘(𝑥))

2
)
𝜆

𝐾
𝑘=1 , ∏ 𝑣𝑃𝑘(𝑥)

𝜆𝐾
𝑘=1 〉,    (11) 

 

3.2. The Developed integrated MCDM method 

The step wise representation of the developed approach is delivered through this section. The schematic 

representation is also given in Figure 2. 

Step 1: Describe the criteria and alternatives 

The Alternative set (𝐴𝑖) for 𝑚 alternative (𝑖 = 1, 2, … ,𝑚) is assessed by the use of defined criteria set (𝐶𝑗) for 𝑛 

criteria (𝑗 = 1, 2, … , 𝑛). 

Step 2: Estimate the DMs’ priority weights 
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Table 2. Verbal terms to assess DMs and Alternatives [12] 

Linguistic Variables Abbreviations [ 𝝁𝑷(𝒙), 𝒗𝑷(𝒙) ] 

Extremely Important EI [ 0.85, 0.15 ] 

Very Important VI [ 0.75, 0.25 ] 

Important I [ 0.65, 0.35 ] 

Medium Importance MI [ 0.50, 0.45 ] 

Unimportant U [ 0.35, 0.65 ] 

Very Unimportant VU [ 0.25, 0.75 ] 

Extremely Unimportant EU [ 0.15, 0.85 ] 

 

The level of individual weights (𝜆𝑘, ∑ 𝜆𝑘
𝐾
k=1 = 1) in DMs set (𝐷𝑘, 𝑘 = 1, 2,… , 𝐾) can alter due to the different 

responsibilities, knowledges, and experiences of distinctive DMs. To be able to define the priorities of DMs and 

their individual weights, the subsequent steps has been applied. 

-The verbal terms are expressed to define the priority levels of DMs. 

-The linguistic statements for the priority of DMs in Table 2 are applied to calculate the DMs weights. 

-The individual DMs priorities are fused together by applying the PFWA aggregation operator. 

-The influence level of the 𝑘𝑡ℎ DM on the judgment is estimated by the Equation (Eq.) (12). 

𝜆𝑘 =

√𝜇𝑃𝑗
(𝑥)−(𝑣𝑃𝑗

(𝑥))

2

2

∑
√𝜇𝑃𝑗

(𝑥)−(𝑣𝑃𝑗
(𝑥))

2

2
𝐾
𝑘=1

 , where ∑ 𝜆𝑘
𝐾
𝑘=1 = 1         (12) 

Step 3: Gather the evaluations of DMs for each criterion 

-The verbal terms are expressed to define the judgments for criteria. 

-The pairwise comparison (�̃�𝑗
𝑘
, 𝑗 = 1, 2, … , 𝑛, 𝑘 = 1,2, … , 𝐾) is established for criteria and sub-criteria by the 

use of linguistic statements in Table 3. 

The preference scale for PFSs AHP is established by applying the consistency conversion [39]. The detailed 

demonstration of how the PFSs linguistic scale for AHP is constructed is presented in Büyüközkan and Göçer 

[12]. 

Step 4: Establish the group consensus for individual assessments 

-GDM matrix is established for each DM to evaluate criteria by the use of PFWA aggregation operator in Eq. 

(11). 

 
Table 3. Linguistic statements for the priority of criteria [12] 

Linguistic Statements 
PFSs Values 

[𝝁𝑷(𝒙), 𝒗𝑷(𝒙) ] 

Equally Important EI [ 0.07, 0.30 ] 

Intermediate IV [ 0.18, 0.49 ] 

Moderately More Important MI [ 0.29, 0.60 ] 

Intermediate IV2 [ 0.39, 0.65 ] 

Strongly More Important SI [ 0.50, 0.67 ] 

Intermediate IV3 [ 0.61, 0.66 ] 

Very Strong Importance VSI [ 0.71, 0.61 ] 

Intermediate IV4 [ 0.82, 0.52 ] 

Extremely More Important EMI [ 1.00, 0.00 ] 
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Table 4. RI Values [40] 

N RI N RI n RI 

01 0.000 04 0.900 07 1.320 

02 0.000 05 1.120 08 1.410 

03 0.580 06 1.240 09 1.450 

Step 5: Control the consistency of pairwise comparison matrix  

Consistency Ratio (CR) is controlled for all pairwise matrix by the Eq. (13). The Random Index (RI) is adapted 

from [40]. Table 4 delivers RI table having up to 9 elements;  

CR = 
𝑅𝐼−

∑𝝅𝑷(𝒙)𝑖𝑗

𝑛

𝑛−1
,            (13) 

Here, n denotes the number of elements in each matrix. 𝝅𝑷(𝒙)𝑖𝑗 denotes the hesitancy value. When the calculated 

CR is equal to or less than 0.10, the given matrices is considered as consistent. If the value of CR is above 0.10, 

then matrix is inconsistent, and the DMs should give their judgments once more. 

Step 6: Compute each criterion weight 

PFWA operator for aggregation defined in Eq. (11) is applied to fuse the assessment matrices. Each criterion 

weight (�̃�𝑗) by applying PFSs AHP method is calculated based on all DMs judgments.  

Step 7: Define decision matrix for each DM 

The opinions of DMs in the form of linguistic variables are converted by applying the scale in Table 2 and 

decision matrix (𝐴(𝑘)𝑖𝑗)𝑚𝑥𝑛
 for each DM is established. 

A(k)ij = [

a11 ⋯ a1n
⋮ ⋱ ⋮

am1 ⋯ amn
],           (14) 

Step 8: Determine GDM matrix 

The evaluations of each DM are fused by the use of Eq. (11) (PFWA aggregation operator) and GDM matrix is 

established. 

Aij = [

a11 ⋯ a1n
⋮ ⋱ ⋮

am1 ⋯ amn
],           (15) 

Step 9: Setup weighted and normalized matrix 

By the Eq. (10), the decision matrix is normalized. And then, Eq. (16) is used to construct weighted matrix. The 

criteria weighs are presented in Step 6.  

R̃ij = w̃jx̃ij,             (16) 

where �̃�𝑖𝑗 = (μÃ(x), νÃ (x)), j = 1, 2, … , n, i = 1, 2, … ,m. 

Step 10: Calculate positive and negative ideal solution 

Use Eq. (17) and Eq. (18) to find positive (𝐴+) and negative (𝐴−) ideal solutions, respectively. 

A+ = (r̃1
+, r̃2

+, … , r̃n
+), r̃j

+ = (µj
+, υj

+, πj
+),         (17) 

A− = (r̃1
−, r̃2

−, … , r̃n
−), r̃j

− = (µj
−, υj

−, πj
−),        (18) 

Where 𝑗 = 1,2, … , 𝑛, suppose 𝐽1 is the benefit type criterion, 𝐽2 is the cost type criterion. 

µ𝑗
+ = {(𝑚𝑎𝑥

𝑖
{µ𝑖𝑗} | 𝑗 ∈ 𝐽1)} , {(𝑚𝑖𝑛

𝑖
{µ𝑖𝑗} | 𝑗 ∈ 𝐽2)}, (19) 
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𝜐𝑗
+ = {(𝑚𝑖𝑛

𝑖
{𝜐𝑖𝑗} | 𝑗 ∈ 𝐽1)} , {(𝑚𝑎𝑥

𝑖
{𝜐𝑖𝑗} | 𝑗 ∈ 𝐽2)}, 

µ𝑗
− = {(𝑚𝑖𝑛

𝑖
{µ𝑖𝑗} | 𝑗 ∈ 𝐽1)} , {(𝑚𝑎𝑥

𝑖
{µ𝑖𝑗} | 𝑗 ∈ 𝐽2)}, 

𝜐𝑗
− = {(𝑚𝑎𝑥

𝑖
{𝜐𝑖𝑗} | 𝑗 ∈ 𝐽1)} , {(𝑚𝑖𝑛

𝑖
{𝜐𝑖𝑗} | 𝑗 ∈ 𝐽2)}, 

Step 11: Calculate separation measures 

Use Eq. (20) and Eq. (21) to calculate separation measures of negative and positive ideal solutions. 

𝑆𝑖
+ = √

1

2n
∑ [|µ𝑖𝑗

2 − µ𝑗
∗2| + |𝑣𝑖𝑗

2 − 𝑣𝑗
∗2| + |𝜋𝑖𝑗

2 − 𝜋𝑗
∗2|]𝑛

𝑗=1 ,       (20) 

𝑆𝑖
− = √

1

2n
∑ [|µ𝑖𝑗

2 − µ𝑗
−2| + |𝑣𝑖𝑗

2 − 𝑣𝑗
−2| + |𝜋𝑖𝑗

2 − 𝜋𝑗
−2|]𝑛

𝑗=1 ,       (21) 

Step 12: Calculate closeness coefficient 

Calculate the closeness coefficient for each alternative using the Eq. (22).  

𝐶𝑖
+ =

𝑆𝑖
−

𝑆𝑖
++𝑆𝑖

−  , 𝑖 = 1, 2, … ,𝑚      0 ≤ 𝐶𝑖
+ ≤ 1 ,         (22) 

Step 13: Rank the alternatives. 

The respective candidate is ranked according to the descending order of closeness coefficient (𝐶𝑖
+). 

 

 
Figure 1. Hierarchical organization of evaluation structure. 
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Figure 2. Schematic diagram of the proposed method. 

 

4. Case Study 

This section is cascaded into three subsections. Initially, the development of criteria for the evaluation of 

sustainable suppliers are presented through the review of extant literature and opinions of real experts from the 

industry. And then, a brief introduction on the background for an apparel industry example is provided using a 

real case from the city of Kahramanmaraş in Turkey. Numerical results and computational procedure are also 

included here as the last subsection. The identification of decision criteria to evaluate the given alternatives is the 

initial step in solving a MCDM problem. 

 
 

Step 1: Define 

-Decision criteria (𝐶𝑗) 

-Available alternatives (𝐴𝑖)

Step 2: Determine 

-DMs Weights (𝜆𝑘)

Step 3: Collect 

-Pairwise assessment (�̃�𝑗
𝑘
)

Step 4: Aggregate 

-Individual criteria evaluations (PFWA)

Step 5: Check 

-Consistency Ratio (CR)

Step 6: Construct

-Criteria Weights (�̃�𝑗) 

Step 7: Determine

-Individual decision matrix 𝐴 𝑘 𝑖𝑗 𝑚𝑥𝑛

Step 8: Establish

-Aggregated decision matrix 𝐴𝑖𝑗 𝑚𝑥𝑛

Step 9: Construct

-Weighted-normalized decision matrix ( ̃𝑖𝑗)

Step 10: Calculate

-Positive ideal solution (�̃�𝑗
+)

-Negative ideal solution(�̃�𝑗
−)

Step 11: Calculate 

-Separation measures (𝑆𝑖
+, 𝑆𝑖

−)

Step 12: Calculate 

-Closeness coefficient (𝐶𝑖
+)

Step 13: Rank

-Alternatives (𝐴𝑖)
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Table 5. The evaluation criteria and their description 

Criteria  Description 

Ecological (𝑪𝟏) 
This pillar stresses the importance of increasing awareness about environmental 

degradation [16,17]. 

Green Image (𝑪𝟏𝟏) This criterion represents the prioritization of environmental conservation [1,18]. 

Energy Consumption (𝑪𝟏𝟐) 
This criterion deals with the consumption of energy or power to contribute to 

more energy efficient processes [16,17]. 

Ecological Design (𝑪𝟏𝟑) 
This criterion refers how the entire product life cycle at the design stage is 

impacted environmentally [1,18]. 

Environmental Competencies (𝑪𝟏𝟒) 
This criterion handles the containment relationships balance capacity between 

economy and environment [15,19]. 

Pollution Control (𝑪𝟏𝟓) 
This criterion is a determining factor to work together by considering suppliers’ 

attitude towards pollution [16,17]. 

Economical (𝑪𝟐) 
This pillar expresses the overtime continuation of the wellbeing for the society 

[1,18]. 

Cost (𝑪𝟐𝟏) 
This criterion refers to Cost of acquisitioning product, including product, 

inventory, logistic [41]. 

Financial Status (𝑪𝟐𝟑) 
This criterion displays the actual ability of performing economic contracts. Good 

finances is key to improvement [41]. 

Quality (𝑪𝟐𝟐) 
This criterion is measured in terms of empathy, ease of communication, and 

blend of services provided [41]. 

Flexibility (𝑪𝟐𝟒) 
This criterion presents the ability of quick response to product demand variations 

[15,19]. 

Efficiency (𝑪𝟐𝟓) 
This criterion present the ability of fulfilling efficient orders within the given 

period of time [41]. 

Social (𝑪𝟑) 
This pillar defines the security and diversity of supply within public 

acceptability. 

Legal Responsibilities (𝑪𝟑𝟏) 
This criterion stresses the labor relations between workers and employers in the 

context of legal and human rights [16,17]. 

Privacy (𝑪𝟑𝟐) 
This criterion refers providing information to stakeholders in respecting the 

confidentiality [41]. 

Reputation (𝑪𝟑𝟑) 
This criterion stresses the keeping a good name among competitors in a long-

term  to gain competitive advantage [41]. 

Safety (𝑪𝟑𝟒) 
This criterion is concerned with the safety, health, and welfare of labor force 

[1,18]. 

Training (𝑪𝟑𝟓) 
This criterion deals with the process of enhancing the skills, capabilities, and 

knowledge of employees [15,19]. 

4.1. Sustainable supplier selection criteria 

The goal in this sub-section is to determine the best 

available criteria for sustainable supplier selection 

through an extensive literature review and expert 

opinions. As far as the author know, the presented 

study is the first study to determine the sustainable 

supplier selection criteria in the context of social, 

environmental, and economical aspects. In today’s 

competitive businesses, cost and quality are not 

enough to determine a suitable supplier due to the 

augmented consumer expectations. Hence, different 

evaluation criteria such as ecological, economical, and 

social criteria, have to be taken into account. Three 

main and 15 sub-criteria are defined based on the 

extant literature and through the extensive 

brainstorming of DMs. They are adapted to be used in 

the proposed methodology. Figure 1 presents the 

network structure of evaluation framework. Table 5 

delivers the comprehensive description of the 

evaluation criteria. 

4.2. Case background 

The developed approach is applied to a textile factory 

established in Kahramanmaraş, Turkey. The name of 

the company is undisclosed due to confidentiality and 

privacy reasons. This factory is addressed as the 

Textile Company in this paper, hereafter. The factory 

is specialized in the production and development of 

innovative fabrics and technical yarns. This Textile 

Company has been established in 1989 having the first 

weaving mill of Kahramanmaraş, Turkey. Textile 

Company value partnerships with sustainable suppliers 

and apparel manufacturers as a supplier, end-user, and 

market-oriented factory. The competition in apparel 

industry is intense and it is a key distress for the Textile 
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Company to consider during its assessment of 

suppliers. Thus, the evaluation of the best sustainable 

supplier is an important decision-making process for 

the Textile Company.  

A group of specialists consisting of three DMs, a chief 

textile engineer in Textile Company, a top-level 

manager of the Textile Company, and an academician 

having a considerable position in a Turkish university, 

are collaborated to pass judgment on six suppliers. The 

supplier selection procedure is a remarkable process in 

sustainability setting, recalling the existence of an 

obvious distinction between traditional supplier 

selection and sustainable supplier perspective. With 

the review of extensive literature and DMs’ skills along 

with the managers of the Textile Company, each 

decision criterion is composed to evaluate and 

prioritize the presented candidates. The Textile 

Company intends to pick the finest alternative 

according to its expectations and needs. In the given 

study, six alternatives are assessed which the company 

intends to work together. The selected six alternatives 

are denoted by: 𝐴1, 𝐴2, 𝐴3, 𝐴4, 𝐴5 and  𝐴6 from now 

on. 

4.3. Numerical application 

Step 1: The given 6 alternatives are assessed by 3 main 

criteria and 15 sub-criteria set. 

Step 2: A group consisting of 3 DMs are charged to 

evaluate the defined problem. Their individual weights 

are calculated by applying the Step 2 of the 

methodology. Table 6 presents the given individual 

evaluations of each DM and their respective weights. 

Step 3: DMs’ individual evaluation on each criterion 

is gathered in the form of verbal terms. The collected 

judgments are converted to PFSs values by applying 

Table 3. Due to space limitation and suitable 

appearance of the paper, the data is scaled. Thus, 

individual evaluation on main criteria in Table 7 is 

presented. 

 

Table 6. The level of individual influence for each DM 

𝑫𝑴 Preference [ 𝝁𝑷(𝒙), 𝒗𝑷(𝒙) ] 𝝀𝒌 

𝑫𝟏 - VI MI 0.654 0.335 0.385 

𝑫𝟐 I - MI 0.585 0.397 0.336 

𝑫𝟑 MI MI - 0.500 0.450 0.279 

 

Table 7. DMs’ individual evaluation on main criteria 

𝐃𝐌 𝐂𝟏 𝐂𝟐 𝐂𝟑 𝐂𝟏 𝐂𝟐 𝐂𝟑 𝐂𝟏 𝐂𝟐 𝐂𝟑 

𝐃𝟏 EI 1/IV4 IV4 IV4 EI 1/IV4 1/IV4 IV4 EI 

𝐃𝟐 EI 1/VSI IV4 VSI EI VSI 1/IV4 1/VSI EI 

𝐃𝟑 EI 1/IV4 IV4 IV4 EI IV3 1/IV4 1/IV3 EI 

Step 4: Individual evaluations are fused together with PFWA aggregation operation in Eq. (11). The GDM matrix 

for the main criteria is presented in Table 8. 

Step 5: CR is controlled for the aggregated PFSs matrix. The calculated CR values are smaller than 0.10 and so 

the judgment matrix is consistent. 

Table 8. Aggregated pairwise matrix 

Criterion [𝛍𝐏(𝐱), 𝐯𝐏(𝐱) ] 

𝐂𝟏 0.597 0.507 

𝐂𝟐 0.567 0.514 

𝐂𝟑 0.647 0.474 
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Table 9. The PFSs criteria weights and crisp criteria weights 

 �̃�𝒋   �̃�𝒋𝒋  �̃�𝒋�̃�𝒋𝒋    

Main [𝝁𝑷(𝒙), 𝒗𝑷(𝒙)] Sub [𝝁𝑷(𝒙), 𝒗𝑷(𝒙) ] [𝝁𝑷(𝒙), 𝒗𝑷(𝒙)] 𝒘𝒋 Rank 

   (𝑪𝟏𝟏) 0.463 0.307 0.276 0.572 0.069 12 

   (𝑪𝟏𝟐) 0.579 0.291 0.346 0.566 0.068 10 

(𝑪𝟏) 0.597 0.507 (𝑪𝟏𝟑) 0.607 0.302 0.362 0.570 0.067 9 

   (𝑪𝟏𝟒) 0.628 0.405 0.375 0.615 0.062 1 

   (𝑪𝟏𝟓) 0.568 0.396 0.339 0.611 0.064 4 

   (𝑪𝟐𝟏) 0.558 0.393 0.317 0.614 0.064 5 

   (𝑪𝟐𝟐) 0.597 0.395 0.338 0.616 0.063 3 

(𝑪𝟐) 0.567 0.514 (𝑪𝟐𝟑) 0.669 0.273 0.379 0.565 0.067 8 

   (𝑪𝟐𝟒) 0.572 0.327 0.325 0.585 0.067 7 

   (𝑪𝟐𝟓) 0.554 0.266 0.314 0.562 0.070 13 

   (𝑪𝟑𝟏) 0.525 0.336 0.340 0.559 0.069 11 

   (𝑪𝟑𝟐) 0.543 0.451 0.351 0.618 0.063 2 

(𝑪𝟑) 0.647 0.474 (𝑪𝟑𝟑) 0.650 0.346 0.421 0.563 0.065 6 

   (𝑪𝟑𝟒) 0.577 0.254 0.373 0.524 0.071 15 

   (𝑪𝟑𝟓) 0.630 0.241 0.408 0.519 0.070 14 

 

Table 10. The individual linguistic evaluations of each DM 

𝑨𝒊 𝑫𝐢 𝑪𝟏𝟏 𝑪𝟏𝟐 𝑪𝟏𝟑 𝑪𝟏𝟒 𝑪𝟏𝟓 𝑪𝟐𝟏 𝑪𝟐𝟐 𝑪𝟐𝟑 𝑪𝟐𝟒 𝑪𝟐𝟓 𝑪𝟑𝟏 𝑪𝟑𝟐 𝑪𝟑𝟑 𝑪𝟑𝟒 𝑪𝟑𝟓 

 𝑫𝟏 I I VU U VU EU EU VU VU EU VU VU I EI MI 

𝑨𝟏 𝑫𝟐 MI MI VU U VU I U EU VU U I EI MI MI EI 

 𝑫𝟑 VI MI U VU U EU VU U I VU EU VI I MI MI 

 𝑫𝟏 VU VU I EI EI VU EI EU VU EI I I MI I EU 

𝑨𝟐 𝑫𝟐 EU U VU VI EU U EI VU EU VI I EI EI VI EI 

 𝑫𝟑 VU I EU MI EI I VI VU EU EI EU VI EI MI VU 

 𝑫𝟏 EI MI VI MI I EI I VU EU U VU U EI EI EI 

𝑨𝟑 𝑫𝟐 VI MI VU I U MI EI VI MI VU EU I VI EI I 

 𝑫𝟑 VI I U VU U I EI EU EI VU U VU VI EI I 

 𝑫𝟏 VU VI VU EU MI VU MI U VU I EI VI EU VU VU 

𝑨𝟒 𝑫𝟐 U I U EI VU EU EI U EU EU MI EI I MI EU 

 𝑫𝟑 EI U VU EU EU VU I VI I VU VU EI VI EI EU 

 𝑫𝟏 U U VU VU EU VU EU MI EI MI VU EU I MI I 

𝑨𝟓 𝑫𝟐 VU VU U VU U I U VU VU VU EU VU EI MI MI 

 𝑫𝟑 EU I EU I VU EU VU EU U MI EI I MI EI MI 

 𝑫𝟏 EU I EU VU U I VU EU U EU EU MI VU EU VI 

𝑨𝟔 𝑫𝟐 EU U VU EI EI VI U I VU I VU VU VU EU VU 

 𝑫𝟑 VU EU U EU VU VU EI VI VI MI VI MI VU U I 

Step 6: Each criterion weight (�̃�𝑗) is calculated using each DMs’ judgments. Table 9 presents the PFSs criteria 

weights. In order to better visualize and grasp the priority of criteria on each other, Crisp AHP criteria weights 

are also created. Table 9 presents the crisp AHP criteria weights. The criterion 𝐶14 has the utmost priority while 

criterion 𝐶34 has the last. 

Step 7: The individual judgments of DMs in the form of linguistic variables are converted by the use of Table 2 

to form individual decision matrix. Table 10 presents the individual linguistic evaluations of each DM. 

Step 8: The alternatives evaluated individually are fused into group opinion to set GDM matrix by PFWA 

aggregation operator. Table 11 presents the aggregated alternative evaluation matrix. 
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Step 9: The normalization of evaluation matrix is utilized by the Eq. (10) for each cost type criterion. The Eq. 

(17) is used to find weighted matrix. Each weight is given in Table 9. Apply PFSs multiplication operator to 

obtain the new weighted-normalized decision matrix as presented in Table 11. 

Step 10: The positive (𝐴+) and negative (𝐴−) ideal solutions are calculated by the use of Eq. (18) and (19), 

respectively. Table 11 presents the positive and negative ideal solutions. 

Step 11: separation measures of negative and positive ideal solutions are estimated by the use of Eq. (20) and 

(21) to calculate. Table 12 presents the calculated separation measures. 

Step 12: The closeness coefficients for all alternatives are calculated by the use of Eq. (22). Table 12 presents 

the calculated closeness coefficient. 

 

Table 11. The aggregated and weighted-normalized matrix of first alternative and respective positive and negative ideal 

solutions 

 𝑨𝟏𝒋  �̃�𝟏𝒋  𝑨+  𝑨−  

 [𝝁𝑷(𝒙), 𝒗𝑷(𝒙)] [𝝁𝑷(𝒙), 𝒗𝑷(𝒙)] µ𝒋
+ 𝝊𝒋

+ µ𝒋
− 𝝊𝒋

− 

𝑪𝟏𝟏 0.80 0.19 0.22 0.65 0.22 0.65 0.05 0.92 

𝑪𝟏𝟐 0.55 0.40 0.14 0.81 0.19 0.76 0.12 0.85 

𝑪𝟏𝟑 0.56 0.46 0.20 0.77 0.20 0.77 0.09 0.89 

𝑪𝟏𝟒 0.52 0.47 0.19 0.80 0.28 0.70 0.12 0.87 

𝑪𝟏𝟓 0.50 0.50 0.17 0.81 0.26 0.71 0.09 0.90 

𝑪𝟐𝟏 0.72 0.26 0.08 0.89 0.24 0.70 0.08 0.89 

𝑪𝟐𝟐 0.80 0.19 0.27 0.69 0.28 0.68 0.09 0.90 

𝑪𝟐𝟑 0.52 0.53 0.20 0.80 0.22 0.75 0.08 0.90 

𝑪𝟐𝟒 0.61 0.38 0.20 0.74 0.21 0.74 0.06 0.92 

𝑪𝟐𝟓 0.29 0.70 0.09 0.87 0.26 0.63 0.08 0.89 

𝑪𝟑𝟏 0.26 0.73 0.09 0.88 0.23 0.71 0.09 0.88 

𝑪𝟑𝟐 0.47 0.54 0.17 0.82 0.29 0.68 0.14 0.85 

𝑪𝟑𝟑 0.80 0.19 0.34 0.65 0.34 0.65 0.11 0.89 

𝑪𝟑𝟒 0.85 0.14 0.32 0.59 0.32 0.59 0.09 0.89 

𝑪𝟑𝟓 0.75 0.24 0.31 0.63 0.31 0.63 0.08 0.91 

Step 13: By applying a descending order for the closeness coefficient (𝐶𝑖
+), the alternatives are ranked. Table 

12 presents the ranking of alternatives. The result indicated that the best alternative in ranking is 𝐴2 while the 

worst is 𝐴6. The obtained outcome is also validated by the DMs as satisfactory. 

𝐴6 < 𝐴1 < 𝐴5 < 𝐴4 < 𝐴3 < 𝐴2 

 

Table 12. The separation measure, closeness coefficient and ranking of alternatives 

 𝐒𝒊
+ 𝐒𝒊

− 𝐂𝒊
∗ Rank 

𝑨𝟏 0.715 0.653 0.477 5 

𝑨𝟐 0.548 0.797 0.592 1 

𝑨𝟑 0.569 0.784 0.579 2 

𝑨𝟒 0.633 0.732 0.536 3 

𝑨𝟓 0.703 0.665 0.486 4 

𝑨𝟔 0.742 0.622 0.456 6 

5. Discussion and Analysis 

Sustainability concept has raised a considerable 

attention in academic and industrial area, yet its 

meaning is not always clear. Sustainability may imply 

very different policy responses depending on its 

interpretation. The earliest sustainability studies on 

supply chain management can be traced back to the 

90s, when the sustainability concept mainly discussed 

as environmental management [42]. Sustainability 
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draws the line between socially responsible and 

irresponsible businesses. Sustainability has three goals 

known as the triple bottom line: people, planet, and 

profit. As the company can effect these three areas 

positively, it is considered more sustainable [2]. 

This study reports a novel MCDM method by 

combining the AHP technique with the TOPSIS 

technique under PFSs environment to evaluate the 

most suitable sustainable supplier. In the proposed 

method, the AHP technique is utilized to compute the 

optimal evaluation criteria weights; the TOPSIS 

technique is used to manage DMs’ assessments on the 

alternative sustainable suppliers’ performance and to 

generate the ranking orders of the sustainable supplier 

alternatives.  

The AHP technique is a MCDM method developed by 

Thomas Saaty [40] in the 1970s. It is a quantitative 

method used to order and select alternatives with 

multiple criteria and multiple DMs under certain or 

uncertain decision environment. AHP allows modeling 

the hierarchical structure by representing the 

relationship among the main target of the problem, 

criteria, and sub-criteria for the complex problems of 

DMs. AHP technique reduces the complex decision 

problem (multiple alternative and multiple criteria) to 

pairwise comparisons, checks whether the 

comparisons are consistent, and tries to get an 

outcome.  

The TOPSIS technique is a MCDM method developed 

by Hwang and Yoon in 1981 [5]. The presented 

approach has exploited the proposition hypothesizing 

the ideal candidate as the alternative having position 

very near position to positive ideal solution and very 

far from the negative ideal solution. The positive ideal 

solution considers the minimum of the cost criteria and 

the maximum of the benefit criteria. The negative ideal 

solution considers the maximum of the cost criteria and 

the minimum of the benefit criteria. Succinctly, the 

positive ideal solution considers the best value of the 

solution criteria while negative ideal solution considers 

the worst value of the solution criteria. This approach 

prioritizes the alternatives by considering distances 

from positive ideal to negative ideal solutions.  

Decision-making is a large part of every-day life. If a 

decision is taken by only one person, making that 

decision is relatively easy since an individual can make 

a quicker decision than a group can. Individual 

decision-making, however, could create a prejudice 

and bias when compared to a group’s involvement. 

Many important decisions are made with GDM, and 

recent literature demonstrates the systematic 

differences and strengths of GDM both experimentally 

and theoretically [10]. 

Yager recently introduced the PFSs theory [8,37] as an 

extension of IF set theory. Yager recently has showed 

that there may be some cases in which the sum of 

membership and non-membership (supporters + 

opponents > 1) of the opinion of a DM is greater than 

one in the real-world environment. This is not allowed 

in conventional theories because the sum is greater 

than one. According to PFSs theory, the sum of 

membership and non-membership can exceed one as 

long as the sum of squares does not exceed one. This 

property gives a higher flexibility and ability to express 

the uncertain and vague information compared to IF 

sets. Therefore, the PFSs theory have been applied to 

many MCDM problems. PFSs are more advantageous 

in imprecise and fuzzy modeling of objective world 

and can model and solve complex problems more 

adequately. 

 

5.1 Comparison 

The reliability and rationality of the obtained rankings 

by the proposed method is demonstrated by means of a 

comparative investigation. The similar supplier 

ranking evaluation is also completed by applying the 

following comparable MCDM approaches in PFSs 

environment: PF-VIKOR, PF-COPRAS, PF-TODIM. 

The rankings attained by these approaches are charted 

in Figure 3 for comparison. From this figure, it can be 

seen that the best ranked supplier and the worst ranked 

supplier are the same in the PF-VIKOR and PF-

COPRAS MCDM methods, and the best ranked 

supplier of the proposed method is the second best in 

PF-TODIM. Thus, this demonstrates the strength and 

justification of the developed method. It is easily 

observable by looking at the given analysis that the 

outcome is an excellent match to each other and to the 

consequence of the obtained ranking order. 
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Figure 1. Comparison with existing methods 

In order to create a link between the results obtained by 

the different approaches, Spearman’s correlation 

coefficient is tested. The Spearman’s correlation 

coefficient of ranks is a significant and convenient 

indicator to determine the connection among the 

obtained results [10]. Besides, the Spearman’s 

correlation coefficient is suitable to use in case of 

ordinal or ranked variables, as is the case here. This 

technique is applied to test the statistical significance 

of the difference between the ranks. The results of The 

Spearman’s correlation coefficient for the obtained 

ranks can be seen in Figure 4, which shows a high 

correlation among the MCDM approaches for the 

obtained ranks. All coefficient values are greater than 

0.90 which shows a very high correlation. The result 

indicate that an extremely high closeness is exist within 

the proposed method and the existing PFSs methods 

for the handling of uncertainty. Based on the obtained 

results of ranking comparison and correlation check, it 

can be established that the attained rankings of the 

proposed method are robust and justifiable. In addition 

to credibility of the ranks, the method proposed can 

successfully exploits the hesitations that occur in GDM 

environment. The computations are not incorporated 

here since the section is only devoted to a comparative 

analysis of the attained final ranks

. 

 

 
Figure 2. Spearman’s correlation coefficient of ranks 

 

5.2 Sensitivity analysis 

The sensitivity analysis is carried out by changing the 

weight of one criterion at a time while keeping others 

unchanged. For example, the weight of criterion 𝐶11 is 

varied and given the PFSs value corresponding to the 

EI linguistic term, and subsequently, the weight of 

other criteria is also exchanged with the weight of EI. 

A total of 16 experiments are conducted and results are 

charted in Figure 5. Figure 5 represents variations in 

the final ranking of different supplier evaluations with  

 

the change of the criteria. Fifteen experiments of 

sensitivity analysis together with the base scenario of 

obtained outcome is depicted in Figure 5 shows that 

alternative 𝐴2 is the best alternative among sustainable 

supplier alternatives for 10 scenarios and second best 

one for the rest. The ranking of other alternatives does 

not change considerably with the criteria’s weight. 

This shows that the ranking of sustainable supplier 

alternative is sensitive to the weight of selected criteria. 

 

A 1 A 2 A 3 A 4 A 5 A 6

PF-TOPSIS PF-VIKOR PF-COPRAS PF-TODIM

0,8500

0,9000

0,9500

1,0000

PF-VIKOR PF-COPRAS PF-TODIM

1.00

0.95

0.90

0.85
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Fig. 3. Sensitivity Analysis 

6. Conclusion 

Sustainability has gained an increasing consideration 

among scholars and practitioners in the last several 

decades. Several different types of initiatives exist 

which aim to provide methods and tools for the 

supplier selection process in the context of 

sustainability assessment. The proposed MCDM 

methodology is built on the combination of AHP 

technique and TOPSIS method using PFSs setting for 

GDM environment. In the given methodology, the 

AHP method is applied to determine criterion weight 

and the TOPSIS method is applied to assess the 

candidates. Thus, the priority ranks are obtained for 

each alternative. The study provides a systematic 

decision approach in order to choose the logical 

candidate for sustainable suppliers. In addition, many 

DMs have a tendency to make use of linguistic 

expressions in stating their judgments as a result of 

ambiguous decision environment. This new 

methodology allows to capture the vagueness and 

hesitation associated with the DMs’ judgments with 

the aid of PFSs’ enhanced solution environment. 

Besides, the AHP technique can obtain the near 

optimal weights of criteria by constructing hierarchical 

evaluation structure. For the evaluation of supplier 

alternatives, The TOPSIS as a distance based, intuitive 

and reliable ranking technique can achieve a better 

result. Compared with the given approaches applied in 

the above comparative analysis section, the proposed 

approach has the distinct gains. The sensitivity analysis 

verifies the stability of the proposed method, which has 

benefit of reliability in decision-making process. 

Consequently, the proposed method is more preferable 

to the others for a range of GDM problems that deal 

with vague and subjective data. In order to determine 

the identification criteria for sustainable supplier 

selection, the available and relevant literature is 

examined. The developed main and sub criteria are 

stated to be the most relevant, which is confirmed by 

the DMs and the Textile Company and cover the 

widest aspects in comparison to the extant literature. 

Involving PFSs theory with MCDM approaches can 

conclude in far better reliable result due to DMs’ 

opacity and fuzziness of information. The cohesive 

PFSs approach integrates the PFSs theory with AHP 

and TOPSIS, which can reach more consistent results. 

The obtained outcome justifies that the developed 

method is more capable to capture uncertainty and 

ambiguity of DMs’ evaluations and it is further 

effective and efficient to derive the ranking orders of 

sustainable supplier alternatives. 

The proposed method has the advantage of enabling a 

quick decision for supplier selection process. The 

limitation of the research can be the dependence to the 

DMs’ experience and the quality of their judgments. 

The hierarchical inter-dependency and mutual 

relationships between main and sub criteria has not yet 

studied. The ANP technique can be used in future 

studies to enhance solution quality. Furthermore, the 

approach can also be applied by extending it to interval 

valued PFSs environments and the rationality could be 

verified in uncertain MCDM setting. 
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