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Abstract. In this work, we deal with an ill-posed boundary value problem for multidimensional second-order 

evolution equations with variable coefficients. By using the given data, we reduce the problem to a functional 

equation and we obtain a new representation for the solution by means of the Hurwitz formula. 

Keywords: Second-order evolution equation, ill-posed problem, functional equation, Hurwitz's formula. 

İkinci Mertebeden Evrim Denklemleri için Kötü Konulmuş Bir Sınır 

Değer Probleminin Çözümü Üzerine 

Özet. Bu çalışmada, çok boyutlu değişken katsayılı ikinci mertebeden evrim denklemleri için bir kötü konulmuş 

sınır değer problemi ele alınmıştır. Veriler kullanılarak problem bir fonksiyonel denkleme indirgenmiş ve 

Hurwitz formülü yardımıyla bir çözüm elde edilmiştir.   

Anahtar Kelimeler: İkinci mertebeden evrim denklemi, kötü konulmuş problem, fonksiyonel denklem, Hurwitz 

formülü. 

 

1. INTRODUCTION

In this paper, we present a new representation for the solution of a boundary value problem for 

multidimensional second-order partial differential equations with variable coefficients. Our method based 

on the reduction of the problem to a functional equation and use of the Hurwitz formula. We first use our 

method for an ill-posed problem for the one-dimensional wave equation and then generalize our result for 

multidimensional second-order differential equations. As an example of recent studies, we refer to [1], 

where some new representations of the solutions and coefficients of second-order differential equations 

are given based on the algebraic-analytical identities. 

2. AN ILL-POSED PROBLEM FOR THE ONE-DIMENSIONAL WAVE EQUATION 

In this section, we shall obtain a new representation for the solution of an ill-posed problem for the one-

dimensional wave equation 

𝜕2𝜔(𝑥,𝑡)

𝜕𝑡2 =
𝜕2𝜔(𝑥,𝑡)

𝜕𝑥2 , (𝑥, 𝑡)𝜖𝐷 × [0, 𝑇],        (1) 

with the boundary data 

𝜔(𝑥, 𝑡)|𝑡=0 = 𝑠0(𝑥), 𝜔(𝑥, 𝑡)|𝑡=𝑇 = 𝑠𝑇(𝑥), 𝑥𝜖𝐷,       (2) 
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where 𝐷 = {𝑥𝜖ℝ1: |𝑥| < 𝜏, 0 < 𝜏}. It is known that equation (1) has a general solution 

𝜔(𝑥, 𝑡) = 𝑓(𝑥 + 𝑡) + 𝑔(𝑥 − 𝑡),         (3) 

where 𝑓(𝑥) and 𝑔(𝑥) are entire functions.  

We shall first consider the following boundary value problem: 

Problem 1. Find the functions 𝑓(𝑥), 𝑔(𝑥), 𝑥𝜖𝐷 in (3) by data (2). 

Theorem 1. Let solution (3) of equation (1) be satisfy boundary data (2). If 𝑠0(𝑥), 𝑠𝑇(𝑥), 𝑥𝜖𝐷 are entire 

functions, then the formulas 

       𝑓(𝑥) = ∑ 𝑠𝑘(2𝑇)𝑘∞
𝑘=0 𝜓𝑘 (

𝑥

2𝑇
) + 𝑝(𝑥),  

      𝑔(𝑥) = 𝑠0(𝑥) − 𝑓(𝑥),  

are valid, where 𝑠𝑘 are the coefficients in the power series expansion of 𝑠(𝑥) = 𝑠𝑇(𝑥 + 𝑡) − 𝑠0(𝑥), 

      𝜓𝑘(𝑥) =
𝑘!

2𝜋𝑖
∫

𝑒𝑢𝑥−1

𝑒𝑢−1|𝑢|=(2𝑘+1)𝜋

𝑑𝑢

𝑢𝑘+1 , 𝑘 = 0,1,2, …  

and 𝑝(𝑥) is an arbitrary entire function with period 2𝑇. 

Proof. By using data (2), (3) we can have following equations for 𝑓(𝑥) and 𝑔(𝑥) 

𝑠0(𝑥) = 𝑓(𝑥) + 𝑔(𝑥),           (4) 

𝑠𝑇(𝑥) = 𝑓(𝑥 + 𝑇) + 𝑔(𝑥 − 𝑇), −∞ < 𝑥 < ∞.       (5) 

In equation (5), we replaced 𝑥 by 𝑥 + 𝑇 to have 

𝑠𝑇(𝑥 + 𝑇) = 𝑓(𝑥 + 2𝑇) + 𝑔(𝑥).         (6) 

Then by (4), (6) we obtain the functional equation 

𝑓(𝑥 + 2𝑇) = 𝑓(𝑥) + 𝑠(𝑥)          (7) 

for 𝑓(𝑥), where 𝑠(𝑥) = 𝑠𝑇(𝑥 + 𝑇) − 𝑠0(𝑥). 

On the other hand, from Section 8 of Chapter 2 in [2], we know the following result for the functional 

equations of type (7): 

Let the function 𝑓(𝑧) be an entire function with 𝑧 = 𝑥 + 𝑖𝑦 , 𝑖2 = −1 such that 

𝑓(𝑧 + ℎ) = 𝑓(𝑧) + 𝑎(𝑧), ℎ = ℎ1 + 𝑖ℎ2 ≠ 0,        (8) 

where 𝑎(𝑧) is a given entire function. Moreover, we set 𝑎(𝑧) = ∑ 𝑎𝑘𝑧𝑘∞
𝑘=0 . Then the function 

𝑓0(𝑧) = ∑ 𝑎𝑘ℎ𝑘∞
𝑘=0 𝜓𝑘 (

𝑧

ℎ
)         (9) 

satisfies equation (8), where 

𝜓𝑘(𝑧) =
𝑘!

2𝜋𝑖
∫

𝑒𝑢𝑧−1

𝑒𝑢−1|𝑢|=(2𝑘+1)𝜋

𝑑𝑢

𝑢𝑘+1 , 𝑘 = 0,1,2, … .      (10) 
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To obtain the general solution of functional equation (8) in terms of entire functions, it is sufficient to add 

an arbitrary entire function 𝑝(𝑧) with period ℎ, that is, 𝑓(𝑧) = 𝑓0(𝑧) + 𝑝(𝑧). 

Remark 1. In the special case, if 𝑓(𝑧 + 1) = 𝑓(𝑧) + 𝑧𝑘 , then it is easy to find a particular solution of this 

equation in the form of a polynomial of degree 𝑘 + 1. This is the Bernoulli polynomial 𝐵𝑘+1(𝑧) which is 

determined up to a constant term, i.e., 𝑓(𝑧) = 𝐵𝑘+1(𝑧) and 

      
𝑒𝑢𝑧−1

𝑒𝑢−1
= ∑

𝐵𝑘+1(𝑧)

𝑘!
𝑢𝑘∞

𝑘=0 , |𝑢| < 2𝜋.  

Now, let us return to our problem. By Hurwitz's formula (9), the entire particular solution of equation (7) 

is obtained as follows: 

𝑓0(𝑥) = ∑ 𝑠𝑘(2𝑇)𝑘∞
𝑘=0 𝜓𝑘 (

𝑥

2𝑇
) , 𝑇 > 0,        (11) 

provided that 𝑠(𝑥) in (7) is an entire function, 𝑠(𝑥) ∶= ∑ 𝑠𝑘𝑥𝑘∞
𝑘=0 , where the functions 𝜓𝑘 are defined in 

(10). Hence, the general solution of (7) can be written as 

      𝑓(𝑥) = 𝑓0(𝑥) + 𝑝(𝑥),  

where 𝑝(𝑥) is an arbitrary entire function with period 2𝑇. 

Moreover, the entire function 𝑔(𝑥) can be determined from relation (4): 

      𝑔(𝑥) = 𝑠0(𝑥) − 𝑓(𝑥),  

and so entire solution (3) of equation (1) is obtained. 

It is worth noting that we have equations for 𝑓(𝑥), 𝑔(𝑥) when 𝑥𝜖𝐷 only but we can also find 

𝑓(𝑧), 𝑔(𝑧), 𝑧𝜖ℂ1 because 𝑓(𝑧), 𝑔(𝑧) are entire functions and then 𝑥 = 𝑧|𝑦=0. 

Remark 2. Problem 1 is ill-posed, because 

a) The entire data 𝑠0(𝑥), 𝑠𝑇(𝑥) are determined by only 𝑥𝜖𝐷, but in the Hurwitz's formula and 

formula for the solution 𝜔(𝑥, 𝑡), the continuous extension of these entire data from domain 𝐷 to 

the complex space is necessary. 

b) The function 𝑝(𝑧) is arbitrary periodic and we have nonstability and nonuniqueness. 

 

3. NEW REPRESENTATION FOR THE SOLUTION OF A GENERAL SECOND-ORDER 

DIFFERENTIAL EQUATION 

Let 𝐷 be an open domain in ℝ𝑛, for example 𝐷 = {𝑥: |𝑥| < 𝜏, 0 < 𝜏}. We assume that 𝑎𝑖𝑗(𝑥), 𝑎𝑖𝑗 =

𝑎𝑗𝑖  , 𝑖, 𝑗 = 1,2, , … , 𝑛, are fixed complex valued continuous functions, 𝑣(𝑥)𝜖𝐶2(𝐷) is fixed complex 

valued function such that 

      𝑣(𝑥) ≠ 𝑐𝑜𝑛𝑠𝑡, ∑ 𝑎𝑖𝑗(𝑥)
𝜕𝑣

𝜕𝑥𝑖

𝑛
𝑖,𝑗=1

𝜕𝑣

𝜕𝑥𝑗
≠ 0, 𝐵 − 𝐶𝑣(𝑥) ≠ 0, 𝑥𝜖𝐷,  

𝐵, 𝐶 are constants. 

In the future, we shall consider the second-order equation with known complex valued coefficients 

𝜆(𝑥)
𝜕2𝜔

𝜕𝑡2 = ∑ 𝑎𝑖𝑗(𝑥)
𝜕2𝜔

𝜕𝑥𝑖𝜕𝑥𝑗
+ 𝜇(𝑥)𝑛

𝑖,𝑗=1 ∑ 𝑎𝑖𝑗(𝑥)
𝜕𝜔

𝜕𝑥𝑖

𝜕𝑣

𝜕𝑥𝑗
≡ 𝐿𝜔,𝑛

𝑖,𝑗=1     (12) 
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where 

      𝜆(𝑥) = ∑ 𝑎𝑖𝑗(𝑥)
𝜕𝑣

𝜕𝑥𝑖

𝜕𝑣

𝜕𝑥𝑗
, 𝜇(𝑥)𝑛

𝑖,𝑗=1 = −
1

𝜆(𝑥)
[

2𝐶𝜆(𝑥)

(𝐵−𝐶𝑣(𝑥))
+ ∑ 𝑎𝑖𝑗(𝑥)

𝜕2𝑣

𝜕𝑥𝑖𝜕𝑥𝑗

𝑛
𝑖,𝑗=1 ].  

If the coefficients in (12) are real and 𝜆(𝑥) > 0, ∑ 𝑎𝑖𝑗(𝑥)𝜉𝑖
𝑛
𝑖,𝑗=1 𝜉𝑗 ≥ 𝐾|𝜉|2, 𝐾 > 0, then (12) is a 

hyperbolic equation. 

In the case of 𝑛 = 1 and 𝑎11(𝑥) = 𝑎(𝑥), equation (12) has a form 

      𝑎(𝑥)(𝑣′(𝑥))
2 𝜕2𝜔

𝜕𝑡2 =
𝜕2𝜔

𝜕𝑥2 −
1

𝑎(𝑥)(
𝜕𝑣

𝜕𝑥
)

2 [
2𝐶𝑎(𝑥)(𝑣′(𝑥))

2

(𝐵−𝐶𝑣(𝑥))
+ 𝑎(𝑥)𝑣′′(𝑥)]

𝜕𝜔

𝜕𝑥
𝑣′(𝑥), 𝑎(𝑥)(𝑣′(𝑥))

2
> 0  

and if all functions are real, then 
1

𝑐2(𝑥)
= 𝑎(𝑥)(𝑣′(𝑥))

2
 is velocity and 𝑝(𝑥) =

−
𝑣′(𝑥)

𝑎(𝑥)(
𝜕𝑣

𝜕𝑥
)

2 [
2𝐶𝑎(𝑥)(𝑣′(𝑥))

2

(𝐵−𝐶𝑣(𝑥))
+ 𝑎(𝑥)𝑣′′(𝑥)] is pressure. 

Then we have the following lemma. 

Lemma 1. Let 𝑓(𝑧), 𝑔(𝑧), 𝑧𝜖ℂ1 be arbitrary entire functions. Then the solution 𝜔(𝑥, 𝑡) of (12) has a form 

𝜔(𝑥, 𝑡) =
1

(𝐵−𝐶𝑣(𝑥))
[𝑓(𝑣(𝑥) + 𝑡) + 𝑔(𝑣(𝑥) − 𝑡)] + �̃�(𝑥, 𝑡),      (13) 

where �̃�(𝑥, 𝑡) is a common solution for 𝑛 > 1, that is, 𝜆(𝑥)
𝜕2�̃�

𝜕𝑡2 = 𝐿�̃� and �̃�(𝑥, 𝑡) = 0 for 𝑛 = 1. 

Proof. By relation (13), we have 

𝜕2𝜔

𝜕𝑡2 =
1

(𝐵−𝐶𝑣(𝑥))
[𝑓′′(𝑣(𝑥) + 𝑡) + 𝑔′′(𝑣(𝑥) − 𝑡)] +

𝜕2�̃�

𝜕𝑡2 ,      (14) 

𝜕𝜔

𝜕𝑥𝑖
=

𝐶
𝜕𝑣

𝜕𝑥𝑖
[𝑓(𝑣(𝑥)+𝑡)+𝑔(𝑣(𝑥)−𝑡)]

(𝐵−𝐶𝑣(𝑥))
2 +

1

(𝐵−𝐶𝑣(𝑥))

𝜕𝑣

𝜕𝑥𝑖
[𝑓′(𝑣(𝑥) + 𝑡) + 𝑔′(𝑣(𝑥) − 𝑡)] +

𝜕�̃�

𝜕𝑥𝑖
  (15) 

and 

      
𝜕2𝜔

𝜕𝑥𝑖𝜕𝑥𝑗
=

2𝐶2(𝑓+𝑔)

(𝐵−𝐶𝑣(𝑥))
3

𝜕𝑣

𝜕𝑥𝑖

𝜕𝑣

𝜕𝑥𝑗
+

𝐶(𝑓+𝑔)

(𝐵−𝐶𝑣(𝑥))
2

𝜕2𝑣

𝜕𝑥𝑖𝜕𝑥𝑗
+

2𝐶(𝑓′+𝑔′)

(𝐵−𝐶𝑣(𝑥))
2

𝜕𝑣

𝜕𝑥𝑖

𝜕𝑣

𝜕𝑥𝑗
+

(𝑓′′+𝑔′′)

(𝐵−𝐶𝑣(𝑥))

𝜕𝑣

𝜕𝑥𝑖

𝜕𝑣

𝜕𝑥𝑗
  

+
(𝑓′+𝑔′)

(𝐵−𝐶𝑣(𝑥))

𝜕2𝑣

𝜕𝑥𝑖𝜕𝑥𝑗
+

𝜕2�̃�

𝜕𝑥𝑖𝜕𝑥𝑗
.         (16) 

By (14)-(16), we can see that identity (12) holds. 

Now, we shall consider the following boundary value problem. 

Problem 2. Find the functions 𝑓(𝑧), 𝑔(𝑧), 𝑧𝜖ℂ1 in (13) if the data 

𝜔|𝑡=0 = 𝜔0(𝑥), 𝜔|𝑡=𝑇 = 𝜔𝑇(𝑥), �̃�|𝑡=0 = �̃�0(𝑥), �̃�|𝑡=𝑇 = �̃�𝑇(𝑥)    (17) 

are known for 𝑛 > 1. 

In (17), �̃�0(𝑥), �̃�𝑇(𝑥), 𝑥𝜖𝐷, can be regarded as noises. It is clear that �̃�0(𝑥) = �̃�𝑇(𝑥) = 0 for 𝑛 = 1. 
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Next, we introduce the functions 

      𝑆0(𝑥) = 𝜔0(𝑥) − �̃�0(𝑥), 𝑆𝑇(𝑥) = 𝜔𝑇(𝑥) − �̃�𝑇(𝑥), 𝑥𝜖𝐷,  

where 

      �̃�|𝑡=0 = �̃�0(𝑥) = 𝜔0(𝑥) −
1

(𝐵−𝐶𝑣(𝑥))
[𝑓(𝑣(𝑥)) + 𝑔(𝑣(𝑥))],  

      �̃�|𝑡=𝑇 = �̃�𝑇(𝑥) = 𝜔𝑇(𝑥) −
1

(𝐵−𝐶𝑣(𝑥))
[𝑓(𝑣(𝑥) + 𝑇) + 𝑔(𝑣(𝑥) − 𝑇)].  

Moreover, we set 

      𝑆(𝑣(𝑥)) = (𝐵 − 𝐶(𝑣(𝑥) + 𝑇))𝑆𝑇(𝑣(𝑥) + 𝑇) − (𝐵 − 𝐶𝑣(𝑥))𝑆0(𝑣(𝑥)) ∶= ∑ 𝑆𝑘
∞
𝑘=0 𝑧𝑘|

𝑧=𝑣(𝑥)
.  

Hence, we have the following theorem. 

Theorem 2. Let solution (13) of equation (12) satisfy data (17). Then the formulas 

𝑓(𝑧) = ∑ 𝑆𝑘(2𝑇)𝑘∞
𝑘=0 𝜓𝑘 (

𝑧

2𝑇
) + 𝑃(𝑧),        (18) 

𝑔(𝑧) = (𝐵 − 𝐶𝑧)𝑆0(𝑧) − 𝑓(𝑧),         (19) 

are valid, where 𝑃(𝑧) is an arbitrary entire function with period 2𝑇. 

Proof. By using (13), (17) we can write 

(𝐵 − 𝐶𝑣(𝑥))𝑆0(𝑣(𝑥)) = 𝑓(𝑣(𝑥)) + 𝑔(𝑣(𝑥)),        (20) 

(𝐵 − 𝐶𝑣(𝑥))𝑆𝑇(𝑣(𝑥)) = [𝑓(𝑣(𝑥) + 𝑇) + 𝑔(𝑣(𝑥) − 𝑇)].      (21) 

In the last equality, we replace 𝑣(𝑥) by 𝑣(𝑥) + 𝑇  to have 

(𝐵 − 𝐶(𝑣(𝑥) + 𝑇))𝑆𝑇(𝑣(𝑥) + 𝑇) = [𝑓(𝑣(𝑥) + 2𝑇) + 𝑔(𝑣(𝑥))].     (22) 

Then from (20), (22) we obtain 

      𝑓(𝑣(𝑥) + 2𝑇) = 𝑓(𝑣(𝑥)) + 𝑆(𝑣(𝑥)),  

where 

      𝑆(𝑣(𝑥)) = (𝐵 − 𝐶(𝑣(𝑥) + 𝑇))𝑆𝑇(𝑣(𝑥) + 𝑇) − (𝐵 − 𝐶𝑣(𝑥))𝑆0(𝑣(𝑥)).  

Finally, taking 𝑣(𝑥) = 𝑧 yields the functional equation 

      𝑓(𝑧 + 2𝑇) = 𝑓(𝑧) + 𝑆(𝑧)  

for 𝑓(𝑧) and then by Hurwitz’s formula we obtain (18). The entire function 𝑔(𝑧) can be calculated by the 

formula 

      𝑔(𝑧) = (𝐵 − 𝐶𝑧)𝑆0(𝑧) − 𝑓(𝑧).  

Thus, Theorem 2 is proved. 
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Example 1. If 𝑛 = 1, 𝑎11(𝑥) = 1, 𝑣(𝑥) = 𝑥, 𝐵 = 1, 𝐶 = 0, �̃�0(𝑥) = 0, �̃�𝑇(𝑥) = 0 in (12), (13), then we 

have 

      
𝜕2𝜔

𝜕𝑡2 =
𝜕2𝜔

𝜕𝑥2 ,  

and 

      𝜔0(𝑥) = 𝑓(𝑥) + 𝑔(𝑥), 𝜔𝑇(𝑥) = 𝑓(𝑥 + 𝑇) + 𝑔(𝑥 − 𝑇), 𝑥𝜖𝐷 ⊂ ℝ1,  

for the entire functions 𝑓(𝑧), 𝑔(𝑧), 𝑧𝜖ℂ1. 

Example 2. If 𝑛 = 3, 𝑎𝑖𝑗(𝑥) = 𝛿𝑖𝑗 = {
1, 𝑖 = 𝑗
0, 𝑖 ≠ 𝑗

 , 𝑣(𝑥) = |𝑥|, 𝑥 ≠ 0, 𝐵 = 0, 𝐶 = −1, then we have 

      
𝜕2𝜔

𝜕𝑡2 = Δ𝜔,  

and (13) has the following form 

      𝜔(𝑥, 𝑡) =
1

|𝑥|
[𝑓(|𝑥| + 𝑡) + 𝑔(|𝑥| − 𝑡)] + �̃�(𝑥, 𝑡),  

where 
𝜕2�̃�

𝜕𝑡2 = Δ�̃�, that is, �̃� is a common solution. Here the boundary value problem is to find the entire 

functions 𝑓(𝑧), 𝑔(𝑧), 𝑧𝜖ℂ1 for 𝑆0(𝑥) = 𝜔0(𝑥) − �̃�0(𝑥) =
1

|𝑥|
[𝑓(|𝑥|) + 𝑔(|𝑥|)], 𝑆𝑇(𝑥) = 𝜔𝑇(𝑥) −

�̃�𝑇(𝑥) =
1

|𝑥|
[𝑓(|𝑥| + 𝑇) + 𝑔(|𝑥| − 𝑇)]. 

Here we note that, in the complex case, all the functions including 𝑣(𝑥) are complex and the solution, 

data and the other functions should be entire. Example 2 is not correct in this case. But in the real case, 

all the functions are real and in the special hyperbolic case we have different variants. It is clear that 𝑓 

and 𝑔 must be entire. Example 2 is correct in this case without 𝑥 = 0. 
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