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Abstract: The goal of this study gives the approximate point spectrum, the defect spectrum and the compression 

spectrum of generalized difference operator  srB ,  over the class of convergent series. 
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Genelleştirilmiş Fark Operatörü B(r,s) nin cs Dizi Uzayı  

Üzerinde Spektral Ayrışımı 

Özet: Bu çalışmanın amacı, yakınsak seriler sınıfında genelleştirilmiş fark operatörünün yaklaşık nokta 

spektrumunu, eksik spektrumu ve sıkıştırma spektrumu vermektir. 

Anahtar Kelimeler: Genelleştirilmiş fark operatörü, yaklaşık nokta spektrum, eksik spektrum, sıkıştırılmış 

spektrum 

1. INTRODUCTION 

We know that there is strictly the relationship between matrices and operators. The eigenvalues of matrices 

are contained in the spectrum of an operator. Spectral theory is a generalization of a set of eigenvalues of a 

linear operator in a finite dimensional vector space to an infinite dimensional vector space. The spectral 

theory of finite dimensional linear algebra may be provided as an attempt to expand the known 

decomposition results in similar situations in the infinite dimension. 

Let X  and Y  be the Banach spaces, and YXL :  be a bounded linear operator. By

   = : = ,  ,R L y Y y Lx x X   we denote the range of L  and by )(XB , we show the set of all bounded 

linear operators on X  into itself. 
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Let   XLDL :  be a linear operator, defined on ,)( XLD   where )(LD  denote the domain of L  and 

X  is a complex normed space. Let LIL  :=  for )(XBL  and 𝜆 ∈ ℂ where I  is the identity operator. 

1

L  is known as the resolvent operator of L . 

The resolvent set of L  is the set of complex numbers   of L  such that 
1

L  exists, is bounded and, is 

defined on a set which is dense in X , denoted by ),( XL . Its complement is given by ℂ − 𝜌(𝐿; 𝑋) is 

called the spectrum of L , denoted by ),( XL . 

The spectrum ),( XL  is union of three disjoint sets as follows: The point spectrum ),( XLp  is the set 

such that 
1

L  does not exist. If the operator 
1

L  is defined on a dense subspace of X  and is unbounded 

then 𝜆 ∈ ℂ belongs to the continuous spectrum ),( XLc  of L . Furthermore, we say that 𝜆 ∈ ℂ belongs to 

the residual spectrum ),( XLr  of L  if the operator 
1

L  exists, but its domain of definition (i.e. the range 

)( LIR   of LI ( ) is not dense in X  than in this case 
1

L  may be bounded or unbounded. From 

above definitions we have  

 ),(),(),(=),( XLXLXLXL rcp    (1.1) 

and 

.=),(),(,=),(),(,=),(),(  XLXLXLXLXLXL crrpcp   

1.1.  Goldberg’s Classification of Spectrum 

If )(XBT  , then there are three cases for )(TR : 

(I) ( )R T X , (II) ( )R T X , but ( )R T X , (III) ( )R T X  

and three cases for 
1T : 

(1) 
1T  exists and continuous, (2) 

1T  exists but discontinuous, (3) 
1T  does not exist. 

If these cases are combined in all possible ways, nine different states are created. These are labelled by: 1I

, 2I , 3I , 1II , 2II , 3II , 1III , 2III , 3III  (see [10]). 

),( XL  can be divided into subdivisions =),(2 XLI  , ),(3 XLI  , ),(2 XLII  , ),(3 XLII  , 

),(1 XLIII  , ),(2 XLIII  , ),(3 XLIII  . For example, if LIT =  is in a given state, 2III  (say), then 

we write ),(2 XLIII  . 
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By w , we will denote the space of all sequences. We will show ℓ𝑝, c , 
0c  and bv  for the space of all 

bounded, convergent, null and bounded variation sequences, respectively. Also by ℓ𝑝, pbv  we denote the 

spaces of all p absolutely summable sequences and p bounded variation sequences, respectively. 

Many investigators studied the spectrum and fine spectrum of linear operators on some sequence spaces. In 

2005, Altay and Başar [1] determined spectra and the fine spectra of generalized difference operator  srB ,  

on 
0c  and c . In 2008, Bilgiç and Furkan [3] determined spectra and the fine spectra of generalized 

difference operator  srB ,  on ℓ𝑝 and pbv ,   <1 p . In the last year, the spectral divisions of 

generalized difference matrices have studied. For example, in [6], Das calculated the spectrum and fine 

spectrum of the matrix ),;,( 2121 ssrrU  over the sequence space 
0c . In [13], Tripathy and Das determined 

the spectra and fine spectra of ),( srU  on the sequence space 

 
=0

= = :  exists ,lim

n

n i
n i

cs x x w x


 
 

 
  

which is a Banach space with respect to the norm .sup=
0= i

n

incs
xx   

Matrices with finite elements or finite difference problems are often banded in numerical analysis. With the 

help of these matrices, we define relations between problem variables. The bandedness is confirmed with 

variables which are not conjugate in arbitrarily large distances. We can furthermore divide these matrices. 

For example, there are banded matrices with every element in the band is nonzero. We generally encounter 

these matrices while we are separating one-dimensional problems. 

The band matrix  srB ,  is represented by the matrix 

 𝐵(𝑟, 𝑠) = (

𝑟 0 0 ⋯
𝑠 𝑟 0 ⋯
0 𝑠 𝑟 ⋯
⋮ ⋮ ⋮ ⋱

) , (s ≠ 0). 

2. THE FINE SPECTRA FOR  srB ,  

Dutta and Tripathy [9] examined the fine spectra of the matrix  srB ,  on the sequence space cs . Herein 

we mention the main results. 

Lemma 1 ([10], p.59) T  has a dense range if and only if 
T  is 1-1.  

Lemma 2 ([10], p.60) T  has a bounded inverse if and only if 
T  is onto.  

Lemma 3 ([9], Lemma 2)   cscssrB :,  is a bounded linear operator with  
 

.,
,

srsrB
cscs

   
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Theorem 1 ([9], Theorem 6) σ(𝐵(𝑟, 𝑠), 𝑐𝑠) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| ≤ |𝑠|}.  

Theorem 2 ([9], Theorem 7)    .=,, cssrBp   

Let cscsT :  is a bounded linear operator and A  is its matrix representation. Then 
 cscsT :  is 

adjoint operator of T  and 
tA  is matrix representation of 

T . Also cs  is isomorphic to bv  with the norm 

.= 1

0=





 nn

n

xxx  

Theorem 3 ([9], Theorem 8) 𝜎𝑝(𝐵(𝑟, 𝑠)∗, 𝑐𝑠∗) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| < |𝑠|}. 

Theorem 4 ([9], Theorem 9) 𝜎𝑟(𝐵(𝑟, 𝑠), 𝑐𝑠) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| < |𝑠|}.  

Theorem 5 ([9], Theorem 10) 𝜎𝑐(𝐵(𝑟, 𝑠), 𝑐𝑠) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| = |𝑠|}.  

Lemma 4  

 






















nk

kn

k

k

nkk

n

kn

baba
1=0=

1

0=1=

=  

where  ka  and  nkb  are nonnegative real numbers.  

Proof.  

 











kk

k

kk

k

kk

k

kk

k

nkk

n

kn

bababababa 4

3

0=

3

2

0=

2

1

0=

1

0

0=

1

0=1=

=  

    322311300211200100= babababababa   

    433422411400 babababa  

  


2

3=

21

2=

10

1=

0= n

n

n

n

n

n

bababa  

 .=
1=0=
















nk

kn

k

k

ba  

Theorem 6 𝐼𝐼𝐼1σ(𝐵(𝑟, 𝑠), 𝑐𝑠) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| < |𝑠|}.  

Proof. We must obtain bvcsx  
 for all bvcsy  

 such that    yxIsrB =,


 . Then we have 
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(𝑟 − 𝜆)𝑥0 + 𝑠𝑥1 = 𝑦0

(𝑟 − 𝜆)𝑥1 + 𝑠𝑥2 = 𝑦1

⋮
(𝑟 − 𝜆)𝑥𝑘 + 𝑠𝑥𝑘+1 = 𝑦𝑘

⋮

 

Assume that 0=0x . From the above equations, we get 

 

𝑥1 =
𝑦0

𝑠

𝑥2 =
1

𝑠
𝑦1 −

𝑟−𝜆

𝑠2 𝑦0

⋮

𝑥𝑛 =
1

𝑠
(𝑦𝑛−1 −

𝑟−𝜆

𝑠
𝑦𝑛−2 + (

𝑟−𝜆

𝑠
)

2
𝑦𝑛−3 − (

𝑟−𝜆

𝑠
)

3
𝑦𝑛−4 + ⋯ + (−1)𝑛−1 (

𝑟−𝜆

𝑠
)

𝑛−1
𝑦0)

=
1

𝑠
∑ (−1)𝑘 (

𝑟−𝜆

𝑠
)

𝑘
𝑦𝑛−𝑘−1

𝑛−1
𝑘=0

 

where 𝑛 = 1,2,3, ⋯. Now we must show that bvx .  

     kn

k

k
n

k

kn

k

k
n

kn

nn

n

y
s

r
y

s

r

s
xxxx 














 








 
 


11

1
=

0=

1

1

0=1=

101

0=

 

 .
1

1

1

0=1=1=

00
knkn

kn

kn

n

n

yy
s

r

ss

r

s

y

s

y










 


 

From Lemma 4, we get 

 knkn

k

knk

n

n

nn

n

yy
s

r

ss

r

s

y
xx 

















  1

1=0=0=

0
1

0=

1 
 

 



























 knkn

kn

k

k

n

n

yy
s

r

s

r
y

s
1

1=0=0=

0

1
=


 

 























 1

0=0=0=

0

1
= nn

n

k

k

n

n

yy
s

r

s

r
y

s


 

   .
1

=
0=

0

n

n
bv s

r
yy

s


 



 

That is, for   cssrBr ,, , the operator    srBI ,  is surjective if and only if sr < . Hence 

from Lemma 2,  srBI ,  has bounded inverse.  
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3.  PARTITION OF THE SPECTRA FOR  srB ,  

We recall a sequence )( kx  in X  a Weyl sequence for L  if 1=kx  and 0kLx  as k . 

We call the set 

 𝜎𝑎𝑝(𝐿, 𝑋): = {𝜆 ∈ ℂ: there exists a Weyl sequence for 𝜆𝐼 − 𝐿} (3.1) 

the approximate point spectrum of L . Also, 

 ( , ) :={ ( , ) :  is not surjective}L X L X I L      (3.2) 

is called the defect spectrum of L . Finally, 

 𝜎𝑐𝑜(𝐿, 𝑋) ≔ {𝜆 ∈ ℂ: 𝑅(𝜆𝐼 − 𝐿)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ≠ 𝑋} (3.3) 

is called the compression spectrum. By definitions, we have, ),(),( XLXL app    and 

),(),( XLXLco   . On the other hand, if we consider these subspectra with (1.1) we obtain that 

 ),(\),(=),( XLXLXL pcor   (3.4) 

and 

 )],(),(\),(=),( XLXLXLXL copc    (3.5) 

Proposition 1 ([2], Proposition 1.3) Let )(XBT   and its adjoint )(  XBT  then the following 

relations are hold: 

(a) ),(=),( XTXT  
, 

(b) ),(),( XTXT apc  
, 

(c) ),(=),( XTXTap  
, 

(d) ),(=),( XTXT ap 


, 

(e) ),(=),( XTXT cop  
, 

(f) ),(),( XTXT pco  
, 

(g) ),(),(=),(),(=),(   XTXTXTXTXT apppap  .  
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By the definitions given above, we can write following Table 1. 

 

Table 1. Subdivisions of the spectrum of a linear operator. 

 1 2 3 

 ;R L  

exits and is 

unbounded 

 ;R L  

exits and is 

unbounded 

 ;R L  

Does not exits 

I  R I L X    𝜆 ∈ 𝜌(𝐿) 

𝜆 ∈ 𝜌(𝐿) 
- 

𝜆 ∈ 𝜎𝑝(𝐿) 

𝜆 ∈ 𝜎𝑎𝑝(𝐿) 

II  R I L X    𝜆 ∈ 𝜌(𝐿) 

𝜆 ∈ 𝜎𝑐(𝐿) 

𝜆 ∈ 𝜎𝑎𝑝(𝐿) 

𝜆 ∈ 𝜎𝛿(𝐿) 

𝜆 ∈ 𝜎𝑝(𝐿) 

𝜆 ∈ 𝜎𝑎𝑝(𝐿) 

𝜆 ∈ 𝜎𝛿(𝐿) 

III  R I L X    
𝜆 ∈ 𝜎𝑟(𝐿) 

𝜆 ∈ 𝜎𝛿(𝐿) 

𝜆 ∈ 𝜎𝑐𝑜(𝐿) 

𝜆 ∈ 𝜎𝑟(𝐿) 

𝜆 ∈ 𝜎𝑎𝑝(𝐿) 

𝜆 ∈ 𝜎𝛿(𝐿) 

𝜆 ∈ 𝜎𝑐𝑜(𝐿) 

𝜆 ∈ 𝜎𝑝(𝐿) 

𝜆 ∈ 𝜎𝑎𝑝(𝐿) 

𝜆 ∈ 𝜎𝛿(𝐿) 

𝜆 ∈ 𝜎𝑐𝑜(𝐿) 

 

The decomposition of the spectrum which is defined by Goldberg can be obtained in the above-mentioned 

articles. However, in [7] Durna and Yildirim investigated subdivision of the spectra for factorable matrices 

on 
0c  and in [4] Başar, Durna and Yildirim investigated partition of the spectra for generalized difference 

operator  srB ,  over certain sequence spaces and in [8] Durna, studied partition of the spectra for 
uv  over 

the sequence spaces 
0c  and c . In [14], Tripathy and Avinoy studied the spectra of the operator ),0,0,( srD  

on sequence spaces 0c  and c . In [11], Paul and Tripathy investigated the spectrum of the operator 

),0,0,( srD  over the sequence spaces ℓ𝑝 and pbv . In [12], Paul and Tripathy investigated the spectrum of 

the operator ),0,0,( srD  on the sequence space .0bv  In [5], Das and Tripathy examined the spectra and 

fine spectra of the matrix  tsrB ,,  on the sequence space .cs  

Corollary 1    .=,,2 cssrBIII    

Proof. It is clear from Theorem 4 and Theorem 6, since 

          cssrBIIIcssrBcssrBIII r ,,\,,=,, 12  . 

Corollary 2          =,,=,,=,, 333 cssrBIIIcssrBIIcssrBI  .  

Proof. Since ),(),(),(=),( 333 csAIIIcsAIIcsAIcsAp    from Table 1, we get the required 

result from Theorem 2.  

Theorem 7 (a) 𝜎𝑎𝑝(𝐵(𝑟, 𝑠), 𝑐𝑠) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| = |𝑠|}, 
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(b) 𝜎𝛿(𝐵(𝑟, 𝑠), 𝑐𝑠) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| ≤ |𝑠|}, 

(c) 𝜎𝑐𝑜(𝐵(𝑟, 𝑠), 𝑐𝑠) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| < |𝑠|}.  

Proof. (a) From Table 1, 

       ).,,(\),,(=),,( 1 cssrBIIIcssrBcssrBap   

By Theorem 1 and Corollary 1, we have 𝜎𝑎𝑝(𝐵(𝑟, 𝑠), 𝑐𝑠) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| = |𝑠|}. 

(b) From Table 1, we have 

       .),,(\),,(=),,( 3 cssrBIcssrBcssrB   

So using Theorem 1 and Corollary 2, we obtain the result. 

(c) By Proposition 1 (e), we get 

     ).,,(=),,( cssrBbvsrB cop 


 

Using Theorem 3, we obtain the result.  

Corollary 3 (a) 𝜎𝑎𝑝(𝐵(𝑟, 𝑠)∗, 𝑏𝑣) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| ≤ |𝑠|}, 

(b) 𝜎𝑎𝑝(𝐵(𝑟, 𝑠)∗, 𝑏𝑣) = {𝜆 ∈ ℂ: |𝜆 − 𝑟| = |𝑠|}.  

Proof. Using Proposition 1 (c) and (d), we have 

 𝜎𝑎𝑝(𝐵(𝑟, 𝑠)∗, 𝑐𝑠∗ ≅ 𝑏𝑣) = 𝜎𝛿(𝐵(𝑟, 𝑠), 𝑐𝑠)  

and 

 𝜎𝛿(𝐵(𝑟, 𝑠)∗, 𝑐𝑠∗ ≅ 𝑏𝑣) = 𝜎𝑎𝑝(𝐵(𝑟, 𝑠), 𝑐𝑠). 

Using Theorem 7 (a) and (b), we get the required results.  

Acknowledgements 

The work was supported by grants from CUBAB (F-511). 

REFERENCES 

[1]. Altay B., Başar F., On the fine spectrum of the generalized difference operator  srB ,  over the 

sequence spaces 0c  and c , Int. J. Math. Sci. 18 (2005) 3005-3013. 

[2]. Appell J. Pascale E.D., Vignoli A., Nonlinear Spectral Theory. Walter de Gruyter , Berlin , New 

York, (2004). 



 

15 Durna et al. / Cumhuriyet Sci. J., Vol.39-1 (2018) 7-15 

[3]. Bilgiç H. and Furkan H., On the fine spectrum of the generalized difference operator  srB ,  over 

the sequence spaces ℓ𝑝 and pbv ,  <<1 p , Nonlinear Anal., 68 ( 2008) 499-506. 

[4]. Başar F., Durna N., Yildirim M., Subdivisions of the spectra for genarilized difference operator over 

certain sequence spaces, Thai J. Math., 9-2 (2011) 285-295. 

[5]. Das R., Tripathy B.C., Spectrum and fine spectrum of the lower triangular matrix  tsrB ,,  over the 

sequence space cs , Songklanakarin J. Sci. Technol., 38-3 ( 2016) 265-274. 

[6]. Das R., On the spectrum and fine spectrum of the upper triangular matrix ),;,( 2121 ssrrU  over the 

sequence space 
0c . Afr. Math. 28-5,6  (2017) 841-849. 

[7]. Durna N., Yildirim M., Subdivision of the spectra for factorable matrices on 
0c . GUJ Sci ., 24-1 

(2011) 45-49. 

[8]. Durna N., Subdivision of the spectra for the generalized upper triangular double-band matrices 
uv  

over the sequence spaces 
0c  and c , ADYUSCI, 6-1 ( 2016) 31-43. 

[9]. Dutta A., Tripathy B.C., Fine Spectrum of the Generalized Difference Operator  srB ,  over the 

Class of Convergent Series, Int. J. Anal., 2013, Article ID 630436 (2013), 1-4. 

[10]. Goldberg S., Unbounded Linear Operators, McGraw Hill, New York, (1966). 

[11]. Paul A., Tripathy B.C., The spectrum of the operator  srD ,0,0,  over the sequence spaces ℓ𝑝 and 

pbv , Hacet. J. Math. Stat., 43-3 ( 2014) 425-434. 

[12]. Paul A., Tripathy B.C., The spectrum of the operator  srD ,0,0,  over the sequence space 0bv , 

Georgian Math. J., 22-3 (2015) 421-426. 

[13]. Tripathy B.C., Das R. Spectrum and fine spectrum of the upper triangular matrix over the squence 

space, Proyecciones, 34-2 (2015) 107-125. 

[14]. Tripathy B.C., Saikia P. On the spectrum of the Cesaro operator 1C  on 𝑏𝑣0 ∩ ℓ∞, Math. Slovaca 63-

3 (2013) 563-572.  


