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Abstract: Adaptive Neuro-Fuzzy Inference Systems (ANFIS) is a hybrid artificial neural network (intelligence) 

approach that utilizes the ability of artificial neural networks to learn, generalize, paralyze and to derive fuzzy 

logic. The development of models with large numbers of input variables with ANFIS is not very convenient for 

applications. Dimension reduction methods are proposed as a solution to this problem. Dimensional Reduction 

is the method used to represent the data in a lower dimensional space. The reduction of the numbers of the input 

variables using different size reduction methods and the creation of the optimal solution of the probing with the 

ANFIS model constitute the framework of this work. In this study, we compared the results produced by 

different dimension reduction methods and investigated which method is more acceptable for ANFIS training. 

Keywords: ANFIS, Dimensionality Reduction, Deep Learning, Autoencoder. 

Farklı Boyut İndirgeme Yöntemlerinin, Anfis Modelinin Eğitim 

Performansı Üzerindeki Etkilerinin Karşılaştırılması 

Özet: Uyarlamalı Sinirsel Bulanık Çıkarım Sistemleri-ANFIS (Adaptive Neuro-Fuzzy Inference Systems-

ANFIS), yapay sinir ağları modellerinin öğrenebilme, genelleme ve paralel hesap yapabilme yetenekleri ile 

bulanık mantığın çıkarsama yeteneğini kullanan hibrit bir yapay sinir ağı (zekâ) yaklaşımıdır. Giriş 

değişkenlerinin sayıları fazla olan modellerin ANFIS ile geliştirilmesi uygulamalarda çok elverişli değildir. 

Boyut indirgeme yöntemleri ise bu soruna bir çözüm yolu olarak önerilmektedir. Boyut indirgeme, verilerin 

daha düşük boyutlu bir uzayda temsil edilmesi için kullanılan yöntemdir. Farklı boyut indirgeme yöntemleri 

kullanılarak giriş değişkenlerinin sayılarının indirgenmesi ve ANFIS modeli ile probleme ait en uygun çözümün 

oluşturulması bu çalışmanın çatısını oluşturmaktadır. Bu çalışmada, farklı boyut indirgeme yöntemlerinin 

ürettiği sonuçlar karşılaştırılarak ANFIS’in eğitimi için hangi yöntemin kullanılmasının daha kabul edilebilir 

olduğu araştırılmıştır.  

Anahtar Kelimeler: ANFIS, Boyut İndirgeme, Derin Öğrenme, Oto Kodlayıcı. 

 

1- INTRODUCTION 

Dimensionality reduction is to model the dataset in 

such a way that it can best represent the features of 

a smaller size space. Dimension reduction of high-

dimensional data sets is a significant step in the 

preparation of preliminary data for applications to 

be performed on many real-world data sets [1]. In 

other words; dimensional reduction is the mapping 

of data to a lower dimensional space in such a way 

that there is no non-informative variance of the data 

or a subspace where the data can be represented, 

and has a long history as a method for extracting 

low dimensional features of the data dimension [2]. 
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For real world data, high dimensionality is a very 

common occurrence and the number of parameters 

(inputs) to be used in the model must be reduced as 

much as possible so as to reflect the structure of the 

problem [3]. As a result, dimensional reduction 

facilitates the classification, visualization and 

compaction of high-dimensional data as well as 

offering many other advantages. Data mining, 

machine learning, system identification and 

statistical methods encountered in the literature 

include a large number of inputs, and their 

reduction must be applied successfully so as not to 

impair the representation of the data set [4]. Many 

different dimension reduction algorithms have 

been developed for data dimension reduction, pre-

processing for supervised learning, and data 

visualization [5]. In this study, the performances of 

nonlinear techniques were investigated on artificial 

and natural tasks. The results of the experiments 

indicate that nonlinear techniques perform well in 

selected artificial tasks, but this powerful 

performance can not cover real world tasks. The 

paper explains these results by identifying the 

weaknesses of existing nonlinear techniques and 

suggests how to improve the performance of 

nonlinear size reduction techniques. It has 

contributed to this area because they need methods 

of dimension reduction in solving many different 

academic disciplinary problems. Although all of 

the methods used have similar objectives, 

approaches to solving the problem are different [6]. 

The majority of Learning Algorithms have 

difficulties in the analysis, computation, and 

processing of data for high-dimensional data 

processing tasks, which may well lead to 

unsuccessful results. In short, most of these 

algorithms are not designed to handle large, 

complex, and different data such as real-world data 

sets [1]. 

Anfis, which is known as an approach that 

combines parallel computation and learning 

features of Artificial Neural Networks (ANN) 

models with fuzzy logic (Fuzzy-Logic FL) 

inference, is firstly used extensively in the 

inference operations proposed by Jang [7]. Fuzzy 

system structures can successfully model the 

functionalization of different forms with the help of 

ANN's learning and generalization ability, which 

can model linear or non-linear relations with 

architectural reason, while transferring expert 

experiences and opinions with the help of verbal 

expressions. [8-10]. The ANFIS model is a flexible 

computational technique that is directly and very 

strongly dependent on the data set used to train the 

model (all inputs and outputs) and is suitable for 

modelling the behaviour of complex systems by 

learning system behaviour from the existing 

measurement set. For nonlinear functions it is a 

more appropriate approach than classical statistical 

tools [11]. Utilizing the current advantages of fuzzy 

logic and ANN methods, ANFIS has been 

successfully implemented in recent years, 

especially in many different disciplines such as 

control, estimation, classification and time series 

analysis. It has been used extensively in the 

prediction of chaotic time series, especially in the 

modelling of nonlinear functions [7]. Real world 

problems are represented by nonlinear 

relationships between many different parameters, 

and often the number of parameters that model the 

system is high. The aim of this project is to use the 

ANFIS for establishing a model for the air quality 

of Sivas, a middle-east country of Turkey and to 

employ the developed model as an early warning 

system. The most revealing definition of air 

pollution is "the amount of pollutants in the 

atmosphere that can cause harmful effects on 

human health, plants, structures and materials" 

[12]. The comparison of clean and polluted air for 

different pollutants by the given quantity 

designation is shown in Table 1. 

The model is thought to design the pollution after a 

certain time by using meteorological and 

environmental data to be presented to it. The 

ANFIS model, which will determine the magnitude 

of 1 output value (Table 2) out of approximately 12 

input parameters, is the basis of the study. The data 

set to be used for estimating and establishing the air 

quality model is the data obtained from 

measurements made at 5 different stations in Sivas 

province between 1990 and 2004 (Figure 1). 

The generated training set includes about 3150 

days of air pollution and meteorological 
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measurement values. Table 2 indicates monthly 

averages of training set parameters between 1990 

and 2004. Here, while 12 values form the input 

parameters for the model is formed, the SO2 

concentration after one day is selected as the output 

parameter. However, the SO2 concentration and 

meteorological data of P.M. (Particulate Matter) 

concentration has also been added to the data set as 

input parameters, so that the existing effects of 

pollution parameters in the atmosphere are also 

included in the model. Namely, the effect of the air 

pollution level of a previous time period on the air 

pollution in the next period of time has been 

included in these models.  

As is known, the numerical surplus of the input 

parameters in the dataset is an undesirable 

condition for ANFIS models and is not much 

preferred because it increases the computation 

burden, duration and hardware requirements [13]. 

This disadvantage of the ANFIS models is 

highlighted in the literature [14, 15], in which 

studies of multiple ANFIS models are carried out 

in the literature by segmenting the data set in 

different studies. The size reduction method can 

also be presented as an alternative solution method 

for modelling such large parameter data sets with 

ANFIS. 

 

Table 1. Comparison of dirty atmosphere with clean 

atmosphere. 

Trace Gaz (ppm) Clean Air Polluted Air  Polluted/Clean 

CO2 320 400 1.3 

CO 0.1 40 -70 400 -700 

CH4 1.5 2.5 1.3 

N2O 0.25 ? ? 

NO2(NOX) 0.001 0.2 200 

O3 0.02 0.5 25 

SO2 0.0002 0.2 1000 

NH3 0.001 0.02 2 

 

 

Figure 1. City Layout Plan of Measurement Stations (Satellite 

View). 

 

Table 2. Statistical ratios of the parameters presented to the 

Air Quality Estimation Model. 

Parameter Unit Avg. Max. Min 

Daily Maximum Temperature oC 12,4 38,2 -14,2 

Daily Minimum Temperature oC 1 18,0 -27,2 

Daily Average Precipitation mm 1,3 55,0 0 

Daily Average Wind m/sec 1,3 6,2 0 

Daily Average Humidity % 68,3 96,0 26,3 

Daily Average Pressure Mb 87,2 88,5 84,8 

Daily Average Steam Pressure Mb 69,4 182 9 

Daily Average Cloudiness - 4,6 10 0 

Daily Sunshine Time Hour 5,9 14,8 0 

Daily Sunshine Severity CAL/CMy 284,6 696,6 0 

SO2 Μgr/m3 144,7 1976 9 

P.M (Particulate matter) Μgr/m3 118,9 871 10 

 

While developing an ANFIS model for estimating 

the intended air quality of this work, it suggests a 

method that can be employed in similar studies to 

analyse the effects of these methods on ANFIS by 

reducing the data set with different dimension 

reduction methods. 

In the second part of the work, ANFIS, which is 

proposed as a solution method in the problem of air 

quality estimation, is explained through basic 

working principles. In the third section, the 

methods employed to reduce the size of the data set 

used to train ANFIS are briefly discussed, and then 

the results of the ANFIS model trained with size 

reduced data sets using these methods are 

presented in the related tables and graphs. The 

results of the methods, comparisons, advantages 

and disadvantages are discussed in the conclusion 

section. 

2-  THE STRUCTURE OF ANFIS 

(ADAPTIVE NEURO-FUZZY 

INFERENCE SYSTEMS) AND 

PREDICTION MODEL 

ANFIS architecture consists of a fuzzy system of 

sugeno structure, as a network with artificial neural 

learning ability. The network consists of the joining 

of successive nodes arranged in layers in order to 

perform a specific function, each of which is 

unique to them [16]. If the fuzzy inference system 

is derived from the assumption that there are two 

inputs such as x and y and an output such as z, the 

set of rules for the first-order Sugeno fuzzy model 

inference with two fuzzy If-Then rules. The 

formula is as following: 
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Rule-1  If x is A1 is and y is B1 ,then  
1111 ryqxpf   

Rule-2  If x is A2 is and y is B2 ,then   
2222 ryqxpf   

The reasoning structure for a Sugeno type fuzzy 

model is shown in Figure 2. The equivalent ANFIS 

structure, which is equivalent to the indicated 

structure, is shown in Figure 3. The nodes that are 

found in the same layer for the ANFIS structure in 

question have the same node functions as shown in 

Figure 2. (Here it is stated as the output of the first 

node in the first layer.) 

Layer I: Each i node in this layer is an adaptive 

node the output of which is defined as in Equation 

1. 

1,2,i(x),
i

μA
ji,

O   Or 

1 

3,4,i(x),2iμBji,O   for 

Here x (or y) is the node input Ai (or Bi-2), which 

refers to the fuzzy cluster belonging to the node. 

 

Figure 2. Fuzzy Model with Two Inputs and Two Rules in 

the First Grade. 

 

In other words, the outputs of the mentioned layer 

constitute the membership values of the conditions 

or premise parts of the rules. It can be understood 

that for Ai and Bi, this could be a membership 

function. For example, the generalized bell curve 

function expressed in Equation 2 is expressed. 

bi2

ia

icx
1

1

Aμ






















 


  

2 

The set {ai, bi, ci} is a set of parameters that is 

mentioned at Equation 2. The parameters of this 

layer are also defined as conditional or input 

parameters.  

 

Layer II: Each node in the second layer is a fixed 

node labelled with, which produces as output the 

multiplication of the incoming signals. For 

example; 

1,2.i(y),Bi(x)xμAiμiwi2,O    3 

The output of each node forms the degree of 

realization for each rule. Other T-norm operations 

that perform fuzzy (and) processing instead of 

multiplication in Equation 3 can be used as node 

functions. 

Layer III: Each node in this layer is a fixed node 

labelled with an N value. I. node in layer i. 

calculates the ratio of the rule's realization rate to 

the sum of all rule's realization ratios. 

.1,2

2w1w

iw

iwi3,O 



  4 

The outputs of the nodes in the third layer are 

called as normalized realization ratios in 

accordance with their computation.  

 

 

Figure 3. Equivalent ANFIS Construction. 

 

Layer IV: Each node in IV layer is an adaptive 

node whose node function is as in Equation 5. 

)iriyqxi(piwifiwi4,O   5 

Here
iw
 
, is output from III. Layer and   iii rqp ,,  

values are set consisting of parameters in this layer. 

The parameters in this layer will be accepted as 

output or result parameters. 

Layer V: In this layer, which is the last layer, there 

is a fixed node, denoted by , which collects the 

whole of the signals it receives to calculate the total 

output.  
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






i i iw

i ifiw

ifiw OutputOverall i5,O  6 

Thus, an adaptive network structure with the 

function of the Sugeno fuzzy model is established 

[7]. 

The primary problem that should be addressed in 

this study is that the size of the data set to be used 

for training the model (12 inputs, 1 output) is larger 

than the tolerances for training the ANFIS and 

therefore the model is being trained unstable or 

untrained state. Decreasing the size of the data set 

by selecting parameters for the solution is a 

commonly used method. By choosing the most 

important disadvantage (according to various 

parameter selection methods or individual 

expertise and experience), the behaviour of the 

parameters derived from the training set of the 

model can never be represented. This is an 

undesirable situation for adaptive methods such as 

ANFIS. The more different behaviours and effects 

modelled during the system training, the better the 

success is. For this reason, any parameter in the 

data set which is formed from the measurable 

values and which has an influence on the solution 

of the problem should be done without leaving the 

model. The most important step during the creation 

of ANFIS-like flexible system models and the most 

effective factor on the success of the model is the 

organization of the data set [17]. The generated 

dataset contains direct factors that affect the 

outcome of the model to be developed [18]. Four 

basic steps to be followed when using models such 

as ANFIS in complex data analysis operations are 

shown in Figure 4. In the first step, the problem 

description and the expected results that guide in 

the following steps are determined. The second part 

is the preparation of the data set which can answer 

the expected results and model the problem in the 

best way. It is trained by the ANFIS iterations that 

were decided to be built in the third stage. In the 

last stage, data mining is performed on the results 

produced by the ANFIS model and actual results, 

and the success of the model is tested [19]. 

The ANFIS basic algorithm combines the idea of 

artificial neural networks learning, combining 

features such as finding the most optimal and 

parallel-connected architectures, and combining 

the advantages of fuzzy logic such as decision-

making and expert knowledge, experience and 

visibility. Thus, fuzzy control systems are given the 

ability to provide decision-making and expert 

knowledge, such as fuzzy control, while neural 

networks are given the power to learn, generalize 

and calculate [20]. The main purpose of the ANFIS 

system is to use artificial neural learning methods 

to determine its own structure, variables. In fuzzy 

logic systems, two important adjustments are 

made: variable setting and structure setting. 

Structural adjustment; the number of variables 

(parameters) to be used in the model, the number 

of rules, and the partitioning of the definition 

spaces of each input / output variable. Once the 

probabilistic rule structure is established, controller 

variables need to be set. In the setting of the 

variables, the appropriate centres, slopes, widths of 

the membership functions and weights of the fuzzy 

logic rules are calculated [21]. The ANFIS model 

was used to solve the problem of estimating SO2 

value for the next day with the "Neural Fuzzy 

Logic" method. The MATLAB program was used 

for the training of the ANFIS model and for the size 

reduction calculations of the data set. The size of 

the data set is reduced by different dimension 

reduction methods which are examined in detail in 

the next section. All reduced datasets to be used in 

ANFIS training are divided into four parts as 

"Training Set", "Verification Set", "Test Set" and 

"Control Set". The Training, Validation and Test 

sets in this section are presented to the modelling 

models for training ANFIS models and used to 

generate model parameters. The control data set 

was used for the purpose of checking the accuracy 

of the values produced by the models in which the 

trainings ended. The actual outputs were presented 

to the ANFIS model to compare and to determine 

the success of the model. 
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Figure 4. Flexible Programming Data Analysis Process. 

 

3- REDUCTION OF DIMENSIONS OF 

METHOD DATA SET AND TRAINING OF 

ANFIS MODEL 

A number of different methods are used for 

dimension reduction in the literature, and a broad 

summary of these methods is presented by Maaten 

[5] as an academic review. In this study, the 

methods of dimensional reduction are summarized 

under two main groups as methods that optimize an 

objective function that does not include local 

optima (Group I) and methods that optimize 

objective functions that include local optima 

(Group II). Principle Component Analysis (PCA), 

Linear Discriminant Analysis (LDA), IZOMAP 

and LLE (Local Linear Embedding) methods 

employed in this study are investigated in the first 

group methods. Similarly, Sammon Mapping and 

Auto Encoder LLC (Locally Linear Coordination) 

methods are investigated as group II methods. 

There are no basic criteria to consider when 

deciding on the choice of methods. Experiments on 

the data set have been examined by making 

(default) experiments on the most general 

structures of the methods. 

3.1 Principle Component Analysis (PCA)  

PCA, also known as the Karhunen-Loeve method, 

is a multivariate analysis that reduces the size by 

describing the covariance / variance structure of a 

set of variables, which is used in disciplines of 

recognition, classification, image compression, 

face recognition, seismic sequence analysis, and 

data mining. It is a statistical method. The variance 

structure of an original p variable is fewer than the 

present and can be summarized as a method of 

explaining these variables over new variables with 

linear components [22]. More specifically, (p) is 

the linear components of the original variables with 

no correlation between and fewer than the original 

number of variables (p> k) [23]. The variable (p) of 

the number of measurements (n) expressing the 

dependency structure in the mentioned method; (k) 

new variables that is linear, orthogonal and 

independent of each other. It finds the most general 

properties in a high-dimensional data, reducing the 

number of dimensions and compressing the data. It 

is certain that some features will be lost with size 

reduction; however, it is intended that these lost 

properties have little knowledge of the dataset [23]. 

It is often preferred because it is an approach to 

remove the dependency structure in the related 

works and reduce the size of the data set. It aims to 

find the strongest image within the data set and to 

express the diversity of the data set with a small set 

of dimensions selected from the whole dimension. 

Another significant advantage is that they are 

removed from the dataset as a result of the size 

reduction, since the noisy loudness is weaker than 

the pattern. Values and vectors of the covariance 

matrix or correlation matrix are used to find the 

linear components of the p variable in the data 

matrix [24]. 

In the PCA, up to p number of basic components 

(Principle Components) can be obtained from a 

data matrix containing p number of variables. 

Y1 = a11 X1 + a12 X2 +…+ a1p Xp   

Y2 = a21 X1 + a22 X2 +…+ a2p Xp………. 

Yp = ap1 X1 + ap2 X2 +…+ app Xp  

7 

At the equation 7 Y1, Y2, …, Yp p for PC and aij, i. 

PC for j. shows the weight of the variable. PC 

weights (aij), is calculated to form the determined 

conditions: 

The first principal component contributes most to 

the total variance, while the other components 

contribute to the total variance in decreasing 

amounts. 

 

a2
i1 + a2

i2 + … + a2
ip = 1             (i=1,2,…, p) 

a2
i1 a

2
j1+ a2

i2 a
2

j2+…+ a2
ip a

2
jp = 0      (for each i  j) 
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In PCA, each component is calculated as a linear 

function of all the components in the analysis. 

Derived PCs have a maximum contribution to the 

total variance, respectively. According to the 

second condition, PC weights must be a sum of 

squares. In order to satisfy this condition, all 

variables in the analysis need to be purified from 

variant. In other words, it is necessary to 

standardize the original variables before PCA. The 

third condition, which is mandatory, is used to 

determine the scale of the new variables. Because 

it is possible to increase the variance by changing 

the scale of PC weights [25]. 

The data set was reduced from 12 input parameters 

to 4 input parameters using coding developed by 

MATLAB using the PCA method. The 

reconstructed data set as 4 inputs 1 output is used 

to set up, train and verify the ANFIS model by 

dividing randomly into 4 different parts (training, 

verification, test and control) as mentioned in the 

previous section. In the succeeding sub-sections, 

the same methods were used for different size 

reduction methods and reduced size data sets. The 

method of separating the used data set was done by 

using the same algorithm in all processes. As a 

result of the studies performed with PCA, the 

values shown in Figure 5 and Table 3 were 

obtained. 

Table 3. Statistical Values Produced by ANFIS Model 

Established by PCA. 

Model Reduced by ANFIS - PCA 

 Training Test Validation All Control 

Mse 0.12532 0.4158 1.17649 0.63036 0.5031 

Rmse 0.01570 0.1729 1.38414 0.39736 0.2531 

Mape 0.67831 1.0068 0.92783 0.82282 0.9414 

R 0.99033 0.8982 0.85315 0.93002 0.8776 

R2 0.9807 0.806 0.72786 0.86493 0.7356 

 

 

 

Figure 5. Results of the PCA-ANFIS Model with Data Sets. 

 

3.2. Linear Discriminant Analysis (LDA) 

Linear Discriminant Analysis (LDA) is especially 

used in machine learning problems such as feature 

pattern recognition [26], face recognition [27], 

feature extraction [28], and data size reduction. The 

goal in this method is to reflect the properties of a 

dataset to a lower dimensional space that can 

represent the properties of a good class to avoid 

over-incompatibility and reduce computational 

costs. It is a classification method developed by RA 

Fisher [29] in 1936 and is simple, mathematically 

consistent and often more complex produce results 

that are as accurate as the methods. The LDA is 

based on the concept of a linear combination search 

(predictors) that best separates two classes 

(objectives). In a high dimensional space, Rn is a 

method of determining the class of an x value of 

xℇR. The method obtains a separation vector by 

maximizing the ratio of the interclass distribution 

measure to the in-class distribution measure, and 

can be formulated as: 

𝑚𝑎𝑥
w

=
wTSbw

wTSww
 8 

Here Sb and Sw distribution matrixes, respectively 

w ∈ Rm, and 

𝑆𝑏 =
1

𝑛
∑ 𝑛𝑖

𝑐

𝑖=1
(𝑚𝑖 − 𝑚)(𝑚𝑖 − 𝑚)𝑇 9 

𝑆𝑤 =
1

𝑛
∑ ∑(𝑥𝑖𝑗 − 𝑚𝑖)(𝑥𝑖𝑗 − 𝑚𝑖)

𝑇

𝑛𝑗

𝑗=1

𝑐

𝑖=1

 10 

Here mi is the average (or centre) of class i and m 

is the total average (or centre) of all classes. It can 

be estimated in general using the mi and m training 

set,  
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for instance  𝑚𝑖 =
1

𝑛
∑ 𝑥𝑖𝑗

𝑛𝑗

𝑗=1
 and 

 𝑚 =
1

𝑛
∑ ∑ 𝑥𝑖𝑗

𝑐
𝑗=𝑖+1

𝑐−1
𝑖=1 . In addition, St=Sb+Sw and 

St is the sum distribution matrix. Here the criterion 

can also be formulated as a traceability problem: 

𝑚𝑎𝑥
𝑤

𝑡𝑟(𝑊𝑇𝑆𝑏𝑊)

𝑡𝑟(𝑊𝑇𝑆𝑤𝑊)
 11 

A series of separator vectors (Equation 8) can be 

obtained by the value decomposition of Sw-1Sb 

according to the class order distribution matrix in 

exact order. The projection matrix can be 

constructed with vectors of the largest values; this 

is the best optimal solution of Equation 9. The data 

set was reduced using the LDA method as 

described in the previous section and used to 

establish, train and validate the ANFIS model. As 

a result of the studies with LDA, the results shown 

in Figure 6 and Table 4 were obtained. 

 

Table 4. Statistical Values Produced by ANFIS Models 

Established with LDA. 

Model Reduced by ANFIS -LDA 

 Training Test Validation All Control 

Mse 0.56335 0.73083 0.713947 0.64767 0.94511 

Rmse 0.31737 0.53411 0.509721 0.41947 0.89323 

Mape 1.23844 1.71614 2.367759 1.64020 1.36759 

R 0.78167 0.63495 0.640091 0.70152 0.61639 

R2 0.61100 0.40316 0.40971 0.49213 0.37993 

 

 

Figure 6. Results of the LDA-ANFIS Model with Data Sets. 

 

3.3. Isomap 

PCA has proved successful in many applications, 

but it has caused problems because it targets pair 

wise Euclidean distance preservation and does not 

add to the distribution of neighbouring data points. 

In the case of a high-dimensional image where the 

data is distributed on / off a curvilinear (manifold) 

structure, the PCA may consider the two data 

points to be close together, while the points may 

have much more distances on the distributor. In this 

context, izomap [30] is a technique that solves this 

problem by trying to protect double geodesic / 

curvilinear distances between data points. The 

geodetic distance is the distance between two 

points measured on the distributor. In Izomap, the 

geodetic distances between the data points xi (i = 

1, 2, ..., n) in an X data set are the nearest 

neighbours of each data point xij (j = 1, 2, . . ., k). 

The shortest path between the two points on the 

graph is an estimate of the geodetic distance 

between these two points and can be easily 

calculated using Dijkstra's or Floyd's shortest path 

algorithm [31], [32]. A bi-directional geodesic 

distance (MP) matrix is constructed and the 

geodetic distances between all data points in X are 

calculated. Yi, which is the low dimensional 

representation of xi data points in the low 

dimensional Y space, is calculated by applying 

classical scaling (PCA) to the MP matrix. Izomap 

has been successfully applied to tasks such as wood 

examination [33], visualization of biomedical data 

[34], and head exposure estimation [35]. 

 

Table 5. Statistical Values Produced by ANFIS Models 

Established with IZOMAP. 

Model Reduced with ANFIS - ISOMAP 

 Training Test Validation All Control 

Mse 0.21745 1.03928 1.05007 0.75332 1.75015 

Rmse 0.04728 1.08012 1.10265 0.56749 3.06303 

Mape 0.85655 0.92641 1.02677 0.91657 1.81246 

R 0.97059 0.79155 0.80502 0.88027 0.81359 

R2 0.94204 0.62655 0.64805 0.77487 0.66192 

 

 

Figure 7. Results of ISOMAP-ANFIS Model with Data Sets. 
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As a result of the studies done with ISOMAP, the 

results shown in Figure 7 and Table 5 were 

obtained. 

3.4. Local Linear Embedding   

Local Linear Embedding (LLE) [36] is a technique 

similar to Izomap in that it constructs graphical 

representations of data points. Unlike izomap, LLE 

tries to preserve the local properties of the data. 

Preservation of local properties allows successful 

placement of non-convex distributors. In LLE, the 

local properties of the data distributor are formed 

by writing the high-dimensional data points as 

linear components of their nearest neighbours. In 

the low dimensional representation of the data, 

LLE attempts to preserve the reconstruction 

weights as well as possible in linear combinations. 

LLE suggested the use of linear variants of the 

algorithm [37]. Super resolution [38] has been 

successfully applied to the sound source 

identification [39]. Despite these successes, there 

are also experimental results reporting poor 

performance in visualizing even basic synthetic 

biomedical data sets [34]. 

 

Table 6. Statistical Values Produced by ANFIS Model 

Established by LLE. 

Model Reduced  with ANFIS - LLE 

 Training Test Validation All Control 

Mse 0.21969 0.57182 0.65714 0.4623 0.5403 

Rmse 0.04826 0.32698 0.43184 0.2137 0.2919 

Mape 0.93614 1.07356 0.77678 0.9306 2.8713 

R 0.96997 0.84496 0.88289 0.9144 0.85405 

R2 0.94084 0.71395 0.77949 0.8361 0.72940 

 

 

Figure 8. Results of LLE-ANFIS Model with Data Sets. 

 

As a result of the studies with LLE, the results 

shown in Figure 8 and Table 6 were obtained. 

3.5. Sammon’s Mapping  (SM)   

SM [40], a class of MDS (Multidimensional 

Scaling), weights and rearranges the contribution 

of the classical scaling cost function to the cost 

function of each pair (i, j) by inverting the binary 

distances of this pair in the high dimensional space 

dij. In this way, the cost function determines 

approximately equal weights to obtain each of the 

binary distances, thus obtaining the local structure 

of the data better than the classical scale. 

Mathematically, Sammon Mapping is expressed in 

Equation 12. 

(𝑌) =
1

∑ 𝑑𝑖𝑗𝑖𝑗
∑

(𝑑𝑖𝑗 − ||𝑦𝑖 − 𝑦𝑗||)2

𝑑𝑖𝑗
𝑖≠𝑗

      12 

Here, dij denotes the binary Euclidean distance 

between the high dimensional xi and xj data points. 

The front constant is added to reduce the slope of 

the cost function. The minimization of the Sammon 

cost function is usually done by the Pseudo-

Newton method [38]. The weakness of the SM is 

that the weight value determined in order to 

maintain the distance value is larger. 

 

Table 7. Statistical Values Produced by ANFIS Model 

Established by Sammon Mapping. 

Model Reduced with ANFIS – Sammon 

 Training Test Validation All Control 

Mse 0.13751 0.48647 1.49566 0.79011 0.76050 

Rmse 0.0189 0.23665 2.23701 0.62427 0.57836 

Mape 0.77835 0.83794 0.76028 0.78873 0.95873 

R 0.98834 0.86567 0.82977 0.91507 0.88145 

R2 0.97681 0.74938 0.68851 0.83735 0.77695 

 

As a result of the work done by Sammon Mapping 

method, the results shown in Figure 9 and Table 7 

were obtained. 
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Figure 9. Results of Sammon-ANFIS Model with Data Sets. 

 

3.6. AutoEncoder 

AutoEncoder (AE) is a non-consultant machine 

learning method that is based on artificial neural 

networks [41]. Although studies with artificial 

neural network models yielded very good results in 

non-complex data sets, it is observed that the same 

successful results cannot be produced for more 

complex structured data sets. The AE model has 

used a similar network structure to improve the 

success rate in more complex data sets and to 

eliminate this important deficiency of artificial 

neural networks [42]. In the architecture of the AE 

model, the number of neurons in the input layer is 

generally greater than the number of neurons in the 

hidden layer, and is equal to the number of neurons 

in the input layer and the number of neurons in the 

output layer, since the input data set and the output 

data set are identical [43]. AE is to transform an n-

dimensional feature vector into a smaller-sized 

vector with the lowest loss. An AE consists of an 

encoder and a decoder section. Encoder: first reads 

all the properties in the input layer. This 

information is transferred to the next layer (hidden) 

as shown in Equation 13. Equation 13 represents 

the value of the jth neuron in the input layer, yi 

denotes the number of neurons in the hidden layer, 

n denotes the number of neurons in the input layer, 

n denotes the weight of the i th neuron in the hidden 

layer of the jth neuron in the wiji input layer, f 

denotes the activation function [43].   

 𝑦𝑖=𝑓(∑𝑥𝑗*𝑤𝑗𝑖𝑛𝑗=1) 13 

The values obtained are transferred to the output 

layer as shown in Equation 14, and the calculation 

of the final values is ensured. Equation 14 shows 

the jth neuron in the output layer, the ith neuron in 

the hidden layer, the jth neuron in the output layer 

from the ith neuron in the hidden layer, m the 

number of neurons in the hidden layer, and f the 

activation function. 

  𝑥𝑗′= 𝑓(∑𝑦𝑖*𝑤𝑖𝑗𝑚𝑖=1)   14 

The main goal in the AE model is that the value of 

aspects derived from the continuation of the 

previous two steps is similar to the value of those 

in the input layer. In order to approximate these 

values, weight values are updated using the 

backpropagation algorithm. The backpropagation 

algorithm minimizes the difference between the 

two values as given in Equation 15. 

𝑚𝑖n∑(𝑥𝑗′−   𝑥) 2𝑛𝑖=1 15 

They gradually perform size reduction operations 

on the AE data set that is connected to the next one. 

In this structure, the output of each AE is taken as 

the input of the next AE. The output of the last AE 

is the input data of the artificial neural network that 

will carry out supervised learning. To this network 

in the last layer, AEs only perform size reduction 

and no supervised learning takes place. The 

classification process is performed by this artificial 

neural network, which is placed at the end of the 

architecture [42, 43]. 

 

Table 8. Statistical Values Produced by ANFIS Models 

Established with AE. 

Model Reduced with ANFIS – AE 

 Training Test Validation All Control 

Mse 0.15254 0.25188 0.31774 0.2296 0.38945 

Rmse 0.0232 0.06344 0.10096 0.0527 0.15167 

Mape 0.44291 0.66103 0.575824 0.5306 0.54707 

R 0.98564 0.95874 0.93355 0.96629 0.92431 

R2 0.97148 0.91918 0.87151 0.93371 0.85434 
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Figure 10. Results of AutoEncoder-ANFIS Model with Data 

Sets. 

As a result of the studies performed with AE, the 

results shown in Figure 10 and Table 8 were 

obtained. 

3.7. LLC (Locally Linear Coordination) 

The LLC calculates some local linear models and 

then performs a global alignment of the linear 

models. This process consists of two steps: Step 1: 

calculating a combination of local linear models on 

the data by the average of the EM algorithm; Step 

2: aligning the local linear models to obtain low-

dimensional data representation using a fraction of 

the LLE. The LLC transaction is shown in the 

figure. 

Two main ideas have encouraged this method. The 

first is to use a convex cost function with a unique 

minimum at the desired global coordinate. The 

other is to restrict the global coordinates (yn) to the 

dataset (xn) ,solely based on the representations of 

the nodes and responsibilities of znk and rnk, so 

that the power of the structure of the mixture model 

is reduced and balanced to mitigate the size of the 

optimization problem. 

 

Figure 11. Responsibilities-deriving global coordinates 

through weighted local coordinates. 

 

 

The basic weakness of LLC is that the fitting of the 

combination of the factor analysers is sensitive to 

the presence of local maximums in the log 

probability function (Teh, Yee Whye, 2003). 

As a result of the studies carried out with the LLC, 

the results shown in Figure 12 and Table 9 were 

obtained. 

 

Table 9. Statistical Values Produced by ANFIS Models 

Established by LLC. 

Model Reduced with ANFIS – LLC  

 Training Test Validation All Control 

Mse 0.16188 0.49158 0.53563 0.38081 0.58901 

Rmse 0.02620 0.24165 0.28690 0.14502 0.34694 

Mape 0.57388 0.90867 0.53402 0.64761 2.28090 

R 0.98381 0.90984 0.83644 0.92595 0.85899 

R2 0.96788 0.82780 0.69956 0.85738 0.73786 

 

 

Figure 12. Results of the LLC-ANFIS Model with Data Sets. 

 

4. CONCLUSION 

Training of Fuzzy Neural Networks model; 

membership function, numbers of membership 

functions belonging to the input units and 

parameters of the learning algorithm of the model 

are determined by the experts and the most 

appropriate ones of the fuzzy logic rules of the 

model are found by the iterative method. Table 10 

summarizes the R2 and MSE (Mean Square Error) 

values produced by the Fuzzy Neural Network 

model for "Training, All and Control Data Sets" by 

different dimension reduction methods used in this 

study. The comparative graphs of these values are 

as shown in Figure 13 and Figure 14. All values in 
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Tables 3-9 are the statistical values of the outputs 

produced by the data sets used during the ANFIS 

training and control phase. Similarly, the graphs in 

Figures 5-12 show the relationship between the 

results produced by the data sets used for ANFIS 

training and control and the actual results for each 

data set separately. 

The results obtained from the control dataset 

determine which method makes a more favourable 

reduction for the problem under study. When an 

examination is made on the graphs in Figure 13 and 

Figure 14, it is observed that "AE" produces better 

values for the Control Set than all other methods. 

The statistical values in Table 10 show this more 

clearly. Relations and distributions between these 

results, which are produced by ANFIS and the 

statistical values of the results produced by the 

ANFIS model trained by the reduced data set given 

in [Table 3- Table 9], and the graphics given in the 

range [Figure 5 - Figure 12] are shown. 

When these tables and graphics are examined, it is 

concluded that the data set reduced by using AE 

produces the best acceptable statistical values for 

almost all reserved sets, in particular the lowest 

MSE value for the "Control Data Set" Table 8, 

Table 10 and Figure 13 and the highest R2 Table 8, 

Table 10 and Figure 14. 

Likewise, when the distribution graphs are 

examined, it can be seen that not only the size of 

R2 is the largest, but also the distribution that 

shows the relation between the values produced by 

ANFIS and the real values are of importance. This 

acceptance can be seen from the values produced 

by the FIT line equations expressing the relation 

between the line Y = T and the line FIT in the 

graphs (Figure 15). The closer this value is to 1, the 

stronger the relationship is. These values produced 

by AE can be easily seen from the graphs produced 

by most acceptable methods in almost all methods. 

The predicted air quality estimate for this study is 

nonlinear. As can be seen from the results obtained 

the performance of the ANFIS model on the non-

linear model can be produced much more 

effectively and represents the nature of the actual 

data set on the data set obtained by the Auto 

Encoder method, which has been accepted in many 

studies. In fact, size reduction methods are 

preferred in applications where the number of input 

parameters in the data set is too large. This study 

shows that size reduction methods can be 

successfully applied for training of models falling 

into the unstable state by increasing the number of 

input parameters such as ANFIS. The input set 

consisting of 12 parameters was used in the training 

of the ANFIS model by reducing 4 parameters and 

the control results derived from the generated 

ANFIS model shows that the success of the model 

is acceptable. 

 

Figure 13. MSE Comparison Graph of ANFIS Results 

According to Different Reduction Methods. 

 

Figure 14. R2 Comparison Graph of Results of ANFIS Results 

According to Different Reduction Methods. 

 

Figure 15. FIT Curve Comparison Scheme of ANFIS Results 

According to Different Reduction Methods. 
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Table 10. MSE, R2 and FIT Values of ANFIS Model Results 

According to Different Reduction Methods. 

PCA 

 Training All Control 

Mse 0.12532 0.63036 0.5031 

R2 0.9807 0.86493 0.7356 

FIT 1 0.88 0.77 

LDA 

Mse 0.56335 0.64767 0.94511 

R2 0.61100 0.49213 0.37993 

FIT 1 0.81 0.64 

ISOMAP 

Mse 0.21745 0.75332 1.75015 

R2 0.94204 0.77487 0.66192 

FIT 1 0.84 0.69 

LLE 

Mse 0.21969 0.4623 0.5403 

R2 0.94084 0.8361 0.72940 

FIT 1 0.89 0.79 

Sammon Maping 

Mse 0.13751 0.79011 0.76050 

R2 0.97681 0.83735 0.77695 

FIT 1 0.87 0.81 

AE 

Mse 0.15254 0.2296 0.38945 

R2 0.97148 0.93371 0.85434 

FIT 1 0.96 0.88 

LLC 

Mse 0.16188 0.38081 0.58901 

R2 0.96788 0.85738 0.73786 

FIT 1 0.89 0.77 
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