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Abstract 
Supervised machine learning techniques are commonly used in many areas like finance, education, healthcare, 

engineering, etc., because of their ability to learn from past data. However, such techniques can be prolonged if the dataset 

is high-dimensional, and irrelevant features may reduce classification performance. Therefore, feature selection or feature 

reduction techniques are commonly used to overcome the mentioned issues. Hence, feature selection approaches are 

needed to make the algorithms faster without reducing the classification performance. On the other hand, information 

security for both people and networks is crucial and must be secured without wasting time. In this study, we compare the 

classification and run-time performances of state-of-the-art classification algorithms using standard deviation-based 

feature selection in security datasets. For this purpose, we applied standard deviation-based feature selection to KDD Cup 

99 (KDD) and Phishing Legitimate datasets for selecting the most relevant features. Then we ran the selected 

classification algorithms on the datasets to compare the results. According to the obtained results, while the classification 
performances of all algorithms were satisfying, Decision Tree (DT) was the best among others. On the other hand, while 

DT, k Nearest Neighbors (kNN), and Naïve Bayes (NB) were sufficiently fast, Support Vector Machine (SVM) and 

Artificial Neural Networks (ANN) were too slow. 
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Siber Saldırı Veri Kümelerinde Standart Sapmaya Dayalı Öznitelik Seçimi 

Kullanan Sınıflandırma Algoritmalarının Performanslarının Karşılaştırması 

 
Öz 

Denetimli makine öğrenimi teknikleri, geçmiş verilerden öğrenme yetenekleri nedeniyle finans, eğitim, sağlık, 

mühendislik vb. pek çok alanda yaygın olarak kullanılmaktadır. Ancak, veri kümesi çok boyutlu ise bu tür teknikler çok 

yavaş olabilir ve alakasız özellikler nedeniyle de sınıflandırma başarısı düşebilir. Bu nedenle, bahsedilen sorunların 
üstesinden gelmek için öznitelik seçme veya nitelik azaltma teknikleri yaygın olarak kullanılmaktadır. Öte yandan, bilgi 

güvenliği hem insanlar hem de ağlar için çok önemlidir ve zaman kaybetmeksizin güvence altına alınması gerekir. Bu 

nedenle, sınıflandırma başarısını düşürmeden algoritmaları hızlandırabilen öznitelik seçim yaklaşımlarına ihtiyaç 

duyulmaktadır. Bu çalışmada, güvenlik veri kümeleri açısından standart sapmaya dayalı öznitelik seçimi kullanan en 

temel sınıflandırma algoritmalarının hem sınıflandırma başarılarını hem de çalışma zamanı performanslarını 

karşılaştırdık. Bu amaçla KDD Cup 99 (KDD) ve Phishing Legitimate veri setlerine standart sapma tabanlı öznitelik 

seçimi uygulayarak en ilgili nitelikleri seçtik ve seçilen sınıflandırma algoritmalarını veri setlerine uygulayarak sonuçları 

karşılaştırdık. Elde edilen sonuçlara göre, tüm algoritmaların sınıflandırma başarıları tatmin edici iken, Karar Ağacı (DT) 

diğerleri algoritmalara göre en iyisi olarak dikkat çekmiştir. Bununla birlikte, DT, k En Yakın Komşu (kNN) ve Naïve 

Bayes (NB) tatmin edici düzeyde hızlıyken, Destek Vektör Makinesi (SVM) ve Yapay Sinir Ağları’nın (ANN) çok yavaş 

oldukları tespit edilmiştir. 

Anahtar Kelimeler: Bilgi güvenliği, makine öğrenmesi, öznitelik seçimi, sınıflandırma, siber güvenlik. 
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INTRODUCTION 

Machine learning approaches are commonly used 

in many areas like bioinformatics, image processing, 

financial applications, science applications, healthcare 
systems, information security, etc. (Deiana et al., 

2022; Heidari, Jafari Navimipour, Unal, Toumaj and 

Applications, 2022; Khaire, Dhanalakshmi and 
Sciences, 2022; Şenol, Canbay and Mahmut; Zhou, 

Wang and Zhu, 2022). One of these approaches is 

classification techniques. In classification 

applications, algorithms learn information from past 
data and use this information to predict new arrival 

data (Şenol et al.). NB (Russell, 2010), DT 

(Fürnkranz, 2017), SVM (Manevitz and Yousef, 
2001), kNN (Ali, Neagu and Trundle, 2019), and ANN 

(Jain, Mao and Mohiuddin, 1996) can be given as 

primary examples of classification algorithms. 
Although classification algorithms are very 

successful, they may be too slow on high-dimensional 

datasets (Cheng, Cui, Wang and Zhang, 2023). 

Various feature selection and feature reduction 
methods have been proposed to overcome this issue. 

In the feature reduction approaches, proposed 

techniques project the dimensions to reduce the 
dimensionality (Di Mauro, Galatro, Fortino and 

Liotta, 2021). Linear Discriminant Analysis (LDA) 

and Principal Component Analysis (PCA) can be basic 
examples of these methods. On the other hand, in 

feature selection techniques, a subset of features is 

selected instead of using all features according to 

relativity to the actual classes. Correlation-based 
feature selection (CFS), Mutual Information (MI), 

Information Gain (IG), Chi-square test (Chi2), and 

Variance Threshold-based (VT) feature selection 
methods can be said as examples of them (Şenol, 

2022a). 

When cyber-attacks against the right of society 

are considered, the value of any approach that might 
support people against these kinds of attacks can be 

understood better. Machine learning-based 

approaches are one of them. Machine learning-based 
techniques could successfully detect any attack in real-

time (Almaiah, Al-Zahrani, Almomani and Alhwaitat, 

2021; Bahaa, Abdelaziz, Sayed, Elfangary and Fahmy, 
2021; Uma and Padmavathi, 2013). Therefore, they 

are commonly used in information security and cyber 

attack areas (Abdullahi et al., 2022; Ansari, Sharma 

and Dash, 2022). This study compares state-of-the-art 
classification algorithms with standard deviation-

based feature selection on cyber attack datasets. This 

study aims to reveal the efficiency of classification 

performances of state-of-the-art algorithms with a 

standard deviation-based feature selection approach 
on cyber attack datasets. For this purpose, we used two 

cyber attack datasets in the experimental study. 

The rest of the paper is organized as follows. The 
next section provides background information about 

used techniques and algorithms. The proposed model 

is described in detail in the third section, while the 

experimental study is shared in the fourth section. We 
discuss obtained results in the fifth section, while the 

study is concluded in the last section. 

 
RELATED WORKS 

In parallel with technological developments, the 

number of cyber-attacks is increasing. So, the need for 
methods to protect people from such attacks is also 

increasing. Additionally, since the speed of data 

growth is enormous, these methods require various 

feature selection or reduction methods to increase the 
run-time performance of the models (Lyu, Feng, and 

Sakurai, 2023). Therefore, there are many studies have 

been conducted in this area.  
One of these studies is proposed by Li et al. (Li,  

Fang, Chen and Guo, 2006). They used Maximum 

Entropy Model (ME) with IG and Chi2 feature 
selection methods to classify the KDD dataset. 

According to the results, their model’s accuracy was 

99.82%. Moreover, since the computational 

complexity of their method was low, it could be used 
for real-time applications. Similarly, Niguyen et al. 

(Niguyan, Franke and Petrovic, 2010) used DT and 

NB classifiers with hybrid versions of CFS to classify 
the KDD dataset. The DT's accuracy was better than 

that of NB, which were 99.41% and 98.82%, 

respectively.  

In another study, Eid et al. (Eid, Hassanien, Kim 
and Banerfee, 2013) used Pearson Correlation with 

DT to classify the NSL-KDD dataset. According to the 

experimental results, the accuracy of their model was 
99.1%. In addition, their model reduced the number of 

features from 41 to 17. However, the run-time of their 

model was high a little bit.  Another proposed model 
to classify KDD-NLS dataset was proposed by Wahba 

et al. (Wahba, ElSalamouny and ElTaweel, 2015). 

Their model used  CFS and IG as feature selection 

methods and NB as classifier. According to the results, 
their classsifier's performance was better than Eid et 

al's model. The accuracy of their model was 99.3% in 
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accuracy. Similarly, Shahbaz et al. (Shahbaz, Wang, 

Behnad, Samarabandu, 2016) used DT with CFS and 

tested it on NSL-KDD. However, the accuracy of their 

model was too low. Because, the number of selected 
features in their model was only 4. In addition to the 

NSL-KDD dataset, Ullah and Mahmoud (Ullah and 

Mahmoud, 2017) tested their model on the ISCX 
dataset, which is also an intrusion detection dataset. 

They integrated IG into J48 classifier. The accuracy of 

their model on ISCX was 99.70%, while it was 

99.90% on NSL-KDD. 
Kushwaha et al. (Kushwaha, Buckchash, Raman, 

2017) ensembled SVM with IG feature selection 

method. Then, they tested the model on KDD dataset. 
According to obtained results, the accuracy of their 

model was very high, which was 99.91%, although the 

number of selected features was 5. Another model that 
used SVM as classifier was proposed by Mohammadi 

et al. (Mohammadi, Desai and Karimipour, 2018). To 

improve the accuracy of their model, they used Least 

Squared SVM (LSSVM). In addition to KDD and 
NSL-KDD, they tested their model on Kyoto+ 2006 

dataset. The accuracies of their model on these 

datasets were 94.31%, 98.31%, and 99.11%, 
respectively. Similarly, Wang et al. (Wang,  Du and 

Wang, 2019) applied SVM to KDD and NSL-KDD 

datasets. However, they used a feature selection 
method called Efficient CFS which was based on 

symmetric uncertainty. The accuracy performance of 

their model was sufficient on both datasets. 

On the other hand, Shabudin et al. (Shabudin, 
Arrifin, Sani and Aliff, 2020) proposed a study 

combining various feature selection methods with 

Random Forest (RF), Multi-Layered Perceptrons 
(MLP), and NB classifiers. Then, they tested their 

model on the Phishing Website dataset of UCI data 

repository. According to the experimental study, RF 

was the most successful classifier. On the other hand, 
Aljabri and Mirza (Aljabri and Mirza, 2022) proposed 

Machine Learning and Deep Learning with 

correlation-based feature selection for phishing attack 
detection. They used RF, Logistic Regression, 

Convolutional Neural Network, ANN, and SVM as 

classifiers while using two phishing datasets from UCI 
and Kaggle websites. According to the experimental 

comparisons, the RF was the most successful 

classifier. 

 
 

METHODOLOGY 

In this section, we provide details about the 

method and algorithms used in this study. 

Classification Algorithms 

This study compares some of the most known 

classification algorithms with standard deviation-

based feature selection on two cyber-attack datasets. 
We used DT, SVM, kNN, NB, and ANN as 

classification algorithms. Because these algorithms 

are some of the most renowned classifiers.  

DT is a supervised machine-learning algorithm 
for classification and regression tasks  (Lee, Cheang 

and Moslehpour, 2022; Rivera-Lopez, Canul-Reich, 

Mezura-Montes, Cruz-Chávez and Computation, 
2022). It is a tree-like structure where each internal 

node represents a feature or attribute, each branch 

represents a decision rule, and each leaf node 
represents a class label or a numerical value 

(Fürnkranz, 2017). It is easy to use, speedy to train and 

test, and also easy to understand. Furthermore, the 

resultant tree can be visualized easily. 
On the other hand, SVM is a supervised machine-

learning algorithm that can be used for classification 

and regression tasks. In SVM, the algorithm finds a 
hyperplane that best separates the different classes or 

predicts the continuous output values based on the 

input features. The hyperplane is chosen to maximize 
the margin between the closest points from other 

classes. SVM can handle linear and non-linearly 

separable datasets by transforming the input features 

into a higher-dimensional space where the classes 
become linearly separable. This is done using a kernel 

function that calculates the similarity between two 

instances in the higher-dimensional space. Some 
popular kernel functions are linear, polynomial, 

Gaussian (RBF), and sigmoid. 

Come to kNN, it is based on the idea that assumes 

similar things exist nearby, which means that similar 
things are close to each other  (Ali et al., 2019). In 

addition to being used in many areas, it is commonly 

used in pattern recognition (Maheswari, Aluvalu and 
Mudrakola, 2022; Malik, Abu Bakar and Sheikh, 

2022; Patil and Patil, 2022). Its most crucial advantage 

is that it does not require the datasets to be linearly 
separable.  

As for NB, it is a statistical classification 

algorithm based on the Bayes theorem. The NB 

algorithm statistically learns from the training dataset. 
It is a strong classifier in terms of accuracy and speed. 

NB assumes that the input features are conditionally 
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independent given the class label, which means that 

the probability of observing a set of features given a 

class label can be calculated by multiplying the 

probabilities of each feature given that class label. This 
assumption makes the algorithm computationally 

efficient and reduces the need for large training data. 

Finally, ANN is a bio-inspired classification 
algorithm that models the neural nervous system of 

humans. ANN is a machine learning algorithm based 

on modeling the structure and function of the human 

brain. They are composed of interconnected nodes, or 
neurons, organized into layers. Each neuron takes in 

one or more input signals, performs a computation, 

and outputs a signal to the next layer of neurons. It 
uses a mathematical weighting system to modulate the 

effect of the associated input signal. ANN can be used 

for classification and regression tasks and can handle 
structured and unstructured data such as images and 

text. They are often used in applications such as 

computer vision, natural language processing, and 

speech recognition, where they have achieved state-
of-the-art performance. However, they can be 

computationally expensive to train and require large 

amounts of data.  
 

Feature Selection Methods 

In general, feature selection techniques are 
approaches that reduce the dataset's number of 

features. The main aim is to reduce the number of 

features without reducing the dataset's quality. 

Furthermore, this process reduces the time complexity 
and uses less storage while obtain satisfactory results. 

Mainly, feature selection techniques are divided into 

three types. These approaches are filters, wrappers, 
and embedded methods (Çetin and Yıldız, 2022; 

Khaire et al., 2022). 

Filter methods: Unless using all the features, 

they pick up instinct features through univariate 
statistics. They are efficient methods in terms of speed. 

These methods are faster and less computationally 

when compared with wrapper methods. IG, Chi2 test, 
Fisher's score, CFS, VT, Mean Absolute Difference 

(MAD), and Dispersion ratio are some of filter-based 

feature selection methods (Khaire et al., 2022). 
Wrapper methods: In wrapper methods, 

possible all subsets of features are assessed, and then 

the subset which produces the best results is assigned 

as the selected features (Kira and Rendell, 1992; 
Kohavi and John, 1997). These techniques use 

classifiers and assessment techniques to find the best 

subset. In terms of dataset quality, they are better than 

filtering techniques. But the required time and space 

complexity of wrapper methods is greater than filter 

methods. These methods include forward feature 
selection, backward feature elimination, exhaustive 

feature selection, and recursive feature selection. 

Embedded methods: These methods combine 
filter and wrapper methods' benefits by including 

features' interactions while maintaining reasonable 

computational costs. Embedded methods use an 

iterative method to determine the best features 
contributing the most to training for a given iteration. 

LASSO Regularization (L1) (Tibshirani, 1996) and 

Random Forest Importance (Breiman, 2001) can be 
given as examples. 

 
Proposed Method 

This study aims to reveal the effect of using a 
standard deviation-based feature selection method 

with state-of-the-art classification algorithms on 

security datasets. First, we used a standard deviation-
based feature selection explained in the following 

subsection to find the best features. Then, we ran the 

algorithms on selected features. Finally, we compared 

the performances of the models. 
 

Standard Deviation-Based Feature Selection 

Method 

The standard deviation of any dataset shows how 

the data is gathered around the center. The larger the 

standard deviation of a feature, the greater its effect on 

the result (Şenol, 2022b). Therefore, if a feature has a 
large standard deviation, it also has more 

distinguishability on the results, as shown in Fig. 1 

(Yousefpour, Ibrahim, Abdull Hamed and 
Hajmohammadi, 2014). In this example, the Y feature 

has more distinguishability. So, we try to select 

features with a large standard deviation as much as 
possible in standard deviation-based feature methods. 

In this study, we use a user-defined variable, ratio, 

calculated by dividing the standard deviation value of 

the selected one by the summation of the standard 
deviation of all features. Standard deviation is 

 

𝜎 = √
∑ (𝑥𝑖−�̅�)
𝑛
𝑖=1

𝑛−1
        (1) 

 

where σ is the standard deviation, n is the data size, xi 

is each feature's value, and x is the mean of ith feature. 
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After calculating the standard deviation for each 

feature, all features are sorted in descending order. The 

feature selection progress is continued until the ratio 

of the sum of the standard deviations of the selected 

features to the sum of the standard deviations of all the 

features is greater than the ratio. When the process is 

finished, the selected features are the final features that 

will be processed. Therefore, the algorithm we use for 

the standard deviation-based feature selection method 

is given in Algorithm 1. 

 

 

Figure 1. An example of standard deviation with two 

features and two classes. 

 

 
 

 

EXPERIMENTAL STUDY 

Experimental Environment 

We used Python programming language in the 

experimental study in Anaconda Spyder environment 

and required libraries. All the experimental works 
were performed on a computer that has i7 processor, 

16 GB RAM, and on which Microsoft Windows 11 

was installed. 
 

Used Datasets 

We used two cyber-attack datasets to compare the 

efficiency of classification algorithms on security 
datasets. One is the KDD dataset, and the other is the 

Phishing Legitimate dataset. 

 
KDD Cup 99 dataset 

KDD dataset is one of the commonly used 

datasets in machine learning applications. It is the 

dataset related to the intrusion detection system. 
Intrusion detection systems aim to detect any attack 

carried out via network systems. In its original form, it 

consists of 5 million records, each consisting of 39 

features, and one of these features is the class label that 
could be one of 24 classes (Dua and Graff, 2023). This 

study uses a subset of the KDD dataset with 50000 

records to speed up the experimental process. 

 
Phishing Legitimate dataset 

Phishing is one of the cyber attacks against 

human information security. These attacks aim to steal 
people's valuable information like bank account 
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information, account information on any social media, 

or any other information that could be valuable for the 
attacker (Ojewumi et al., 2022). Phishing Legitimate 

dataset contains records related to phishing attacks 

(Tan, 2018). According to features, it is decided if it 
was distrustful or malicious. It has 48 features and one 

for the class label. It has 10 thousand records, 5 

thousand are reliable, and 5 thousand are malicious. 
 

Test Procedure 

We performed all selected classification 

algorithms on both datasets in the experimental study 
and compared the results. Firstly, we split the datasets 

as 66% as the train and %34 as the test dataset. Then, 

to evaluate the results, we run each algorithm on each 

dataset 100 times with a randomly selected ratio value 

and parameters. The procedure's objective is to reach 
the highest value for each algorithm. The highest value 

of obtained accuracy means the best feature selection 

ratio is the used one. The procedure that was used to 
compare algorithms is shared in Fig. 2. 

 
 

Figure 2. Used procedure to compare the algorithms. 

 

RESULTS AND DISCUSSION 

5.1. Comparison of Classifiers in Terms of 

Classification Performance 

All selected algorithms are executed on each 
dataset according to the procedure in Fig. 2. While 

obtained, visual results with the DT algorithm are 

given in Fig. 3, 4, 5, and 6, respectively; all the 
obtained results are given in Table (1). DT is the most 

successful one in classification manner on both 

datasets. According to obtained results, the number of 

the selected features as the best was 25 for DT in the 
KDD dataset, while it was 25, 29, 29, and 23 for NB, 

SVM, kNN, and ANN, respectively. As for the 

Phishing Legitimate dataset's selected features were 
20, 42, 42, 40, and 40 for DT, NB, SVM, kNN, and 

ANN, respectively. When the results are analyzed, it 

can be said that the feature selection operation makes 
DT, NB, and kNN faster. On the other hand, it is not 

an advantageous way for SVM and ANN. 

 

5.2.  Comparison of Classifiers in Terms of 

Run-time Complexity 

As shown in Fig. 7, in terms of execution time, 

kNN was the fastest one among them. But DT and NB 
were also sufficiently fast in both datasets. On the 

other hand, SVM and ANN were very slow when 

compared to the others. Besides, because of using the 

feature selection process, the times consumed by SVM 
and ANN with the feature selection method were even 

more significant than the times in the methods without 

the feature selection method in some cases. Therefore, 
regarding execution time, we can say that DT, NB, and 

kNN were sufficiently fast, but SVM and ANN were 

too slow on cyber-attack datasets.  
 

CONCLUSION 

Machine learning approaches are commonly 

used to protect people against cyber-attacks that 
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threaten people's rights. Because machine learning can 

be used in detecting cyber attacks by training models 

on large datasets of network traffic and system logs to 

learn patterns of normal behaviors and abnormal 
behaviors. This can be done using machine learning 

techniques such as supervised, unsupervised, and 

reinforcement learning. Classification algorithms are 
one of the supervised approaches. On the other hand, 

feature selection/reduction techniques that are used to 

select more related features to reduce the execution 

time of algorithms are also widespread in the machine 
learning area. 

 This study compared state-of-the-art 

classification algorithms with a standard deviation-
based feature selection method on cyber-attacks in 

both run-time complexities and classification 

performance. According to obtained results, DT is the 

most successful algorithm in classification 

performance. Its accuracy on the KDD dataset was 
0.9992, and on the Phishing Legitimate dataset was 

0.9721, while the accuracy of SVM on the KDD 

dataset was 0.9982, and the accuracy of ANN on the 
Phishing Legitimate dataset was 0.9497  that were the 

second-best results. Besides, the run-time Complexity 

of DT is also sufficient with kNN and NB algorithms. 

Therefore, we can say that DT using standard 
deviation-based feature selection is the most suitable 

classification algorithm for cyber-attack datasets. 
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Figure 3. Classification results via ratio value using DT on KDD dataset. 
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# of SF: The number of selected features 

 

Figure 4. Classification results via # of selected features using DT on KDD dataset. 
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Figure 5. Classification results via ratio value using DT on Phishing Legitimate dataset. 
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# of SF: The number of selected features 

 

Figure 6. Classification results via # of selected features using DT on Phishing Legitimate. 
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Table 1. The best results of classifiers according to selected ratio values. 

Datasets Classifiers ratio # of Selected Features Accuracy F1-Score Precision Recall 

 DT 0.9800 25 0.9992 0.6614 0.7022 0.6750 

 NB 0.9800 25 0.9016 0.5194 0.6965 0.5389 

KDD SVM 0.9900 29 0.9982 0.5672 0.5577 0.5622 

 kNN 0.9900 29 0.6305 0.3616 0.6369 0.3647 

 ANN 0.9700 23 0.9979 0.5218 0.5426 0.5315 

 DT 0.7400 20 0.9721 0.9722 0.9721 0.9721 

 NB 0.9800 42 0.8385 0.8519 0.8401 0.8374 

Phishing Legitimate SVM 0.9800 42 0.9485 0.9484 0.9486 0.9485 

 kNN 0.9700 40 0.8136 0.8291 0.8155 0.8120 

 ANN 0.9700 40 0.9624 0.9624 0.9625 0.9624 

 
Table 2. The best results of classifiers without feature selection 

Datasets Classifiers # of Selected Features Accuracy F1-Score Precision Recall 

 DT 38 0.9992 0.7293 0.7210 0.7250 

 NB 38 0.8737 0.5060 0.6808 0.5199 

KDD SVM 38 0.9982 0.5672 0.5577 0.5622 

 kNN 38 0.6407 0.3501 0.6385 0.349 

 ANN 38 0.9882 0.2140 0.2382 0.2243 

 DT 48 0.9694 0.9694 0.9694 0.9694 

 NB 48 0.8412 0.8563 0.8430 0.8400 

Phishing Legitimate SVM 48 0.9482 0.9481 0.9482 0.9482 

 kNN 48 0.8130 0.8281 0.8148 0.8114 

 ANN 48 0.9497 0.9497 0.9497 0.9497 

 

 
Figure 7. Comparison of algorithms in the aspect of execution time on KDD Dataset. Here, the value of the ratio which 

produces the highest Accuracy value was selected for each algorithm. 
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