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#### Abstract

In this work, we construct the new sequence spaces $c_{0}(Q), c(Q), \ell_{\infty}(Q)$ and $\ell_{p}(Q)$ derived by the domain of quadruple band matrix, which generalizes the matrices $\Delta^{3}, B(r, s, t), \Delta^{2}, B(r, s), \Delta$, where $\Delta^{3}, B(r, s, t)$, $\Delta^{2}, B(r, s)$ and $\Delta$ are called third order difference, triple band, second order difference, double band and difference matrix, in turn. Also, we investigate some topological properties and some inclusion relations related to those spaces. Furthermore, we give the Schauder basis of the spaces $c_{0}(Q), c(Q)$ and $\ell_{p}(Q)$, and determine $\alpha-\beta$ - and $\gamma$-duals of those spaces. Lastly, we characterize some matrix classes related to some of those spaces.
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## 1. Introduction

The set of all complex valued sequences is a vector space under point-wise addition and scalar multiplication. This space is denoted by $w$. Each vector subspace of $w$ is called a sequence space. By $\ell_{\infty}, c_{0}, c$ and $\ell_{p}$, we denote the spaces of all bounded, null, convergent and absolutetely $p$-summable sequences, respectively, where $1 \leq p<\infty$.

Let $X$ be a sequence space such that it is a complete metric linear space with continuous coordinate projections. Then, we say that $X$ is an $F K$-space. If the metric of an $F K$-space $X$ is given by a complete norm, then we say that $X$ is a $B K$-space [11].

We know that the spaces $\ell_{\infty}, c_{0}$ and $c$ are all $B K$-spaces with the norm $\|x\|_{\infty}=\sup _{k \in \mathbb{N}}\left|x_{k}\right|$. Also, $\ell_{p}$ is a $B K$-space with the norm

$$
\|x\|_{p}=\left(\sum_{k=0}^{\infty}\left|x_{k}\right|^{p}\right)^{\frac{1}{p}},
$$

where $1 \leq p<\infty$.
Let $x=\left(x_{k}\right) \in w$ and $A=\left(a_{n k}\right)$ be an infinite matrix with $a_{n k} \in \mathbb{C}$ for all $n, k \in \mathbb{N}$. Then, the $A$-transform of $x$ is defined by

$$
(A x)_{n}=\sum_{k=0}^{\infty} a_{n k} x_{k}
$$

and is assumed to be convergent for all $n \in \mathbb{N}$ [18]. Here, our convention is that the summation without limits runs from 0 to $\infty$.

[^0]Let $X$ and $Y$ be two sequence spaces and $A=\left(a_{n k}\right)$ be an infinite matrix of complex numbers. Then, the matrix domain of $A$ in $X$ is defined by

$$
\begin{equation*}
X_{A}=\left\{x=\left(x_{k}\right) \in w: A x \in X\right\} . \tag{1.1}
\end{equation*}
$$

Also, the class of all matrices $A=\left(a_{n k}\right)$ such that $X \subset Y_{A}$ is denoted by $(X: Y)$. An infinite matrix $A=\left(a_{n k}\right)$ is called a triangle provided $a_{n k}=0$ for $k>n$ and $a_{n n} \neq 0$ for all $n, k \in \mathbb{N}$. The inverse of a triangle exists, is unique and a triangle [18].

The spaces of all bounded and convergent series are defined by $b s=\left(\ell_{\infty}\right)_{S}$ and $c s=c_{S}$, respectively, where $S=\left(s_{n k}\right)$ is called summation matrix defined by

$$
s_{n k}=\left\{\begin{array}{lll}
1 & , \quad 0 \leq k \leq n \\
0 & , & k>n,
\end{array}\right.
$$

for all $n, k \in \mathbb{N}$.
A Banach Limit is a functional $L: \ell_{\infty} \longrightarrow \mathbb{R}$ provided
(i) $L\left(a x_{n}+b y_{n}\right)=a L\left(x_{n}\right)+b L\left(y_{n}\right) a, b \in \mathbb{R}$
(ii) $L\left(x_{n}\right) \geq 0$ if $x_{n} \geq 0, \forall n \in \mathbb{N}_{0}=\{0,1,2, \ldots\}$
(iii) $L\left(p^{j}\left(x_{n}\right)\right)=L\left(x_{n}\right), p^{j}\left(x_{n}\right)=x_{n+j}, j=1,2,3, \ldots$
(iv) $L(e)=1$ where $e=(1,1, \ldots)$

Let $x=\left(x_{n}\right)$ be a bounded sequence. Then, $x=\left(x_{n}\right)$ is called almost convergent to the generalized limit $\xi$ if $L\left(x_{n}\right)=\xi$ holds for all Banach Limit $L$ and denoted by $f-\lim x_{n}=\xi$ [10].

Lorenz [10] proved that $f-\lim x_{n}=\xi$ if and only if $\lim _{m \rightarrow \infty} \sum_{k=0}^{m} \frac{x_{n+k}}{m+1}=\xi$ uniformly in $n$.
So the spaces $f$ and $f s$ are defined by

$$
f=\left\{x=\left(x_{k}\right) \in w: \exists \xi \in \mathbb{C} \ni \lim _{m \rightarrow \infty} \sum_{k=0}^{m} \frac{x_{n+k}}{m+1}=\xi \text { uniformly in } \mathrm{n}\right\}
$$

and

$$
f s=\left\{x=\left(x_{k}\right) \in w: \exists \xi \in \mathbb{C} \ni \lim _{m \rightarrow \infty} \sum_{k=0}^{m} \sum_{j=0}^{n+k} \frac{x_{j}}{m+1}=\xi \text { uniformly in } \mathrm{n}\right\},
$$

and called the space of all almost convergent sequences and almost convergent series, respectively.
The theory of matrix transformation is of great importance in the summability theory which was obtained by Cesàro, Norlund, Borel, Riesz.... So, many authors have constructed new sequence spaces by using matrix domain of infinite matrices. The usage of matrix domain of difference matrices was first motivated by Kızmaz. He defined the spaces $c_{0}(\Delta), c(\Delta)$ and $\ell_{\infty}(\Delta)$ in [8], and many authors followed him by defining the spaces $\Delta c_{0}(p), \Delta c(p)$ and $\Delta \ell_{\infty}(p)$ in [1], $c_{0}(u, \Delta, p), c(u, \Delta, p)$ and $\ell_{\infty}(u, \Delta, p)$ in [2], $c_{0}\left(\Delta^{2}\right), c\left(\Delta^{2}\right)$ and $\ell_{\infty}\left(\Delta^{2}\right)$ in [6], $c_{0}\left(u, \Delta^{2}\right), c\left(u, \Delta^{2}\right)$ and $\ell_{\infty}\left(u, \Delta^{2}\right)$ in [13], $c_{0}\left(u, \Delta^{2}, p\right), c\left(u, \Delta^{2}, p\right)$ and $\ell_{\infty}\left(u, \Delta^{2}, p\right)$ in [5], $c_{0}\left(\Delta^{m}\right), c\left(\Delta^{m}\right)$ and $\ell_{\infty}\left(\Delta^{m}\right)$ in [7], $\hat{\ell_{\infty}}, \hat{c_{0}}, \hat{c}$ and $\hat{\ell_{p}}$ in [9], $c_{0}(B), c(B)$, $\ell_{\infty}(B)$ and $\ell_{p}(B)$ in [14], $\ell_{1}\left(\Delta_{i}^{3}\right)$ and $b v\left(\Delta_{i}^{3}\right)$ in [17], $h\left(\Delta_{i}^{3}\right)$ in [12, 16].

## 2. Four New Spaces

In this section, we construct four new sequence spaces $c_{0}(Q), c(Q), \ell_{\infty}(Q)$ and $\ell_{p}(Q)$ by using the domain of the quadruple band matrix, where $1 \leq p<\infty$. Furthermore, we show that the spaces $c_{0}(Q), c(Q), \ell_{\infty}(Q)$ and $\ell_{p}(Q)$ are linearly isomorphic to the spaces $c_{0}, c, \ell_{\infty}$ and $\ell_{p}$, respectively. Moreover, we prove some strict inclusion relations.

Let $r, s, t, u \in \mathbb{R} \backslash\{0\}$. Then, the quadruple band matrix $Q=Q(r, s, t, u)=\left(q_{n k}(r, s, t, u)\right)$ is defined by

$$
q_{n k}(r, s, t, u)=\left\{\begin{array}{lll}
r & , \quad k=n \\
s, & k=n-1 \\
t & , \quad k=n-2 \\
u, & k=n-3 \\
0, & \text { otherwise }
\end{array}\right.
$$

for all $n, k \in \mathbb{N}$. Here, we would like to bring attention that $Q(1,-3,3,-1)=\Delta^{3}, Q\left(1, \frac{-3}{2}, 1, \frac{-1}{4}\right)=\Delta_{i}^{3}, Q(r, s, t, 0)=$ $B(r, s, t), Q(1,-2,1,0)=\Delta^{2}, Q(r, s, 0,0)=B(r, s)$ and $Q(1,-1)=\Delta$, where $\Delta^{3}, B(r, s, t), \Delta^{2}, B(r, s)$ and $\Delta$ are called third order difference, triple band, second order difference, double band(generalized difference) and difference matrix,
respectively. Therefore, our results derived from the matrix domain of the quadruple band matrix are more general and more comprehensive than the results on the matrix domain of the others mentioned above.

Now, we define the spaces $c_{0}(Q), c(Q), \ell_{\infty}(Q)$ and $\ell_{p}(Q)$ by means of the domain of quadruple band matrix as follows:

$$
\begin{aligned}
& c_{0}(Q)=\left\{x=\left(x_{k}\right) \in w: \lim _{k \rightarrow \infty}\left(r x_{k}+s x_{k-1}+t x_{k-2}+u x_{k-3}\right)=0\right\}, \\
& c(Q)=\left\{x=\left(x_{k}\right) \in w: \lim _{k \rightarrow \infty}\left(r x_{k}+s x_{k-1}+t x_{k-2}+u x_{k-3}\right) \text { exists }\right\}, \\
& \ell_{\infty}(Q)=\left\{x=\left(x_{k}\right) \in w: \sup _{k \in \mathbb{N}}\left|r x_{k}+s x_{k-1}+t x_{k-2}+u x_{k-3}\right|<\infty\right\},
\end{aligned}
$$

and

$$
\ell_{p}(Q)=\left\{x=\left(x_{k}\right) \in w: \sum_{k}\left|r x_{k}+s x_{k-1}+t x_{k-2}+u x_{k-3}\right|^{p}<\infty\right\},
$$

where $1 \leq p<\infty$. Unless stated otherwise, any term with negative subscript is assumed to be zero. By considering the notation of (1.1), we write

$$
\begin{equation*}
c_{0}(Q)=\left(c_{0}\right)_{Q}, c(Q)=c_{Q}, \ell_{\infty}(Q)=\left(\ell_{\infty}\right)_{Q} \text { and } \ell_{p}(Q)=\left(\ell_{p}\right)_{Q} \tag{2.1}
\end{equation*}
$$

Let $x=\left(x_{k}\right) \in w$. Then the $Q$-transform of $x$ is defined by

$$
(Q x)_{k}=y_{k}=r x_{k}+s x_{k-1}+t x_{k-2}+u x_{k-3},
$$

for all $k \in \mathbb{N}$.
Theorem 2.1. The followings hold.
(a) The sequence spaces $c_{0}(Q), c(Q)$ and $\ell_{\infty}(Q)$ are $B K$-spaces with the norm defined by

$$
\|x\|_{c_{0}(Q)}=\|x\|_{c(Q)}=\|x\|_{\ell_{\infty}(Q)}=\|Q x\|_{\infty}=\sup _{k \in \mathbb{N}}\left|r x_{k}+s x_{k-1}+t x_{k-2}+u x_{k-3}\right| .
$$

(b) The sequence space $\ell_{p}(Q)$ is a $B K$-space with the norm defined by

$$
\|x\|_{\ell_{p}(Q)}=\|Q x\|_{p}=\left(\sum_{k=0}^{\infty}\left|r x_{k}+s x_{k-1}+t x_{k-2}+u x_{k-3}\right|^{p}\right)^{\frac{1}{p}},
$$

where $1 \leq p<\infty$.
Proof. (a) It is clear that $c_{0}, c$ and $\ell_{\infty}$ are $B K$-spaces according to their sup-norm and $Q=Q(r, s, t, u)$ is a triangle matrix. Moreover, the relations (2.1) hold. By combining these three conditions and Theorem 4.3.12 of Wilansky [18], we make inferences that $c_{0}(Q), c(Q)$ and $\ell_{\infty}(Q)$ are $B K$-spaces.
(b) This part can be proved by using a similar way. So, we omit the details. This completes the proof.

Now, let us consider the equation

$$
r z^{3}+s z^{2}+t z+u=0
$$

where $r, s, t, u \in \mathbb{R} \backslash\{0\}$. It is well known that, this equation has three roots such that $z_{1}=\frac{1}{3 r}[a-b-s], z_{2}=$ $-\frac{1}{6 r}[(1-i \sqrt{3}) a-(1+i \sqrt{3}) b+2 s]$ and $z_{3}=-\frac{1}{6 r}[(1+i \sqrt{3}) a-(1-i \sqrt{3}) b+2 s]$, where

$$
a=\sqrt[3]{\frac{\sqrt{\left(-27 r^{2} u+9 r s t-2 s^{3}\right)^{2}+4\left(3 r t-s^{2}\right)^{3}}-27 r^{2} u+9 r s t-2 s^{3}}{2}}
$$

and

$$
b=\sqrt[3]{\frac{\sqrt{\left(-27 r^{2} u+9 r s t-2 s^{3}\right)^{2}+4\left(3 r t-s^{2}\right)^{3}}+27 r^{2} u-9 r s t+2 s^{3}}{2}}
$$

Here and in the following, unless stated otherwise, we assume that $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are random three roots of the equation $r z^{3}+s z^{2}+t z+u=0$.

Also, by using a simple calculation, we have

$$
\mu_{1}+\mu_{2}+\mu_{3}=-\frac{s}{r}, \quad \mu_{1} \mu_{2}+\mu_{1} \mu_{3}+\mu_{2} \mu_{3}=\frac{t}{r} \text { and } \mu_{1} \mu_{2} \mu_{3}=-\frac{u}{r}
$$

$$
\begin{gather*}
\mu_{1}^{3}+\frac{s}{r} \mu_{1}^{2}+\frac{t}{r} \mu_{1}+\frac{u}{r}=0  \tag{2.2}\\
\mu_{1}^{2}+\mu_{2}^{2}+\frac{s}{r}\left(\mu_{1}+\mu_{2}\right)+\mu_{1} \mu_{2}+\frac{t}{r}=0,  \tag{2.3}\\
\mu_{1}^{2}+\mu_{2}^{2}+\mu_{3}^{2}+\mu_{1} \mu_{2}+\mu_{1} \mu_{3}+\mu_{2} \mu_{3}+\frac{s}{r}\left(\mu_{1}+\mu_{2}+\mu_{3}\right)+\frac{t}{r}=0,  \tag{2.4}\\
\mu_{1}+\mu_{2}+\mu_{3}+\frac{s}{r}=0 . \tag{2.5}
\end{gather*}
$$

Theorem 2.2. The sequence speces $c_{0}(Q), c(Q), \ell_{\infty}(Q)$ and $\ell_{p}(Q)$ are linearly isomorphic to the sequence spaces $c_{0}$, $c, \ell_{\infty}$ and $\ell_{p}$, respectively, where $1 \leq p<\infty$.

Proof. In order not to reduce repetition, we give the proof of theorem for only the sequence space $c(Q)$.
For the proof, to display of existence of a linear bijection between the spaces $c(Q)$ and $c$ is needed. Consider the transformation $L$ defined by $L: c(Q) \longrightarrow c, L(x)=Q x$. The linearity of $L$ is clear. Also, it is obvious that $x=\theta$ whenever $Q x=\theta$. So, $L$ is injective.

Let $y=\left(y_{k}\right) \in c$ and define a sequence $x=\left(x_{k}\right)$ by

$$
x_{k}=\frac{1}{r} \sum_{j=0}^{k} \sum_{i=0}^{k-j} \sum_{v=0}^{k-j-i} \mu_{1}^{k-j-i-v} \mu_{2}^{v} \mu_{3}^{i} y_{j}
$$

for all $k \in \mathbb{N}$. Then, by considering (2.2)-(2.5), we obtain

$$
\begin{aligned}
(Q x)_{k} & =r x_{k}+s x_{k-1}+t x_{k-2}+u x_{k-3} \\
& =\sum_{j=0}^{k} \sum_{i=0}^{k-j} \sum_{v=0}^{k-j-i} \mu_{1}^{k-j-i-v} \mu_{2}^{v} \mu_{3}^{i} y_{j}+\frac{s}{r} \sum_{j=0}^{k-1} \sum_{i=0}^{k-j-1} \sum_{v=0}^{k-j-i-1} \mu_{1}^{k-j-i-v-1} \mu_{2}^{v} \mu_{3}^{i} y_{j} \\
& +\frac{t}{r} \sum_{j=0}^{k-2} \sum_{i=0}^{k-j-2} \sum_{v=0}^{k-j-i-2} \mu_{1}^{k-j-i-v-2} \mu_{2}^{v} \mu_{3}^{i} y_{j}+\frac{u}{r} \sum_{j=0}^{k-3} \sum_{i=0}^{k-j-3} \sum_{v=0}^{k-j-i-3} \mu_{1}^{k-j-i-v-3} \mu_{2}^{v} \mu_{3}^{i} y_{j} \\
& =\sum_{j=0}^{k-3}\left[\sum _ { i = 0 } ^ { k - j - 3 } \left[\sum_{v=0}^{k-j-i-3} \mu_{3}^{i} \mu_{2}^{v} \mu_{1}^{k-j-i-v-3}\left(\mu_{1}^{3}+\frac{s}{r} \mu_{1}^{2}+\frac{t}{r} \mu_{1}+\frac{u}{r}\right)\right.\right. \\
& +\mu_{3}^{i} \mu_{2}^{k-j-i-2}\left(\mu_{1}^{2}+\mu_{2}^{2}+\frac{s}{r}\left(\mu_{1}+\mu_{2}\right)+\mu_{1} \mu_{2}+\frac{t}{r}\right) \\
& \left.+\mu_{3}^{k-j-2}\left(\mu_{1}^{2}+\mu_{2}^{2}+\mu_{3}^{2}+\mu_{1} \mu_{2}+\mu_{1} \mu_{3}+\mu_{2} \mu_{3}+\frac{s}{r}\left(\mu_{1}+\mu_{2}+\mu_{3}\right)+\frac{t}{r}\right)\right] y_{j} \\
& +\left[y_{k-2}\left(\mu_{1}^{2}+\mu_{2}^{2}+\mu_{3}^{2}+\mu_{1} \mu_{2}+\mu_{1} \mu_{3}+\mu_{2} \mu_{3}+\frac{s}{r}\left(\mu_{1}+\mu_{2}+\mu_{3}\right)+\frac{t}{r}\right)\right. \\
& \left.+y_{k-1}\left(\mu_{1}+\mu_{2}+\mu_{3}+\frac{s}{r}\right)+y_{k}\right] \\
& =y_{k}
\end{aligned}
$$

for all $k \in \mathbb{N}$. Therefore, $Q x=y$ and since $y \in c$, we deduce that $Q x \in c$, namely $x=\left(x_{k}\right) \in c(Q)$ and $L(x)=y$. Thus, $L$ is surjective. Also, we have from the Theorem 2.1 that

$$
\|L(x)\|_{\infty}=\|Q x\|_{\infty}=\|x\|_{c(Q)}
$$

for all $x=\left(x_{k}\right) \in c(Q)$. Since $L$ is norm preserving. Hence, $L$ is a linear bijection between the spaces $c(Q)$ and $c$, as desired. So the proof is complete.

Now, we list the following statements which are needed in the next lemma.

$$
\begin{gather*}
\sup _{n \in \mathbb{N}} \sum_{k}\left|a_{n k}\right|^{q}<\infty,  \tag{2.6}\\
\sup _{n, k \in \mathbb{N}}\left|a_{n k}\right|<\infty \tag{2.7}
\end{gather*}
$$

$$
\begin{gather*}
\sup _{k \in \mathbb{N}} \sum_{n}\left|a_{n k}\right|^{p}<\infty  \tag{2.8}\\
\sup _{K \in \mathcal{F}} \sum_{k}\left|\sum_{n \in K} a_{n k}\right|^{q}<\infty  \tag{2.9}\\
\sup _{K \in \mathcal{F}} \sum_{n}\left|\sum_{k \in K} a_{n k}\right|^{p}<\infty  \tag{2.10}\\
\lim _{n \rightarrow \infty} a_{n k}=\xi_{k} \text { for all } k \in \mathbb{N}  \tag{2.11}\\
\lim _{n \rightarrow \infty} \sum_{k} a_{n k}=\xi  \tag{2.12}\\
\lim _{n \rightarrow \infty} \sum_{k}\left|a_{n k}\right|=\sum_{k}\left|\lim _{n \rightarrow \infty} a_{n k}\right| \tag{2.13}
\end{gather*}
$$

where $\mathcal{F}$ is the collection of all finite subsets of $\mathbb{N}, \frac{1}{p}+\frac{1}{q}=1$ and $1 \leq p \leq \infty$.
Lemma 2.3 ( [15]). For an infinite matrix $A=\left(a_{n k}\right)$, the following statements hold:
(i) $A=\left(a_{n k}\right) \in\left(\ell_{\infty}: \ell_{\infty}\right)=\left(c: \ell_{\infty}\right)=\left(c_{0}: \ell_{\infty}\right) \Leftrightarrow(2.6)$ holds with $q=1$.
(ii) $A=\left(a_{n k}\right) \in\left(\ell_{p}: \ell_{\infty}\right) \Leftrightarrow(2.6)$ holds with $\frac{1}{p}+\frac{1}{q}=1$ and $1<p<\infty$.
(iii) $A=\left(a_{n k}\right) \in\left(\ell_{1}: \ell_{\infty}\right) \Leftrightarrow(2.7)$ holds.
(iv) $A=\left(a_{n k}\right) \in\left(\ell_{\infty}: c\right) \Leftrightarrow(2.11)$ and (2.13) hold.
(v) $A=\left(a_{n k}\right) \in(c: c) \Leftrightarrow$ (2.6), (2.11) and (2.12) hold with $q=1$.
(vi) $A=\left(a_{n k}\right) \in\left(c_{0}: c\right) \Leftrightarrow(2.6)$ and (2.11) hold with $q=1$.
(vii) $A=\left(a_{n k}\right) \in\left(\ell_{p}: c\right) \Leftrightarrow(2.6)$ and (2.11) hold with $\frac{1}{p}+\frac{1}{q}=1$ and $1<p<\infty$.
(viii) $A=\left(a_{n k}\right) \in\left(\ell_{1}: c\right) \Leftrightarrow(2.7)$ and (2.11) hold.
(ix) $A=\left(a_{n k}\right) \in\left(c_{0}: c_{0}\right) \Leftrightarrow(2.6)$ and (2.11) hold with $q=1$ and $\xi_{k}=0$ for all $k \in \mathbb{N}$.
(x) $A=\left(a_{n k}\right) \in\left(\ell_{1}: \ell_{1}\right) \Leftrightarrow(2.8)$ holds with $p=1$.
(xi) $A=\left(a_{n k}\right) \in\left(\ell_{p}: \ell_{1}\right) \Leftrightarrow(2.9)$ holds with $\frac{1}{p}+\frac{1}{q}=1$ and $1<p \leq \infty$.
(xii) $A=\left(a_{n k}\right) \in\left(c_{0}: \ell_{1}\right)=\left(c: \ell_{1}\right) \Leftrightarrow(2.10)$ holds with $p=1$.
(xiii) $A=\left(a_{n k}\right) \in\left(\ell_{p}: \ell_{p}\right) \Leftrightarrow A=\left(a_{n k}\right) \in\left(\ell_{\infty}: \ell_{\infty}\right) \cap\left(\ell_{1}: \ell_{1}\right), 1<p<\infty$.
(xiv) $A=\left(a_{n k}\right) \in\left(c: \ell_{p}\right) \Leftrightarrow(2.10)$ holds with $1 \leq p<\infty$.
(xv) $A=\left(a_{n k}\right) \in\left(\ell_{1}: \ell_{p}\right) \Leftrightarrow(2.8)$ holds with $1 \leq p<\infty$.

Theorem 2.4. Let $X \in\left\{c_{0}, c, \ell_{\infty}, \ell_{p}\right\}$ and $Q=Q(r, s, t, u)$. Then,
(a) $X=X_{Q}$, if $\left|\mu_{\sigma}\right|<1, \forall \sigma \in\{1,2,3\}$
(b) $X \subset X_{Q}$ is strict, if $\left|\mu_{\sigma}\right| \geq 1, \exists \sigma \in\{1,2,3\}$

Proof. Let us take $X \in\left\{c_{0}, c, \ell_{\infty}, \ell_{p}\right\}$ and $Q=Q(r, s, t, u)$. By considering the Lemma 2.3 (i), (v), (ix), (x) and (xiii), we have

$$
\begin{gathered}
\sup _{n \in \mathbb{N}} \sum_{k}\left|q_{n k}(r, s, t, u)\right|=|u|+|t|+|s|+|r|, \\
\lim _{n \rightarrow \infty} q_{n k}(r, s, t, u)=0 \text { for all } k \in \mathbb{N} \\
\lim _{n \rightarrow \infty} \sum_{k} q_{n k}(r, s, t, u)=r+s+t+u
\end{gathered}
$$

and

$$
\sup _{k \in \mathbb{N}} \sum_{n}\left|q_{n k}(r, s, t, u)\right|=|r|+|s|+|t|+|u| .
$$

Therefore, we obtain $Q \in(X: X)$, namely $X \subset X_{Q}$.
(a) Let $\left|\mu_{\sigma}\right|<1, \forall \sigma \in\{1,2,3\}$ and $H=\left(h_{n k}\right)$ be the inverse of $Q=Q(r, s, t, u)$ defined by

$$
h_{n k}=\left\{\begin{array}{cll}
\frac{1}{r} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} & , & 0 \leq k \leq n \\
0 & , & k>n
\end{array}\right.
$$

for all $n, k \in \mathbb{N}$. Then, we have:
In case of: $\mu_{1} \neq \mu_{2} \neq \mu_{3}$

$$
\begin{aligned}
\sup _{n \in \mathbb{N}} \sum_{k}\left|h_{n k}\right| & \leq \frac{1}{|r|} \sup _{n \in \mathbb{N}}\left[\frac{\left|\mu_{1}\right|^{2}-\left|\mu_{1}\right|^{n+3}}{\left(1-\left|\mu_{1}\right|\right)\left|\left(\mu_{1}-\mu_{2}\right)\left(\mu_{1}-\mu_{3}\right)\right|}+\frac{\left|\mu_{2}\right|^{2}-\left|\mu_{2}\right|^{n+3}}{\left(1-\left|\mu_{2}\right|\right)\left|\left(\mu_{1}-\mu_{2}\right)\left(\mu_{3}-\mu_{2}\right)\right|}\right. \\
& \left.+\frac{\left|\mu_{3}\right|^{2}-\left|\mu_{3}\right|^{n+3}}{\left(1-\left|\mu_{3}\right|\right)\left|\left(\mu_{1}-\mu_{3}\right)\left(\mu_{2}-\mu_{3}\right)\right|}\right] \\
& \leq \frac{1}{|r|}\left[\frac{1}{\left(1-\left|\mu_{1}\right|\right)\left|\left(\mu_{1}-\mu_{2}\right)\left(\mu_{1}-\mu_{3}\right)\right|}+\frac{1}{\left(1-\left|\mu_{2}\right|\right)\left|\left(\mu_{1}-\mu_{2}\right)\left(\mu_{3}-\mu_{2}\right)\right|}\right. \\
& \left.+\frac{1}{\left(1-\left|\mu_{3}\right|\right)\left|\left(\mu_{1}-\mu_{3}\right)\left(\mu_{2}-\mu_{3}\right)\right|}\right] \\
& <\infty, \\
\lim _{n \rightarrow \infty} h_{n k} & =\lim _{n \rightarrow \infty} \frac{\left(\mu_{2}-\mu_{3}\right) \mu_{1}^{n-k+2}+\left(\mu_{3}-\mu_{1}\right) \mu_{2}^{n-k+2}+\left(\mu_{1}-\mu_{2}\right) \mu_{3}^{n-k+2}}{r\left(\mu_{1}-\mu_{2}\right)\left(\mu_{1}-\mu_{3}\right)\left(\mu_{2}-\mu_{3}\right)}=0
\end{aligned}
$$

for all $k \in \mathbb{N}$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sum_{k} h_{n k} & =\frac{1}{r} \lim _{n \rightarrow \infty}\left[\frac{\mu_{1}^{2}-\mu_{1}^{n+3}}{\left(1-\mu_{1}\right)\left(\mu_{1}-\mu_{2}\right)\left(\mu_{1}-\mu_{3}\right)}+\frac{\mu_{2}^{2}-\mu_{2}^{n+3}}{\left(1-\mu_{2}\right)\left(\mu_{1}-\mu_{2}\right)\left(\mu_{3}-\mu_{2}\right)}\right. \\
& \left.+\frac{\mu_{3}^{2}-\mu_{3}^{n+3}}{\left(1-\mu_{3}\right)\left(\mu_{1}-\mu_{3}\right)\left(\mu_{2}-\mu_{3}\right)}\right] \\
& =\frac{1}{r}\left[\frac{\mu_{1}^{2}}{\left(1-\mu_{1}\right)\left(\mu_{1}-\mu_{2}\right)\left(\mu_{1}-\mu_{3}\right)}+\frac{\mu_{2}^{2}}{\left(1-\mu_{2}\right)\left(\mu_{1}-\mu_{2}\right)\left(\mu_{3}-\mu_{2}\right)}\right. \\
& \left.+\frac{\mu_{3}^{2}}{\left(1-\mu_{3}\right)\left(\mu_{1}-\mu_{3}\right)\left(\mu_{2}-\mu_{3}\right)}\right] \\
\sup _{k \in \mathbb{N}} \sum_{n}\left|h_{n k}\right| & \leq \frac{1}{|r|} \sup _{k \in \mathbb{N}}\left[\frac{\left|\mu_{1}\right|^{2}}{\left(1-\left|\mu_{1}\right|\right)\left|\left(\mu_{1}-\mu_{2}\right)\left(\mu_{1}-\mu_{3}\right)\right|}+\frac{\left|\mu_{2}\right|^{2}}{\left(1-\left|\mu_{2}\right|\right)\left|\left(\mu_{1}-\mu_{2}\right)\left(\mu_{3}-\mu_{2}\right)\right|}\right. \\
& \left.+\frac{1}{\left(1-\left|\mu_{3}\right|\right)\left|\left(\mu_{1}-\mu_{3}\right)\left(\mu_{2}-\mu_{3}\right)\right|}\right] \\
& \leq \frac{1}{|r|}\left[\frac{1}{\left(1-\left|\mu_{1}\right|\right)\left|\left(\mu_{1}-\mu_{2}\right)\left(\mu_{1}-\mu_{3}\right)\right|}+\frac{1}{\left(1-\left|\mu_{2}\right|\right)\left|\left(\mu_{1}-\mu_{2}\right)\left(\mu_{3}-\mu_{2}\right)\right|}\right. \\
& \left.+\frac{1}{\left(1-\left|\mu_{3}\right|\right)\left|\left(\mu_{1}-\mu_{3}\right)\left(\mu_{2}-\mu_{3}\right)\right|}\right] \\
& <\infty .
\end{aligned}
$$

In case of: $\mu=\mu_{1}=\mu_{2}=\mu_{3}$

$$
\begin{aligned}
\sup _{n \in \mathbb{N}} \sum_{k}\left|h_{n k}\right|= & \sup _{n \in \mathbb{N}} \frac{\left(n^{2}+5 n+6\right)|\mu|^{n+1}-2\left(n^{2}+4 n+3\right)|\mu|^{n+2}+\left(n^{2}+3 n+2\right)|\mu|^{n+3}-2}{2|r|(|\mu|-1)^{3}} \\
\leq & \frac{1}{|r|(1-|\mu|)^{3}} \\
< & \infty, \\
& \quad \lim _{n \rightarrow \infty} h_{n k}=\lim _{n \rightarrow \infty} \frac{\mu^{n-k}(n-k+2)(n-k+1)}{2 r}=0
\end{aligned}
$$

for all $k \in \mathbb{N}$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sum_{k} h_{n k}= & \lim _{n \rightarrow \infty} \frac{\left(n^{2}+5 n+6\right) \mu^{n+1}-2\left(n^{2}+4 n+3\right) \mu^{n+2}+\left(n^{2}+3 n+2\right) \mu^{n+3}-2}{2 r(\mu-1)^{3}} \\
= & \frac{1}{r(1-\mu)^{3}}, \\
& \quad \sup _{k \in \mathbb{N}} \sum_{n}\left|h_{n k}\right|=\frac{1}{|r|(1-|\mu|)^{3}}<\infty .
\end{aligned}
$$

In case of: $\mu=\mu_{i}=\mu_{j} \neq \mu_{\lambda}, i, j, \lambda \in\{1,2,3\}$

$$
\begin{aligned}
& \sup _{n \in \mathbb{N}} \sum_{k}\left|h_{n k}\right| \leq \frac{1}{|r|} \sup _{n \in \mathbb{N}}\left[\frac{|\mu|}{\left|\mu-\mu_{\lambda}\right|(|\mu|-1)^{2}}+\frac{\left|\mu_{\lambda}\right||\mu|}{\left|\mu-\mu_{\lambda}\right|^{2}(1-|\mu|)}\right. \\
&\left.+\frac{\left|\mu_{\lambda}\right|^{2}}{\left|\mu-\mu_{\lambda}\right|^{2}\left(1-\left|\mu_{\lambda}\right|\right)}\right] \\
& \leq \frac{1}{|r|}\left[\frac{1}{\left|\mu-\mu_{\lambda}\right|(|\mu|-1)^{2}}+\frac{1}{\left|\mu-\mu_{\lambda}\right|^{2}(1-|\mu|)}\right. \\
&\left.+\frac{1}{\left|\mu-\mu_{\lambda}\right|^{2}\left(1-\left|\mu_{\lambda}\right|\right)}\right] \\
&<\infty, \\
& \lim _{n \rightarrow \infty} h_{n k}=\lim _{n \rightarrow \infty} \frac{\mu^{n-k+1}\left[\left(\mu-\mu_{\lambda}\right)(n-k+1)-\mu_{\lambda}\right]+\mu_{\lambda}^{n-k+2}}{r\left(\mu-\mu_{\lambda}\right)^{2}}=0
\end{aligned}
$$

for all $k \in \mathbb{N}$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sum_{k} h_{n k} & =\frac{1}{r} \lim _{n \rightarrow \infty}\left[\frac{-(n+2) \mu^{n+2}+(n+1) \mu^{n+3}+\mu}{\left(\mu-\mu_{\lambda}\right)(\mu-1)^{2}}\right. \\
& \left.-\frac{\mu_{\lambda}\left(\mu^{n+2}-\mu\right)}{\left(\mu-\mu_{\lambda}\right)^{2}(\mu-1)}+\frac{\mu_{\lambda}^{n+3}-\mu_{\lambda}^{2}}{\left(\mu-\mu_{\lambda}\right)^{2}\left(\mu_{\lambda}-1\right)}\right] \\
& =\frac{1}{r}\left[\frac{\mu}{\left(\mu-\mu_{\lambda}\right)(\mu-1)^{2}}-\frac{\mu_{\lambda} \mu}{\left(\mu-\mu_{\lambda}\right)^{2}(1-\mu)}\right. \\
& \left.+\frac{\mu_{\lambda}^{2}}{\left(\mu-\mu_{\lambda}\right)^{2}\left(1-\mu_{\lambda}\right)}\right] \\
\sup _{k \in \mathbb{N}} \sum_{n}\left|h_{n k}\right| & \leq \frac{1}{|r|} \sup _{k \in \mathbb{N}}\left[\frac{|\mu|}{\left|\mu-\mu_{\lambda}\right|(|\mu|-1)^{2}}+\frac{\left|\mu_{\lambda}\right||\mu|}{\left|\mu-\mu_{\lambda}\right|^{2}(1-|\mu|)}\right. \\
& \left.+\frac{\left|\mu_{\lambda}\right|^{2}}{\left|\mu-\mu_{\lambda}\right|^{2}\left(1-\left|\mu_{\lambda}\right|\right)}\right] \\
\leq & \frac{1}{|r|}\left[\frac{1}{\left|\mu-\mu_{\lambda}\right|(|\mu|-1)^{2}}+\frac{1}{\left|\mu-\mu_{\lambda}\right|^{2}(1-|\mu|)}\right. \\
& \left.+\frac{1}{\left|\mu-\mu_{\lambda}\right|^{2}\left(1-\left|\mu_{\lambda}\right|\right)}\right] \\
& <\infty .
\end{aligned}
$$

Therefore, we obtain $H \in(X: X)$, namely $X_{Q} \subset X$. Hence, $X=X_{Q}$.
(b) We know that the inclusion $X \subset X_{Q}$ holds. Let $\left|\mu_{\sigma}\right| \geq 1, \exists \sigma \in\{1,2,3\}$. Now, we define four sequences such that

$$
\varphi_{1}=\left\{\frac{1}{r} \sum_{i=0}^{n-2} \sum_{v=0}^{n-i-2} \mu_{1}^{n-i-2-v} \mu_{2}^{v} \mu_{3}^{i}\right\}_{n \in \mathbb{N}}
$$

$$
\varphi_{2}=\{n\}_{n \in \mathbb{N}}, \quad \varphi_{3}=\left\{(-1)^{n}(n+3)\right\}_{n \in \mathbb{N}} \text { and } \varphi_{4}=\left\{(-1)^{n}\right\}_{n \in \mathbb{N}}
$$

If $\left|\mu_{\sigma}\right|>1, \exists \sigma \in\{1,2,3\}$, then
In case of: $\mu_{1} \neq \mu_{2} \neq \mu_{3}$

$$
\varphi_{1}=\left\{\frac{\left(\mu_{2}-\mu_{3}\right) \mu_{1}^{n}+\left(\mu_{3}-\mu_{1}\right) \mu_{2}^{n}+\left(\mu_{1}-\mu_{2}\right) \mu_{3}^{n}}{r\left(\mu_{1}-\mu_{2}\right)\left(\mu_{1}-\mu_{3}\right)\left(\mu_{2}-\mu_{3}\right)}\right\}_{n \in \mathbb{N}} \notin X .
$$

In case of: $\mu=\mu_{1}=\mu_{2}=\mu_{3}$

$$
\varphi_{1}=\left\{\frac{\mu^{n-2} n(n-1)}{2 r}\right\}_{n \in \mathbb{N}} \notin X .
$$

In case of: $\mu=\mu_{i}=\mu_{j} \neq \mu_{\lambda}, i, j, \lambda \in\{1,2,3\}$

$$
\varphi_{1}=\left\{\frac{\mu^{n-1}\left[\left(\mu-\mu_{\lambda}\right)(n-1)-\mu_{\lambda}\right]+\mu_{\lambda}^{n}}{r\left(\mu-\mu_{\lambda}\right)^{2}}\right\}_{n \in \mathbb{N}} \notin X .
$$

But $Q \varphi_{1}=e^{(2)}=(0,0,1,0, \ldots) \in X$, that is $\varphi_{1} \in X_{Q}$. So, $\varphi_{1} \in X_{Q} \backslash X$.
If $\left|\mu_{\sigma}\right|=1, \exists \sigma \in\{1,2,3\}$, then $\varphi_{1} \in X_{Q} \backslash X$ whenever $X \in\left\{c_{0}, \ell_{p}\right\}$.
Let $X \in\left\{c, \ell_{\infty}\right\}$. Then, there are two cases such that
(I) in case of $\mu_{\sigma}=1$, namely $r+s+t+u=0$, we obtain $Q \varphi_{2}=(r-t-2 u, r-t-2 u, \ldots) \in X$. So, $\varphi_{2} \in X_{Q} \backslash X$
(II) in case of $\mu_{\sigma}=-1$, that is $r-s+t-u=0$, we obtain $Q \varphi_{3}=\left\{(-1)^{n}(2 r-s+u)\right\}_{n \in \mathbb{N}} \in \ell_{\infty}, Q \varphi_{4}=(0,0,0, \ldots) \in c$. So, $\varphi_{3} \in\left(\ell_{\infty}\right)_{Q} \backslash \ell_{\infty}$ and $\varphi_{4} \in c_{Q} \backslash c$. Considering the result of all these, we obtain that the inclusion $X \subset X_{Q}$ is strict. This completes the proof.

Theorem 2.5. If $r+s+t+u=0$, the inclusion $c \subset c_{0}(Q)$ is strict.
Proof. Suppose that $r+s+t+u=0$ and $x=\left(x_{k}\right) \in c$, that is $\lim _{k \rightarrow \infty} x_{k}=l$. Then, we have $\lim _{k \rightarrow \infty}(Q x)_{k}=$ $(r+s+t+u) l=0$. So, $Q x=\left((Q x)_{k}\right) \in c_{0}$, that is $x=\left(x_{k}\right) \in c_{0}(Q)$. This gives us that the inclusion $c \subset c_{0}(Q)$ holds. Now, we define a sequence $z=\left(z_{k}\right)$ such that $z_{k}=\ln (k+4)$ for all $k \in \mathbb{N}$. Then, it is clear that $z=\left(z_{k}\right) \notin c$, but $Q x=\left((Q x)_{k}\right)=\left(\operatorname{sln}\left(\frac{k+3}{k+4}\right)+t \ln \left(\frac{k+2}{k+4}\right)+u \ln \left(\frac{k+1}{k+4}\right)\right) \in c_{0}$, namely $z=\left(z_{k}\right) \in c_{0}(Q)$. As a consequence, the inclusion $c \subset c_{0}(Q)$ strictly holds. The proof is complete.

Theorem 2.6. The inclusions $\ell_{p}(Q) \subset c_{0}(Q) \subset c(Q) \subset \ell_{\infty}(Q)$ strictly hold .
Proof. It is known that the inclusions $\ell_{p} \subset c_{0} \subset c \subset \ell_{\infty}$ hold. Then, it is clear that the inclusions $\ell_{p}(Q) \subset c_{0}(Q) \subset$ $c(Q) \subset \ell_{\infty}(Q)$ hold. Let us now consider three sequences $x=\left(x_{k}\right), y=\left(y_{k}\right)$ and $z=\left(z_{k}\right)$ defined by

$$
\begin{gathered}
x_{k}=\frac{1}{r} \sum_{j=0}^{k} \sum_{i=0}^{k-j} \sum_{v=0}^{k-j-i} \mu_{1}^{k-j-i-v} \mu_{2}^{v} \mu_{3}^{i}(j+1)^{-\frac{1}{p}}, \\
y_{k}=\frac{1}{r} \sum_{j=0}^{k} \sum_{i=0}^{k-j} \sum_{v=0}^{k-j-i} \mu_{1}^{k-j-i-v} \mu_{2}^{v} \mu_{3}^{i},
\end{gathered}
$$

and

$$
z_{k}=\frac{1}{r} \sum_{j=0}^{k} \sum_{i=0}^{k-j} \sum_{v=0}^{k-j-i} \mu_{1}^{k-j-i-v} \mu_{2}^{v} \mu_{3}^{i}(-1)^{j}
$$

for all $k \in \mathbb{N}$. Then, we have $Q x=\left(\frac{1}{(k+1)^{\frac{1}{p}}}\right) \in c_{0} \backslash \ell_{p}, Q y=(1,1,1, \ldots) \in c \backslash c_{0}$ and $Q z=\left((-1)^{k}\right) \in \ell_{\infty} \backslash c$, namely $x=\left(x_{k}\right) \in c_{0}(Q) \backslash \ell_{p}(Q), y=\left(y_{k}\right) \in c(Q) \backslash c_{0}(Q)$ and $z=\left(z_{k}\right) \in \ell_{\infty}(Q) \backslash c(Q)$. As a consequence the inclusions $\ell_{p}(Q) \subset c_{0}(Q) \subset c(Q) \subset \ell_{\infty}(Q)$ are strict. This completes the proof.

Lemma 2.7 ( [15]). $A=\left(a_{n k}\right) \in\left(\ell_{\infty}: c_{0}\right)$ if and only if $\lim _{n \rightarrow \infty} \sum_{k}\left|a_{n k}\right|=0$.
Theorem 2.8. The sequence spaces $\ell_{\infty}$ and $c_{0}(Q)$ overlap but do not include each other.

Proof. Let us consider the quadruple band matrix $Q=\left(q_{n k}(r, s, t, u)\right)$ and Lemma 2.7. Then, we obtain

$$
\lim _{n \rightarrow \infty} \sum_{k}\left|q_{n k}(r, s, t, u)\right|=|r|+|s|+|t|+|u| \neq 0
$$

for all $r, s, t, u \in \mathbb{R} \backslash\{0\}$. This means that, $Q \notin\left(\ell_{\infty}: c_{0}\right)$, namely for at least $a=\left(a_{k}\right) \in \ell_{\infty}, Q a \notin c_{0}$. So, $\ell_{\infty} \not \subset c_{0}(Q)$. Now, we define two sequences $b=\left(b_{k}\right)$ and $d=\left(d_{k}\right)$ such that $b_{k}=4^{-k}$ and $d_{k}=5^{k+3}$ for all $k \in \mathbb{N}$. Then, it is clear that $b=\left(b_{k}\right) \in \ell_{\infty} \cap c_{0}(Q)$. By assuming $r=t=1$ and $s=u=-5$, we obtain that $Q d=(0,0,0, \ldots) \in c_{0}$, namely $d=\left(d_{k}\right) \in c_{0}(Q)$ but $d=\left(d_{k}\right) \notin \ell_{\infty}$. So, $\ell_{\infty} \cap c_{0}(Q) \neq \varnothing$ and $c_{0}(Q) \not \subset \ell_{\infty}$. So the proof is complete.

Theorem 2.9. The inclusions $\ell_{p}(B) \subset \ell_{p}(Q), c_{0}(B) \subset c_{0}(Q), c(B) \subset c(Q)$ and $\ell_{\infty}(B) \subset \ell_{\infty}(Q)$ strictly hold, where $B=B\left(b_{1}, b_{2}, b_{3}\right)=\left(b_{n k}\right)$ is triple band matrix defined by

$$
b_{n k}=\left\{\begin{array}{cll}
b_{1}, & k=n \\
b_{2}, & k=n-1 \\
b_{3}, & k=n-2 \\
0, & \text { otherwise }
\end{array}\right.
$$

for all $n, k \in \mathbb{N}$ and $b_{1}, b_{2}, b_{3} \in \mathbb{R} \backslash\{0\}$.
Proof. Consider the quadruple and matrix $Q=Q(r, s, t, u)$. In case of $u=0$, we obtain $Q(r, s, t, 0)=B\left(b_{1}, b_{2}, b_{3}\right)$. So, the inclusions $\ell_{p}(B) \subset \ell_{p}(Q), c_{0}(B) \subset c_{0}(Q), c(B) \subset c(Q)$ and $\ell_{\infty}(B) \subset \ell_{\infty}(Q)$ hold. Assume that $r, s, t, u \in \mathbb{R} \backslash\{0\}$. Let us define two sequences $x=\left(x_{k}\right)$ and $y=\left(y_{k}\right)$ such that $x_{k}=k^{2}+3 k+2$ and $y_{k}=(k+2)^{3}$ for all $k \in \mathbb{N}$. Then, we obtain

$$
\begin{gathered}
(B x)_{k}=\left(b_{1}+b_{2}+b_{3}\right) k^{2}+\left(3 b_{1}+b_{2}-b_{3}\right) k+2 b_{1} \\
(Q x)_{k}=(r+s+t+u) k^{2}+(3 r+s-t-3 u) k+(2 r+2 u), \\
(B y)_{k}=\left(b_{1}+b_{2}+b_{3}\right) k^{3}+\left(6 b_{1}+3 b_{2}\right) k^{2}+\left(12 b_{1}+3 b_{2}\right) k+\left(8 b_{1}+b_{2}\right),
\end{gathered}
$$

and

$$
(Q y)_{k}=(r+s+t+u) k^{3}+(6 r+3 s-3 u) k^{2}+(12 r+3 s+3 u) k+(8 r+s-u)
$$

for all $k \in \mathbb{N}$. So, we can see that
(I)In case of $b_{1}, b_{2}, b_{3} \in \mathbb{R} \backslash\{0\}, B x \notin c_{0}, \ell_{p}$ and $B y \notin c, \ell_{\infty}$, namely $x \notin c_{0}(B), \ell_{p}(B)$ and $y \notin c(B), \ell_{\infty}(B)$,
(II)In case of $s=-3 r, t=3 r, u=-r$ and $r \in \mathbb{R} \backslash\{0\}, Q x \in c_{0}, \ell_{p}$ and $Q y \in c, \ell_{\infty}$, namely $x \in c_{0}(Q), \ell_{p}(Q)$ and $y \in c(Q), \ell_{\infty}(Q)$,

As a results of these the inclusions $\ell_{p}(B) \subset \ell_{p}(Q), c_{0}(B) \subset c_{0}(Q), c(B) \subset c(Q)$ and $\ell_{\infty}(B) \subset \ell_{\infty}(Q)$ strictly hold. This completes the proof.

## 3. The Schauder Basis and $\alpha-, \beta-, \gamma-$ Duals

In this section, we give the Schauder basis of the spaces $c_{0}(Q), c(Q)$ and $\ell_{p}(Q)$ and determine $\alpha$-, $\beta$ - and $\gamma$-duals of the spaces $c_{0}(Q), c(Q), \ell_{\infty}(Q)$ and $\ell_{p}(Q)$, where $1 \leq p<\infty$.

Let $\left(X,\|.\|_{X}\right)$ be a Banach space and $\left(b_{n}\right)$ be a sequence in $X$. Then, $\left(b_{n}\right)$ is called a Schauder basis if for every $x \in X$ there is a unique sequence $\left(\lambda_{n}\right)$ of scalars such that

$$
\lim _{n \rightarrow \infty}\left\|x-\sum_{k=0}^{n} \lambda_{k} b_{k}\right\|_{X}=0
$$

Let $X$ be a sequence space. Then, $\alpha$-, $\beta$ - and $\gamma$-duals of $X$ are defined by

$$
\begin{aligned}
& X^{\alpha}=\left\{a=\left(a_{k}\right) \in w: \forall x \in X, \text { ax }=\left(a_{k} x_{k}\right) \in \ell_{1}\right\}, \\
& X^{\beta}=\left\{a=\left(a_{k}\right) \in w: \forall x \in X, \text { ax }=\left(a_{k} x_{k}\right) \in c s\right\},
\end{aligned}
$$

and

$$
X^{\gamma}=\left\{a=\left(a_{k}\right) \in w: \forall x \in X, a x=\left(a_{k} x_{k}\right) \in b s\right\},
$$

respectively.

Theorem 3.1. Let $\chi_{k}=(Q x)_{k}$ for all $k \in \mathbb{N}$, and let $l=\lim _{k \rightarrow \infty} \chi_{k}$. Let $d^{(k)}(r, s, t, u)=\left\{d_{n}^{(k)}(r, s, t, u)\right\}_{n \in \mathbb{N}}$ for evey fixed $k \in \mathbb{N}$ and $g=\left(g_{n}\right)$ be two sequences such that

$$
d_{n}^{(k)}(r, s, t, u)=\left\{\begin{array}{cl}
0 & 0 \leq n<k \\
\frac{1}{r} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} & , \\
n \geq k
\end{array}\right.
$$

and

$$
g_{n}=\frac{1}{r} \sum_{j=0}^{n} \sum_{i=0}^{n-j} \sum_{v=0}^{n-j-i} \mu_{1}^{n-j-i-v} \mu_{2}^{v} \mu_{3}^{i}
$$

for all $n \in \mathbb{N}$. Then,
(a) Schauder basis of the sequence spaces $c_{0}(Q)$ and $\ell_{p}(Q)$ is the sequence $\left\{d^{(k)}(r, s, t, u)\right\}_{k \in \mathbb{N}}$ and every $x \in c_{0}(Q)$ or $\ell_{p}(Q)$ can be uniquely represented by the form

$$
x=\sum_{k} \chi_{k} d^{(k)}(r, s, t, u)
$$

(b) Schauder basis of the sequence space $c(Q)$ is the sequence $\left\{g, d^{(0)}(r, s, t, u), d^{(1)}(r, s, t, u), \ldots\right\}$ and every $x \in c(Q)$ can be uniquely represented by the form

$$
x=l g+\sum_{k}\left[\chi_{k}-l\right] d^{(k)}(r, s, t, u) .
$$

Proof. (a) One can easily seen that

$$
Q d^{(k)}(r, s, t, u)=e^{(k)} \in c_{0}, \ell_{p}, 1 \leq p<\infty, k \in \mathbb{N}
$$

where $e^{(k)}$ is called $k$-th unit vector so that $e^{(k)}=(0,0, \ldots, 1.0,0, \ldots)$ where only the $k^{\text {th }}$ place is 1 and zero otherwise. Therefore, $\left\{d^{(k)}(r, s, t, u)\right\}_{k \in \mathbb{N}} \subset c_{0}(Q)$ and $\left\{d^{(k)}(r, s, t, u)\right\}_{k \in \mathbb{N}} \subset \ell_{p}(Q)$ hold.

Let us take $x \in c_{0}(Q)$ or $\ell_{p}(Q), 1 \leq p<\infty$ and define

$$
x^{[m]}=\sum_{k=0}^{m} \chi_{k} d^{(k)}(r, s, t, u)
$$

for all $m \in \mathbb{N}$. Then, by applying the quadruple band matrix $Q=Q(r, s, t, u)$ to $x^{[m]}$, we get

$$
Q x^{[m]}=\sum_{k=0}^{m} \chi_{k} Q d^{(k)}(r, s, t, u)=\sum_{k=0}^{m}(Q x)_{k} e^{(k)}
$$

and

$$
\left\{Q\left(x-x^{[m]}\right)\right\}_{n}=\left\{\begin{array}{cll}
0 & , & 0 \leq n \leq m \\
(Q x)_{n} & , & n>m
\end{array}\right.
$$

for all $n, m \in \mathbb{N}$.
For arbitrarily given $\epsilon>0$, there exists a $m_{0} \in \mathbb{N}$ such that

$$
\left|(Q x)_{m}\right|<\frac{\epsilon}{2}
$$

and

$$
\sum_{n=m_{0}+1}^{\infty}\left|(Q x)_{n}\right|^{p} \leq\left(\frac{\epsilon}{2}\right)^{p}
$$

for all $m \geq m_{0}$ and $1 \leq p<\infty$. Then, we have

$$
\left\|x-x^{[m]}\right\| \|_{c_{0}(Q)}=\sup _{m \leq n}\left|(Q x)_{n}\right| \leq \sup _{m_{0} \leq n}\left|(Q x)_{n}\right| \leq \frac{\epsilon}{2}<\epsilon
$$

and

$$
\left\|x-x^{[m]}\right\|_{\ell_{p}(Q)}=\left(\sum_{n=m+1}^{\infty}\left|(Q x)_{n}\right|^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{n=m_{0}+1}^{\infty}\left|(Q x)_{n}\right|^{p}\right)^{\frac{1}{p}} \leq \frac{\epsilon}{2}<\epsilon
$$

for all $m \geq m_{0}$. This gives us that,

$$
x=\sum_{k} \chi_{k} d^{(k)}(r, s, t, u)
$$

Now, we suppose that $x=\left(x_{k}\right)$ has another representation such that

$$
x=\sum_{k} \lambda_{k} d^{(k)}(r, s, t, u) .
$$

Because of the transformation $L$ defined by $L: c_{0}(Q) \longrightarrow c_{0}$ or $L: \ell_{p}(Q) \longrightarrow \ell_{p}, L(x)=Q x$ is continuous, we obtain that

$$
(Q x)_{n}=\sum_{k} \lambda_{k}\left\{Q d^{(k)}(r, s, t, u)\right\}_{n}=\sum_{k} \lambda_{k} e_{n}^{(k)}=\lambda_{n}
$$

for all $n \in \mathbb{N}$. This result contradicts the fact that, $(Q x)_{n}=\chi_{n}$ for all $n \in \mathbb{N}$. As a consequence, the representation of the sequence $x \in c_{0}(Q), \ell_{p}(Q)$ is unique.
(b) It is obvious that, $\left\{d^{(k)}(r, s, t, u)\right\}_{k \in \mathbb{N}} \subset c_{0}(Q)$ and $Q g=e \in c$. This implies that, the inclusion $\left\{g, d^{(k)}(r, s, t, u)\right\}_{k \in \mathbb{N}} \subset$ $c(Q)$ holds.

Let $y=x-l g$ for arbitrarily taken $x=\left(x_{k}\right) \in c(Q)$, where $l=\lim _{k \rightarrow \infty} \chi_{k}$. Then, it is clear that $y=\left(y_{k}\right) \in c_{0}(Q)$. It follows that $y=\left(y_{k}\right)$ has a unique representation according to part (a). So, every $x=\left(x_{k}\right) \in c(Q)$ can be uniquely written on the form

$$
x=l g+\sum_{k}\left[\chi_{k}-l\right] d^{(k)}(r, s, t, u)
$$

So the proof is complete.
By using the results of Theorem 2.1 and Theorem 3.1, the next result can be given.
Corollary 3.2. The sequence spaces $c_{0}(Q), c(Q)$ and $\ell_{p}(Q)$ are separable, where $1 \leq p<\infty$.
Theorem 3.3. Define the sets $\tau_{1}, \tau_{2}$ and $\tau_{3}$ by

$$
\begin{gathered}
\tau_{1}=\left\{a=\left(a_{k}\right) \in w: \sup _{K \in \mathcal{F}} \sum_{n}\left|\frac{1}{r} \sum_{k \in K} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n}\right|<\infty\right\}, \\
\tau_{2}=\left\{a=\left(a_{k}\right) \in w: \sup _{k \in \mathbb{N}} \sum_{n}\left|\frac{1}{r} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n}\right|<\infty\right\},
\end{gathered}
$$

and

$$
\tau_{3}=\left\{a=\left(a_{k}\right) \in w: \sup _{K \in \mathcal{F}} \sum_{k}\left|\frac{1}{r} \sum_{n \in K} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n}\right|^{q}<\infty\right\},
$$

where $\mathcal{F}$ is the collection of all finite subsets of $\mathbb{N}, \frac{1}{p}+\frac{1}{q}=1$ and $1<p \leq \infty$.
Then, the followings hold.
(i) $\left\{c_{0}(Q)\right\}^{\alpha}=\{c(Q)\}^{\alpha}=\tau_{1}$.
(ii) $\left\{\ell_{1}(Q)\right\}^{\alpha}=\tau_{2}$.
(iii) $\left\{\ell_{p}(Q)\right\}^{\alpha}=\tau_{3}$, where $1<p \leq \infty$.

Proof. We only prove the part (i) as a sample. The rest of the theorem can be proved by using similar methods and Lemma 2.3.
(i) By considering the Theorem 2.2, take a sequence $x=\left(x_{n}\right)$ with

$$
\begin{equation*}
x_{n}=\frac{1}{r} \sum_{k=0}^{n} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} y_{k} \tag{3.1}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Then, for each $a=\left(a_{n}\right) \in w$, we have

$$
a_{n} x_{n}=\frac{1}{r} \sum_{k=0}^{n} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n} y_{k}=\left(V^{r, s, t, u} y\right)_{n}
$$

for all $n \in \mathbb{N}$, where $V^{r, s, t, u}=\left(v_{n k}^{r, s, t u}\right)$ is defined by

$$
v_{n k}^{r, s, t, u}=\left\{\begin{array}{cl}
\frac{1}{r} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n}, & 0 \leq k \leq n \\
0, & k>n
\end{array}\right.
$$

for all $n, k \in \mathbb{N}$.
The above result implies that $a x=\left(a_{k} x_{k}\right) \in \ell_{1}$ whenever $x=\left(x_{k}\right) \in c_{0}(Q)$ or $c(Q)$ if and only if $V^{r, s, t, u} y \in \ell_{1}$ whenever $y=\left(y_{k}\right) \in c_{0}$ or $c$, namely $a=\left(a_{n}\right)\left\{c_{0}(Q)\right\}^{\alpha}=\{c(Q)\}^{\alpha}$ if and only if $V^{r, s, t, u} \in\left(c_{0}: \ell_{1}\right)=\left(c: \ell_{1}\right)$. It follows from this result and Lemma 2.3 (xii) that

$$
a=\left(a_{n}\right)\left\{c_{0}(Q)\right\}^{\alpha}=\{c(Q)\}^{\alpha} \Longleftrightarrow \sup _{K \in \mathcal{F}} \sum_{n}\left|\frac{1}{r} \sum_{k \in K} \sum_{i=0}^{n-k} \sum_{v=0}^{n-k-i} \mu_{1}^{n-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n}\right|<\infty .
$$

Consequently, $\left\{c_{0}(Q)\right\}^{\alpha}=\{c(Q)\}^{\alpha}=\tau_{1}$. This completes the proof.
Theorem 3.4. Define the sets $\tau_{4}, \tau_{5}, \tau_{6}, \tau_{7}$ and $\tau_{8}$ by

$$
\begin{gathered}
\tau_{4}=\left\{a=\left(a_{k}\right) \in w: \sup _{n \in \mathbb{N}} \sum_{k=0}^{n}\left|\frac{1}{r} \sum_{j=k}^{n} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j}\right|^{q}<\infty\right\}, 1 \leq q<\infty, \\
\tau_{5}=\left\{a=\left(a_{k}\right) \in w: \frac{1}{r} \sum_{j=k}^{\infty} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j} \text { exists for each } k \in \mathbb{N}\right\}, \\
\tau_{6}=\left\{a=\left(a_{k}\right) \in w: \frac{1}{r} \lim _{n \rightarrow \infty} \sum_{k=0}^{n} \sum_{j=k}^{n} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j} \text { exists }\right\}, \\
\tau_{7}=\left\{a=\left(a_{k}\right) \in w: \sup _{n, k \in \mathbb{N}}\left|\frac{1}{r} \sum_{j=k}^{n} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j}\right|<\infty\right\},
\end{gathered}
$$

and

$$
\begin{aligned}
\tau_{8}=\left\{a=\left(a_{k}\right) \in w:\right. & \lim _{n \rightarrow \infty} \sum_{k}\left|\frac{1}{r} \sum_{j=k}^{n} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j}\right| \\
= & \left.\sum_{k}\left|\frac{1}{r} \sum_{j=k}^{\infty} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j}\right|\right\} .
\end{aligned}
$$

Then, the followings hold.
(i) $\left\{c_{0}(Q)\right\}^{\beta}=\tau_{4} \cap \tau_{5}$, where $q=1$.
(ii) $\{c(Q)\}^{\beta}=\tau_{4} \cap \tau_{5} \cap \tau_{6}$, where $q=1$.
(iii) $\left\{\ell_{1}(Q)\right\}^{\beta}=\tau_{5} \cap \tau_{7}$.
(iv) $\left\{\ell_{p}(Q)\right\}^{\beta}=\tau_{5} \cap \tau_{4}$, where $1<p<\infty$ and $1<q<\infty$.
(v) $\left\{\ell_{\infty}(Q)\right\}^{\beta}=\tau_{5} \cap \tau_{8}$.
(vi) $\left\{c_{0}(Q)\right\}^{\gamma}=\{c(Q)\}^{\gamma}=\tau_{4}$, where $q=1$.
(vii) $\left\{\ell_{1}(Q)\right\}^{\gamma}=\tau_{7}$.
(viii) $\left\{\ell_{p}(Q)\right\}^{\gamma}=\tau_{4}$, where $1<p<\infty$ and $1<q<\infty$.
(ix) $\left\{\ell_{\infty}(Q)\right\}^{\gamma}=\tau_{4}$, where $q=1$.

Proof. We only prove the part (i) as a sample. The rest of the theorem may be proved by using similar methods and Lemma 2.3.
(i) Let us take an arbitrary sequence $a=\left(a_{k}\right) \in w$ and consider the sequence $x=\left(x_{k}\right)$ defined by the relation (3.1). Then, we write

$$
\begin{aligned}
\sum_{k=0}^{n} a_{k} x_{k} & =\sum_{k=0}^{n}\left[\frac{1}{r} \sum_{j=0}^{k} \sum_{i=0}^{k-j} \sum_{v=0}^{k-j-i} \mu_{1}^{k-j-i-v} \mu_{2}^{v} \mu_{3}^{i} y_{j}\right] a_{k} \\
& =\sum_{k=0}^{n}\left[\frac{1}{r} \sum_{j=k}^{n} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j}\right] y_{k} \\
& =\left(E^{r, s, t, u} y\right)_{n}
\end{aligned}
$$

for all $n \in \mathbb{N}$, where $E^{r, s, t, u}=\left(e_{n k}^{r, s, t, u}\right)$ is defined by

$$
e_{n k}^{r, s, t, u}=\left\{\begin{array}{cl}
\frac{1}{r} \sum_{j=k}^{n} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j} & 0 \leq k \leq n \\
0 & ,
\end{array}\right.
$$

for all $n, k \in \mathbb{N}$.
The above calculation implies that $a x=\left(a_{k} x_{k}\right) \in c s$ whenever $x=\left(x_{k}\right) \in c_{0}(Q)$ if and only if $E^{r, s, t, u} y \in c$ whenever $y=\left(y_{k}\right) \in c_{0}$, namely $a=\left(a_{n}\right) \in\left\{c_{0}(Q)\right\}^{\beta}$ if and only if $E^{r, s, t, u} \in\left(c_{0}: c\right)$. By considering Lemma 2.3 (vi), we see that $a=\left(a_{n}\right) \in\left\{c_{0}(Q)\right\}^{\beta}$ if and only if

$$
\sup _{n \in \mathbb{N}} \sum_{k=0}^{n}\left|\frac{1}{r} \sum_{j=k}^{n} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j}\right|<\infty
$$

and

$$
\frac{1}{r} \sum_{j=k}^{\infty} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{j} \text { exists for each } k \in \mathbb{N} .
$$

As a consequence of this, we deduce that $\left\{c_{0}(Q)\right\}^{\beta}=\tau_{4} \cap \tau_{5}$, where $q=1$. This completes the proof.
4. Some Matrix Transformation Related to the Four New Sequence Spaces

In this section, we characterize some matrix classes related to the spaces $c_{0}(Q), c(Q), \ell_{\infty}(Q)$ and $\ell_{p}(Q)$, where $1 \leq p<\infty$.

In order to simplify notation, we shall use the equality defined by

$$
g_{n k}^{r, s, t, u}=\frac{1}{r} \sum_{j=k}^{\infty} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n j}
$$

for all $n, k \in \mathbb{N}$, throughout the section 4 .
Now, we give following two lemmas to use it in the section 4.
Lemma 4.1 ( [18]). The matrix mappings between BK-spaces are continuous.
Lemma 4.2 ( [3]). Let $X, Y$ be arbitrary two sequence spaces. Then, $A \in\left(X: Y_{T}\right) \Longleftrightarrow T A \in(X: Y)$, where $A$ is an infinite matrix and $T$ is a triangle matrix.

Theorem 4.3. For an arbitrarily given infinite matrix $A=\left(a_{n k}\right)$ of complex numbers, the followings hold.
(i) $A \in\left(c(Q): \ell_{p}\right)$ if and only if

$$
\begin{gather*}
\sup _{K \in \mathcal{F}} \sum_{n}\left|\sum_{k \in K} g_{n k}^{r, s, t, u}\right|^{p}<\infty,  \tag{4.1}\\
g_{n k}^{r, s, t, u} \text { exists for all } k, n \in \mathbb{N},  \tag{4.2}\\
\sum_{k} g_{n k}^{r, s, t, u} \text { converges for all } n \in \mathbb{N}, \tag{4.3}
\end{gather*}
$$

$$
\begin{equation*}
\sup _{m \in \mathbb{N}} \sum_{k=0}^{m}\left|\frac{1}{r} \sum_{j=k}^{m} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n j}\right|<\infty, n \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

where $1 \leq p<\infty$.
(ii) $A \in\left(c(Q): \ell_{\infty}\right)$ if and only if (4.2) and (4.4) hold, and

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \sum_{k}\left|g_{n k}^{r, s, t, u}\right|<\infty \tag{4.5}
\end{equation*}
$$

Proof. Because of the part (ii) can be proved by using a similar way, by taking Lemma 2.3 (i) instead of Lemma 2.3 (xiv), we shall give the proof of theorem 4.3(i).
(i) Let us take $x=\left(x_{k}\right) \in c(Q)$ and assume that the conditions (4.1)-(4.4) hold. Then, by using Theorem 3.4 (ii), we have $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\{c(Q)\}^{\beta}$ for all $n \in \mathbb{N}$. Hence, the $A$-transform of $x$ exists. Let us define a matrix $H^{r, s, t, u}=\left(h_{n k}^{r, s, t, u}\right)$ such that $h_{n k}^{r, s, t, u}=g_{n k}^{r, s, t, u}$ for all $n, k \in \mathbb{N}$. Accordig to condition (4.1), $H^{r, s, t, u}=\left(h_{n k}^{r, s, t, u}\right)$ satisfies Lemma 2.3 (xiv). So, $H^{r, s, t, u} \in\left(c: \ell_{p}\right)$.

Now, we write the following:

$$
\sum_{k=0}^{m} a_{n k} x_{k}=\frac{1}{r} \sum_{k=0}^{m} \sum_{j=k}^{m} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n j} y_{k}
$$

for all $n, m \in \mathbb{N}$.
So, letting $m \rightarrow \infty$ side by side, we see that

$$
\begin{equation*}
\sum_{k} a_{n k} x_{k}=\sum_{k} g_{n k}^{r, s, t, u} y_{k} \tag{4.6}
\end{equation*}
$$

whence, taking $\ell_{p}$-norm, we obtain

$$
\|A x\|_{\ell_{p}}=\left\|H^{r, s, t, u} y\right\|_{\ell_{p}}<\infty
$$

This gives us that $A x \in \ell_{p}$, namely $A \in\left(c(Q): \ell_{p}\right)$.
On the contrary, let us assume that $A \in\left(c(Q): \ell_{p}\right)$. By combining Lemma 4.1 and the fact that the spaces $c(Q)$ and $\ell_{p}$ are $B K$-spaces, we can say that

$$
\|A x\|_{\ell_{p}} \leq M\|x\|_{c(Q)}
$$

for every $x=\left(x_{k}\right) \in c(Q)$.
Consider the sequence $x=\left(x_{k}\right)$ defined by $x_{k}=\sum_{k \in K} d^{(k)}(r, s, t, u)$ for every fixed $k \in \mathbb{N}$, where $d^{(k)}(r, s, t, u)=$ $\left\{d_{n}^{(k)}(r, s, t, u)\right\}_{n \in \mathbb{N}}$ and $K \in \mathcal{F}$. Because of the inequality (4) holds for all $x=\left(x_{k}\right) \in c(Q)$, we can write

$$
\|A x\|_{\ell_{p}}=\left(\sum_{n}\left|\sum_{k \in K} g_{n k}^{r, s, t, u}\right|^{p}\right)^{\frac{1}{p}} \leq M\|x\|_{c_{(Q)}}=M
$$

Hence (4.1) holds.
By considering the assumption, we figure out that the matrix $A=\left(a_{n k}\right)$ can be applied to the space $c(Q)$. As a consequence of this the conditions (4.2)-(4.4) obviously hold. This completes the proof.

Theorem 4.4. For an arbitrarily given infinite matrix $A=\left(a_{n k}\right)$ of complex numbers, $A \in(c(Q): c)$ if and only if (4.2), (4.4) and (4.5) hold, and

$$
\begin{gather*}
\lim _{n \rightarrow \infty} g_{n k}^{r, s, t, u}=\alpha_{k} \text { for all } k \in \mathbb{N}  \tag{4.7}\\
\lim _{n \rightarrow \infty} \sum_{k} g_{n k}^{r, s, t, u}=\alpha \tag{4.8}
\end{gather*}
$$

Proof. By taking arbitrary sequence $x=\left(x_{k}\right) \in c(Q)$, we assume that the conditions (4.2), (4.4), (4.5), (4.7) and (4.8) hold for an infinite matrix $A=\left(a_{n k}\right)$. If we consider the Theorem 3.4 and the supposed conditions, we conclude that $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\{c(Q)\}^{\beta}$ for all $n \in \mathbb{N}$, and therefore $A x$ exists. According to conditions (4.5) and (4.7), we can write

$$
\sum_{j=0}^{k}\left|\alpha_{j}\right|=\lim _{n \rightarrow \infty} \sum_{j=0}^{k}\left|g_{n j}^{r, s, t, u}\right| \leq \sup _{n} \sum_{j}\left|g_{n j}^{r, s, t, u}\right|<\infty
$$

for all $k \in \mathbb{N}$, which yields that $\left(\alpha_{k}\right) \in \ell_{1}$, and so the series $\sum_{k} \alpha_{k}\left(y_{k}-l\right)$ converges, where $\lim _{k \rightarrow \infty} y_{k}=l$, namely $y \in c$. If we connect Lemma 2.3 (v) with conditions (4.5), (4.7) and (4.8), we obtain that $G^{r, s, t, u} \in(c: c)$. Moreover, according to condition (4.6), we get

$$
\begin{equation*}
\sum_{k} a_{n k} x_{k}=\sum_{k} g_{n k}^{r, s, t, u}\left(y_{k}-l\right)+l \sum_{k} g_{n k}^{r, s, t, u} \tag{4.9}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Letting $n \rightarrow \infty$ side by side in (4.9), we obtain that

$$
\lim _{n \rightarrow \infty}(A x)_{n}=\sum_{k} \alpha_{k}\left(y_{k}-l\right)+l \alpha
$$

which yields that $A \in(c(Q): c)$.
On the contrary, we suppose that $A \in(c(Q): c)$. If we consider the inclusion relation $c \subset \ell_{\infty}$, we deduce that $A \in\left(c(Q): \ell_{\infty}\right)$. By connecting this result and Theorem 4.3 (ii), we obtain that the conditions (4.2), (4.4) and (4.5) hold.

Now, let us consider the sequences $d^{(k)}(r, s, t, u)=\left\{d_{n}^{(k)}(r, s, t, u)\right\}_{n \in \mathbb{N}}$ and $x=\sum_{k} d^{(k)}(r, s, t, u)$. Then, it is clear that $A d^{(k)}(r, s, t, u)=\left\{g_{n k}^{r, s, t, u}\right\}_{n \in \mathbb{N}} \in c$ and $A x=\left\{\sum_{k} g_{n k}^{r, s, t, u}\right\}_{n \in \mathbb{N}} \in c$, for all $k \in \mathbb{N}$. This gives us that the necessity of (4.7) and (4.8) hold. This completes the proof.

Theorem 4.5. For an arbitrarily given infinite matrix $A=\left(a_{n k}\right)$ of complex numbers, the followings hold:
(i) $A \in\left(\ell_{1}(Q): \ell_{\infty}\right)$ if and only if

$$
\begin{equation*}
\sup _{k, n \in \mathbb{N}}\left|g_{n k}^{r, s, t, u}\right|<\infty \tag{4.10}
\end{equation*}
$$

(ii) $A \in\left(\ell_{p}(Q): \ell_{\infty}\right)$ if and only if

$$
\begin{gather*}
\sup _{n \in \mathbb{N}} \sum_{k}\left|g_{n k}^{r, s, t, u}\right|^{q}<\infty,  \tag{4.11}\\
\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in \tau_{4}, \tag{4.12}
\end{gather*}
$$

where $1<p<\infty$.
(iii) $A \in\left(\ell_{\infty}(Q): \ell_{\infty}\right)$ if and only if (4.5) holds, and

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \sum_{k}\left|\sum_{j=k}^{m} \sum_{i=0}^{j-k} \sum_{v=0}^{j-k-i} \mu_{1}^{j-k-i-v} \mu_{2}^{v} \mu_{3}^{i} a_{n j}\right|=\sum_{k}\left|g_{n k}^{r, s, t, u}\right|(n \in \mathbb{N}) . \tag{4.13}
\end{equation*}
$$

Proof. Because of the parts (i) and (iii) can be proved by using a similar way, we shall give the proof of theorem for only part (ii).
(ii) By taking arbitrary sequence $x=\left(x_{k}\right) \in \ell_{p}(Q)$, we assume that the conditions (4.11) and (4.12) hold for an infinite matrix $A=\left(a_{n k}\right)$. Then according to Theorem 3.4 (iv), it is clear that $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{\ell_{p}(Q)\right\}^{\beta}$ for all $n \in \mathbb{N}$. Therefore, $A x$ exists.

If we take $\ell_{\infty}$-norm (4.6) side by side and apply Hölder's inequality, respectively, we have

$$
\begin{aligned}
\|A x\|_{\infty} & =\sup _{n \in \mathbb{N}}\left|\sum_{k} a_{n k} x_{k}\right|=\sup _{n \in \mathbb{N}}\left|\sum_{k} g_{n k}^{r, s, t, u} y_{k}\right| \\
& \leq \sup _{n \in \mathbb{N}}\left(\sum_{k}\left|g_{n k}^{r, s, t, u}\right|^{q}\right)^{\frac{1}{q}}\left(\sum_{k}\left|y_{k}\right|^{p}\right)^{\frac{1}{p}}<\infty,
\end{aligned}
$$

which yields that $A x \in \ell_{\infty}$, namely $A \in\left(\ell_{p}(Q): \ell_{\infty}\right)$.
On the contrary, let us assume that $A \in\left(\ell_{p}(Q): \ell_{\infty}\right)$. Then, because of $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{\ell_{p}(Q)\right\}^{\beta}$ for all $n \in \mathbb{N}$ by the hypothesis, the condition (4.12) holds and $\left\{g_{n k}^{r, s, t, u}\right\}_{n, k \in \mathbb{N}}$ exists. Moreover, according to same reason, the condition (4.6) holds and the sequences $a_{n}=\left\{a_{n k}\right\}_{k \in \mathbb{N}}$ define the continuous linear functionals $f_{n}$ on $\ell_{p}(Q)$ by

$$
f_{n}(x)=\sum_{k} a_{n k} x_{k}
$$

for all $n \in \mathbb{N}$. Also, from Theorem 2.2, we know that $\ell_{p}(Q)$ and $\ell_{p}$ are norm isomorphic. By connecting this result and condition (4.6), we obtain

$$
\left\|f_{n}\right\|=\left\|\left\{g_{n k}^{r, s, t, u}\right\}_{k \in \mathbb{N}}\right\|_{q},
$$

which yields us that the functionals are pointwise bounded. According to Banach-Steinhaus theorem, we deduce that the functionals are uniformly bounded, namely there exists a $M>0$ such that

$$
\left(\sum_{k}\left|g_{n k}^{r, s, t, u}\right|^{q}\right)^{\frac{1}{q}}=\left\|f_{n}\right\| \leq M
$$

holds for all $n \in \mathbb{N}$. This gives us that the condition (4.11) holds. This completes the proof.
Theorem 4.6. For an arbitrarily given infinite matrix $A=\left(a_{n k}\right)$ of complex numbers, $A \in\left(\ell_{1}(Q): \ell_{p}\right)$ if and only if

$$
\begin{equation*}
\sup _{k \in \mathbb{N}} \sum_{n}\left|g_{n k}^{r, s, t, u}\right|^{p}<\infty \tag{4.14}
\end{equation*}
$$

where $1 \leq p<\infty$.
Proof. By taking arbitrary sequence $x=\left(x_{k}\right) \in \ell_{1}(Q)$, we suppose that the condition (4.14) holds. Then, it is obvious that $y \in \ell_{1}$ and according to Theorem 3.4 (iii) $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{\ell_{1}(Q)\right\}^{\beta}$ for all $n \in \mathbb{N}$, namely $A x$ exists. Hence, $\sum_{k} g_{n k}^{r, s, t, u} y_{k}$ is absolutely convergent for every fixed $n \in \mathbb{N}$ and each $y \in \ell_{1}$.

Now, by applying Minkowski's inequality to (4.6), we get

$$
\left(\sum_{n}\left|(A x)_{n}\right|^{p}\right)^{\frac{1}{p}} \leq \sum_{n}\left|y_{n}\right|\left(\sum_{n}\left|g_{n k}^{r, s, t, u}\right|^{p}\right)^{\frac{1}{p}}<\infty
$$

which yields us that $A x \in \ell_{p}$, namely $A \in\left(\ell_{1}(Q): \ell_{p}\right)$.
On the contrary, let us suppose that $A \in\left(\ell_{1}(Q): \ell_{p}\right)$, where $1 \leq p<\infty$. Then, it is clear that $A x$ exists and belongs to $\ell_{p}$ for all $x=\left(x_{k}\right) \in \ell_{1}(Q)$. So, $\left\{a_{n k}\right\}_{k \in \mathbb{N}} \in\left\{\ell_{1}(Q)\right\}^{\beta}$ for all $n \in \mathbb{N}$, which gives us the relation (4.6) holds.

Now, we define a matrix $D=\left(d_{n k}\right)$ such that $d_{n k}=g_{n k}^{r, s, t, u}$ for all $n, k \in \mathbb{N}$. Therefore, it is obvious that $D \in\left(\ell_{1}: \ell_{p}\right)$. By considering the Lemma 2.3 (xv), we deduce that the condition (4.14) holds. This completes the proof.

Theorem 4.7. For an arbitrarily given infinite matrix $A=\left(a_{n k}\right)$ of complex numbers, the followings hold.
(i) $A \in\left(\ell_{1}(Q): f\right)$ if and only if (4.10) holds, and

$$
\begin{equation*}
f-\lim g_{n k}^{r, s, t, u}=\lambda_{k}, \forall k \in \mathbb{N} . \tag{4.15}
\end{equation*}
$$

(ii) $A \in\left(\ell_{p}(Q): f\right)$ if and only if (4.11), (4.12) and (4.15) hold, where $1<p<\infty$.
(iii) $A \in\left(\ell_{\infty}(Q): f\right)$ if and only if (4.5), (4.13) and (4.15) hold, and

$$
\lim _{m \rightarrow \infty} \sum_{k}\left|\frac{1}{m+1} \sum_{\sigma=0}^{m} g_{n+\sigma, k}^{r, s, t, u}-\lambda_{k}\right|=0 \text { uniformly in } n
$$

Proof. Since the parts (i) and (iii) can be proved similarly, we shall give the proof of theorem for only part (ii).
(ii) By taking arbitrary sequence $x=\left(x_{k}\right) \in \ell_{p}(Q)$, we suppose that the conditions (4.11), (4.12) and (4.15) hold. Then, $A x$ obviously exists. If we consider the condition (4.15), we can write

$$
\left.\left|\frac{1}{m+1} \sum_{\sigma=0}^{m} g_{n+\sigma, k}^{r, s, t,\left.\right|^{q}} \longrightarrow\right| \lambda_{k}\right|^{q}(m \rightarrow \infty)
$$

unifromly in $n$, for all $k \in \mathbb{N}$. This leads us with (4.11) to the inequality

$$
\begin{aligned}
\sum_{\sigma=0}^{k}\left|\lambda_{\sigma}\right|^{q} & =\lim _{m \rightarrow \infty} \sum_{\sigma=0}^{k}\left|\frac{1}{m+1} \sum_{\varphi=0}^{m} g_{n+\varphi, \sigma}^{r, s, t, u}\right|^{q} \quad \text { (uniformly in } n \text { ) } \\
& \leq \sup _{n, m \in \mathbb{N}} \sum_{\sigma}\left|\frac{1}{m+1} \sum_{\varphi=0}^{m} g^{r, s, t, u, u}\right|^{q}=M<\infty
\end{aligned}
$$

holds for each $k \in \mathbb{N}$. Hence, $\left(\lambda_{k}\right) \in \ell_{1}$.

By the hypothesis, we know that $y=\left(y_{k}\right) \in \ell_{p}$ whenever $x=\left(x_{k}\right) \in \ell_{p}(Q)$. Then, by using Hölder's inequality, we can write

$$
\sum_{k}\left|\lambda_{k} y_{k}\right| \leq\left(\sum_{k}\left|\lambda_{k}\right|^{q}\right)^{\frac{1}{q}}\left(\sum_{k}\left|y_{k}\right|^{p}\right)^{\frac{1}{p}}<\infty,
$$

which yields $\left(\lambda_{k} y_{k}\right) \in \ell_{1}$. Also, since $y=\left(y_{k}\right) \in \ell_{p}$, for all $\epsilon>0$ there exists a fixed $k_{0} \in \mathbb{N}$ such that

$$
\left(\sum_{k=k_{0}+1}^{\infty}\left|y_{k}\right|^{p}\right)^{\frac{1}{p}}<\frac{\epsilon}{4 M^{\frac{1}{q}}}
$$

Then, there exists some $m_{0} \in \mathbb{N}$ by (4.15) such that

$$
\left|\sum_{k=0}^{k_{0}}\left[\frac{1}{m+1} \sum_{\sigma=0}^{m} g_{n+\sigma, k}^{r, s, t u}-\lambda_{k}\right] y_{k}\right|<\frac{\epsilon}{2}
$$

for all $m \geq m_{0}$, uniformly in $n$. By considering these two results and by applying Hölder's inequality, we can write

$$
\begin{aligned}
\left|\frac{1}{m+1} \sum_{\varphi=0}^{m}(A x)_{n+\varphi}-\sum_{k} \lambda_{k} y_{k}\right| & =\left|\sum_{k}\left[\frac{1}{m+1} \sum_{\sigma=0}^{m} g_{n+\sigma, k}^{r, s, t, u}-\lambda_{k}\right] y_{k}\right| \\
& \leq\left|\sum_{k=0}^{k_{0}}\left[\frac{1}{m+1} \sum_{\sigma=0}^{m} g_{n+\sigma, k}^{r, s, t, u}-\lambda_{k}\right] y_{k}\right| \\
& +\left|\sum_{k=k_{0}+1}^{\infty}\left[\frac{1}{m+1} \sum_{\sigma=0}^{m} g_{n+\sigma, k}^{r, s, u}-\lambda_{k}\right] y_{k}\right| \\
& <\frac{\epsilon}{2}+\left(\sum_{k=k_{0}+1}^{\infty}\left[\left|\frac{1}{m+1} \sum_{\sigma=0}^{m} g_{n+\sigma, k}^{r, s, t u}\right|+\left|\lambda_{k}\right|\right]^{q}\right)^{\frac{1}{q}} \\
& \cdot\left(\sum_{k=k_{0}+1}^{\infty}\left|y_{k}\right|^{p}\right)^{\frac{1}{p}} \\
& <\frac{\epsilon}{2}+2 M^{\frac{1}{q}} \frac{\epsilon}{4 M^{\frac{1}{q}}}=\epsilon
\end{aligned}
$$

for all $m \geq m_{0}$, uniformly in $n$, which yields us that $A x \in f$, namely $A \in\left(\ell_{p}(Q): f\right)$.
On the contrary, we assume that $A \in\left(\ell_{p}(Q): f\right)$. Then, if we consider the inclusion $f \subset \ell_{\infty}$, we deduce that $A \in\left(\ell_{p}(Q): \ell_{\infty}\right)$, which yields us that the conditions (4.11) and (4.12) hold.

Now, we consider the sequence $d^{(k)}(r, s, t, u)=\left\{d_{n}^{(k)}(r, s, t, u)\right\}_{n \in \mathbb{N}} \in \ell_{p}(Q)$ defined in the Theorem 3.1. Because of the assumption $A \in\left(\ell_{p}(Q): f\right)$, we can write $A d^{(k)}(r, s, t, u)=\left\{g_{n k}^{r, s, t, u}\right\}_{n \in \mathbb{N}} \in f$ for all $k \in \mathbb{N}$. This gives us the condition (4.15) holds. This completes the proof.

In Theorem 4.7, if we use ordinary limit instead of $f$-limit, we can give the next corollary.
Corollary 4.8. For an arbitrarily given infinite matrix $A=\left(a_{n k}\right)$ of complex numbers, the followings hold.
(i) $A \in\left(\ell_{1}(Q): c\right)$ if and only if (4.7) and (4.10) hold,
(ii) $A \in\left(\ell_{p}(Q): c\right)$ if and only if (4.7), (4.11) and (4.12) hold, where $1<p<\infty$,
(iii) $A \in\left(\ell_{\infty}(Q): c\right)$ if and only if (4.5), (4.7) and (4.13) hold, and

$$
\lim _{n \rightarrow \infty} \sum_{k}\left|g_{n k}^{r, s, t u}-\lambda_{k}\right|=0
$$

Finally, by the aid of the Lemma 4.2, Theorems 4.3, 4.4, 4.5, 4.6, 4.7 and Corollary 4.8, the next result can be given.
Corollary 4.9. Assume that the matrix $C=\left(c_{n k}\right)$ is defined by

$$
c_{n k}=r a_{n k}+s a_{n-1, k}+t a_{n-2, k}+u a_{n-3, k}
$$

for all $n, k \in \mathbb{N}$, where $A=\left(a_{n k}\right)$ is an infinite matrix with complex entries. Then, the necessary and sufficient conditions in order to $A$ belongs any of the classes $\left(c(Q): \ell_{p}(Q)\right),\left(c(Q): \ell_{\infty}(Q)\right),(c(Q): c(Q)),\left(\ell_{1}(Q): \ell_{\infty}(Q)\right),\left(\ell_{p}(Q): \ell_{\infty}(Q)\right)$, $\left(\ell_{\infty}(Q): \ell_{\infty}(Q)\right),\left(\ell_{1}(Q): \ell_{p}(Q)\right),\left(\ell_{1}(Q): c(Q)\right),\left(\ell_{p}(Q): c(Q)\right)$ and $\left(\ell_{\infty}(Q): c(Q)\right)$ are determined, if the matrix $A=\left(a_{n k}\right)$ is replaced by the matrix $C=\left(c_{n k}\right)$ in the required ones in Theorems 4.3, 4.4, 4.5, 4.6, 4.7 and Corollary 4.8.

## 5. Conclusion

By remembering the definition of Quadruple band matrix, we arrive at a decision that $Q(1,-3,3,-1)=\Delta^{3}$, $Q\left(1, \frac{-3}{2}, 1, \frac{-1}{4}\right)=\Delta_{i}^{3}, Q(r, s, t, 0)=B(r, s, t), Q(1,-2,1,0)=\Delta^{2}, Q(r, s, 0,0)=B(r, s)$ and $Q(1,-1)=\Delta$, where $\Delta^{3}$, $B(r, s, t), \Delta^{2}, B(r, s)$ and $\Delta$ are called third order difference, triple band, second order difference, double band(generalized difference) and difference matrix, in turn. Also, Quadruple band matrix is not a special case of $m$-th order generalized difference matrix $B^{m}$ defined in [4] and is not a special case of the weighed mean matrices. Therefore, this work fills up a gap in the known literature.

## Acknowledgement

The author would like to express his thanks to the anonymous reviewers for their valuable comments.

## Conflicts of Interest

The author declares that there are no conflicts of interest regarding the publication of this article.

## Authors Contribution Statement

The author has read and agreed to the published version of the manuscript.

## References

[1] Ahmad, Z.U., Mursaleen, M., Köthe-Toeplitz duals of some new sequence spaces and their matrix maps, Publ. Inst. Math. (Beograd), 42(1987), 57-61.
[2] Asma, Ç., Çolak, R., On the Köthe-Toeplitz duals of some generalized sets of difference sequences, Demonstratio Math., 33(2000), 797-,803.
[3] Başar, F, Altay, B., On the space of sequences of p-bounded variation and related matrix mappings. Ukrainian Math. J. 55(1)(2003), 136-147.
[4] Başarır, M., Kayıkçı, M., On generalized $B^{m}$-Riesz difference sequence space and $\beta$-property, J. Inequal. Appl., 2009(2009), Art. ID 385029.
[5] Bektaş, Ç.A., On some new generalized sequence spaces, J. Math. Anal. Appl., 277(2003), 681-688.
[6] Et, M., On some difference sequence spaces, Turkish J. Math., 17(1993), 18-24.
[7] Et, M., Çolak, R., On some generalized difference sequence spaces, Soochow J. Math., 21(4)(1995), 377-386.
[8] Kızmaz, H., On certain sequence spaces, Canad. Math. Bull., 24(2)(1981), 169-176.
[9] Kirişçi, M., Başar, F., Some new sequence spaces derived by the domain of generalized difference matrix, Comput. Math. Appl., 60(5)(2010), 1299-1309.
[10] Lorentz, G.G., A contribution to the theory of divergent sequences, Acta Math., 80(1948), 167-190.
[11] Maddox, I.J., Elements of Functional Analysis, Cambridge University Press (2nd edition), 1988.
[12] Malkowsky, E., Milovanović, G.V., Rakoc̆ević, V.,Tuğ, O., The roots of polynomials and the operator $\Delta_{i}^{3}$ on the Hahn sequence space $h$, Comp. Appl. Math., 40(6)(2021), 222.
[13] Mursaleen, M., Generalized spaces of difference sequences, J. Math. Anal. Appl., 203(3)(1996), 738-745.
[14] Sönmez, A., Some new sequence spaces derived by the domain of the triple band matrix, Comput. Math. Appl., 62(2)(2011), 641-650.
[15] Stieglitz, M, Tietz, H., Matrix transformationen vonfolgenräumen eine ergebnisübersicht, Math. Z., 154(1977), 1-16.
[16] Tuğ, O., Rakoc̆ević, V., Malkowsky, E., Domain of generalized difference operator $\Delta_{i}^{3}$ of order three on the Hahn sequence space $h$ and matrix transformations, Linear and Multilinear Algebra, 70(22)(2022), 7433-7451.
[17] Tuğ, O., The generalized difference operator $\Delta_{i}^{3}$ of order three and its domain in the sequence spaces $\ell_{1}$ and bv, Journal Of Mathematics, (2022).
[18] Wilansky, A, Summability Throught Functional Analysis, in: North-Holland Mathematics Studies, vol. 85, Elsevier Science Publishers, Amsterdam, Newyork,Oxford, 1984.


[^0]:    Email address: mustafa.bisgin@erdogan.edu.tr (M.C. Bişgin)

