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Abstract 

Since the COVID-19 pandemic has appeared, many epidemiological models are developed around the world to 

estimate the number of infected individuals and the death ratio of the COVID-19 outbreak. There are several 

models developed on COVID-19 by using machine learning techniques. However, studies that considered 

feature selection in detail are very limited. Therefore, the aim of this study is to (i) investigate the independent 

and interactive effects of a diverse set of features and (ii) obtain the algorithms which are significant for 

classifying the death ratio of the COVID-19 outbreak. It was found that logistic regression and decision tree 

(C4.5, Random Forests, and REPTree) are the best performed algorithms. A diverse set of variables found by 

feature selection approaches are the number of new tests per thousand, new cases per million, hospital patients 

per million, and weekly hospital admissions per million. The importance of this study is that a high rate of 

classification was obtained with a few features. This study showed that only the most relevant features should 

be considered in classification and the use of all variables in classification is not necessary.  

 

Keywords: Classification, machine learning, decision tree, COVID-19, feature selection. 

 

Makine Öğrenimi Teknikleri kullanılarak COVID-19 Pandemisinin ölüm oranının 

sınıflandırılması  

Öz 

COVID-19 pandemisi ortaya çıktığından beri, enfekte olmuş bireylerin sayısını ve COVID-19 salgınının ölüm 

oranını tahmin etmek için dünya çapında birçok epidemiyolojik model geliştirilmiştir. COVID-19 üzerinde 

makine öğrenimi teknikleri kullanılarak geliştirilmiş birkaç model bulunmaktadır. Ancak öznitelik seçimini 

ayrıntılı olarak ele alan çalışmalar oldukça sınırlıdır. Bu nedenle, bu çalışmanın amacı (i) çeşitli özelliklerin 

bağımsız ve etkileşimli etkilerini araştırmak ve (ii) COVID-19 salgınının ölüm oranını sınıflandırmak için 

önemli olan algoritmaları bulmaktır. Lojistik regresyon ve karar ağacının (C4.5, Random Forests ve REPTree) 

en uygun algoritmalar olduğu bulunmuştur. Öznitelik seçme yöntemleriyle elde edilen çeşitli öznitelikler, binde 

yeni test sayısı, milyonda yeni vaka, milyonda hastane hasta sayısı ve milyonda haftalık hastane kabulüdür. Bu 

çalışmanın önemi, birkaç özellik ile yüksek oranda sınıflandırma elde edilmiş olmasıdır. Bu çalışma, 

sınıflandırmada sadece en ilgili özelliklerin dikkate alınması gerektiğini ve sınıflandırmada tüm değişkenlerin 

kullanılmasının gerekli olmadığını göstermiştir.  

 

Anahtar Kelimeler: Sınıflandırma, makine öğrenmesi, karar ağaçları, COVID-19, öznitelik seçimi. 
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1. Introduction 

The disease, identified as coronavirus 2019 (COVID-19), can cause severe pneumonia and fatal 

acute respiratory distress syndrome [1, 2]. As a matter of fact, it has been stated in previous 

studies that this pathogen may cause a serious respiratory disorder that requires special 

intervention in intensive care units and in some cases may cause death [3, 4]. The first case of 

the novel coronavirus disease (COVID-19) reported in China (Wuhan) in December of 2019. 

Later, this disease spread rapidly all over the world. Until the 5th of December 2020, it has 

contributed around 68 million confirmed cases and more than 1,500,000 deaths [5]. Due to the 

COVID-19 cases, hospital capacity is being exceeded in many countries and face problems in 

terms of limited medical buildings, medical staff, and equipment. In order to cope with such 

problems, it is important to examine the features affecting the disease. The correlation between 

recorded variables in the most affected countries and the spread of pandemic take attention of 

researcher. 

Although many epidemic models have been developed since the beginning of the pandemic, 

the application of Machine Learning (ML) methods has started to be used with the increase in 

the COVID-19 cases. ML algorithms help the assessment of the correlation between input and 

output of complex processes. Since there are not enough test kits, ventilators, hospital capacity, 

medical staff, and effective medicine or vaccine, it is critical to analyze the COVID features 

such as number of deaths, positive cases, number of tests, number of recoveries, and other 

factors that affect the growth of COVID pandemic.  

Researchers have developed different methods in order to estimate the growth of COVID-19 

cases. Mathematical models capable of estimating the recovery and mortality rates can provide 

valuable information for health authorities to effective strategies to increase the death toll. There 

are many papers that implemented statistical methods to the COVID-19 dataset to build 

predictive models that can assess mortality rates [6, 7, 8]. Cihan (2022) estimated the number 

of intensive care, intubated patients and deaths caused by COVID-19 in Turkey with random 

forest, bagging, support vector regression, classification and regression trees and machine 

learning regression methods. As a result of the study, it was determined that the random forest 

algorithm produced the most successful results. [9]. The models based on machine learning 

have been used for the prediction and classification of epidemic development [10].  

In the context of classification, ML methods have been widely used in different areas due to 

their fast and effective classification prediction. There are many different improved versions of 

these approaches in order to increase the accuracy of the statistical analysis. For example, some 

of the developments in the prediction of COVID-19 infected person, analyzing clinical images 

of COVID-19 patients [11, 12, 13, 14], examining blood samples of COVID-19 patients, 

predicting the out brake of the pandemic [15, 16], and other factors that affects the COVID-19 

cases [17, 18]. Many previous studies based on artificial intelligence models generally used 

routine blood values and computed tomography (CT) data [19, 20, 21]. In addition, there are 

studies in the literature on vaccines developed against COVID-19. Cihan (2021) aimed to 
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estimate the total number of people fully vaccinated against COVID-19 in the USA, Asia, 

Europe, Africa, South America and the World by using the ARIMA model [22]. Doroftei et al. 

(2022) focused on vaccination trends with ARIMA modeling [23]. 

In this study, different ML algorithms are used to classify the death ratio of the CoVID-19. The 

algorithms are fitted into the dataset containing the new cases per million, reproduction rate, 

ICU patients per million, hospitalized patients per million, weekly ICU admission per million, 

weekly hospitalized admissions per million, new tests per thousand, positive case rate, test per 

case, stringency index, and the number of recoveries for the US and France. A diverse set of 

variables found by feature selection approaches are the number of new tests per thousand, new 

cases per million, hospitalized patients per million, and weekly hospitalized admissions per 

million. It is important that a high rate of classification was obtained with a few numbers of 

features in this study. 

The rest of this paper is structured as follows. In Section 2, data sources and methods which are 

used in the analysis are introduced in detail. Experimental results are given in Section 3. The 

discussion and conclusion are given in Section 4. 

2. Material and Methods  

2.1 Data 

 

The data comprise eleven independent and one dependent variable that represent the daily 

COVID-19 statistics of the countries. In the dataset, the variables correspond to the new deaths 

of a country. The dependent variable, new deaths, is the variable we aim to estimate using the 

independent variables. All the variables   and their definitions are presented in Table 1.  

All the observations are collected from John Hopkins University database. France and the US 

were included in the study because the number of an intensive care unit (ICU) and tests 

performed was missing in the most countries. France data includes observations between 19 

May 2020 and 27 November 2020 (193 days). The total number of infected patients were 

1.938.579, the total number of patients died were 23.917 and the number of active cases were 

380,088 between 19 May 2020 and 27 November 2020. The US data includes observations 

between 29 March 2020 and 27 November 2020 (244 days). The total number of infected 

patients were 13.540.773, the total number of patients died were 276.719 and the number of 

active cases were 4.293.227 between 29 May 2020 and 27 November 2020. Analyses were 

performed using R statistical software and Weka software [24]. For visualization analysis, shiny 

package [25] was used, while for illustration of the Roc analysis Weka Software was used. 
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Table 1. Variables and their description 

 

Variable Description 

New cases per million The number of new cases of the country per million 

Reproduction rate Rate which shows each infected person is transmitting the virus to others 

ICU patients per million The number of ICU patients of the country per million 

Hospitalized patients per million The number of hospitalized patients of the country per million 

Weekly ICU admission per million The number of weekly ICU admission of the country per million 

Weekly hospitalized per million The number of weekly hospitalized admissions of the country per   million 

New tests per thousand The number of new tests of the country per million 

Positive rate The ratio of patients who are positive 

Test per case The number of tests of the country per case 

Stringency index 

Index that shows the strictness of lockdown that primarily restrict people 

behavior 

New recoveries The number of new recoveries of the country 

New deaths per million The number of new deaths of the country per million 

 

It is important to note that the k-fold cross validation was used in the data set to assess whether 

a classifier was successfully trained on data. In k-fold cross validation, k refers the fraction of 

samples in the test set and the number of iterations. For instance, with 4-fold cross-validation, 

20% of the samples are assigned to the test set, and this process is repeated 4 times. In the data, 

k was considered as 5 and k-1 of the set was used for training set.  

 

2.2 Classification Algorithms 

 

2.2.3 Decision Tree 

 

The decision trees classification technique is widely used to determine the underlying 

relationships in the big dataset. The goal is to classify data based on an observation of a process 

to use its properties. Therefore, the observations can be assigned to a specific class. The main 

structure of this technique is built by a training algorithm. If a decision tree can be built, it can 

be applied to examine other observations with varying success depending on how well it models 

the data [26]. The classification ratio depends on different properties such as the selection of 

algorithms, size of the data, characteristics of the observations, and so on. There are several 

decision trees algorithms but C4.5, RF, and RepTree are the most popular DT algorithms. 

Therefore, we only considered these algorithms in the classification analysis. 

 C4.5 decision tree algorithm works only with categorical variables. It was introduced by 

Quinlan in 1993 to eliminate the shortcomings of the ID3 algorithm which is a decision tree 

algorithm that calculates the information gain at each step while creating the decision tree [27]. 

This algorithm generates decision trees using entropy and information gain. Knowledge gain is 

a value that shows how well the feature is separated from the training set. In each decision node, 

the most useful feature with the highest knowledge gain is selected. 

 The random forest decision tree algorithm enables the development of the decision tree by 

taking advantage of the changes of decision trees. Each decision tree is advanced to the end 

before it can be classified. Then, each decision tree makes its own classification and the decision 
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process begins [28]. It has been revealed that this method gives better results than other decision 

tree algorithms in terms of performance [29]. 

 The RepTree decision tree algorithm uses the mean square error criterion. It also uses 

regression tree logic and creates different decision trees. It chooses the best among the resulting 

decision trees [30]. This algorithm extracts information from the decision tree and reduces the 

variance. It has a fast decision tree learning method. 

When machine learning algorithms classify, one of the most important points is to learn which 

variable or variables are effective in classification. The classification of algorithms requires 

great care in the selection of the features in the data set and only those effective ones should be 

included. The most important point here is that the number of variables used in classification 

algorithms is reduced as much as possible and there should be no significant decrease in 

classification results while doing this. 

 In this study, correlation attribute feature selection method was used to find the variables 

affecting the classification. Correlation attribute feature selection algorithm measures the 

Pearson correlation value between binary features and the result. In this method, if variables 

are measured with a nominal scale, results are obtained by calculating the weighted average for 

general correlation [31]. This method is suitable to use the Pearson correlation method to 

measure the relationship between each feature and the target class feature. 

2.2.3 Logistic Regression 

 

As in general regression models, logistic regression is used to model the relationship between 

dependent and explanatory variables. In case the dependent variable has a value of zero or one, 

binary LR is used [32]. The purpose of LR analysis is to reveal the relationship or relationships 

between dependent and independent variables in a way that has the best fit with the least 

variable. The most important reason why it is preferred over linear regression is that it is not 

meet for assumptions valid in linear regression and it can be used more flexibly than linear 

regression. Suppose, Y is the dependent variable and XT = (X1,...,Xn) is the vector of n 

independent variables. A binary logistic model has a dependent variable with two possible 

values, such as fail/success where each value is represented by an indicator variable ”0” and 

”1”. When the value of vector X is known as xT = (x1, ..., xn), the probability of Y = 1 is 

denoted by π(x) = P(Y = 1|X = x). So, the multiple logistic regression model is defined in the 

equation below. 

π(x) =
1

1 + 𝑒−(𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛)
yμ𝛿−1(1 − y)(1−μ)𝛿−1                        (𝟏) 

 

Logistic regression can be used as classifier. The LR classifier is shown as 

π(x) = {
≥ 0.5, 𝑦𝑖 = +1
≤ 0.5, 𝑦𝑖 = 0

                                                                 (𝟐) 

The aim is to learn how to correctly classify the input into one of these two classes. 
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2.3 Classification Criteria 

 

Different performance criteria are used to determine the success rate of classification 

algorithms. Many criteria are used to determine which algorithm is more effective. In this study, 

ACC (Accuracy), kappa (κ) statistics, mean absolute error (MAE), f- measure, receiver 

operating characteristic curve (ROC) criteria were used to measure the classification success. 

 ACC is achieved by dividing all the correct classifications into the entire data set. 

Where, TP represents True positive (TP): correct positive prediction, FP represents 

False positive (FP): incorrect positive estimation, tn represents True negative (TN): 

correct negative prediction, and FN represents False negative (FN): incorrect negative 

estimation. 𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
 

 The κ statistic is an appropriate statistical data used in understanding the analysis made 

for categorical variables. It is also a value based on the chi-square table [33]. κ =
𝑝0−𝑝𝑒

1−𝑝𝑒
, 

here p0 and pe explain the link between two categorical variables. 

 MAE is a classification performance criterion that helps show the differences between 

predicted and observed values of a model. MAE = n-1∑ |Pi −  Oi|𝑛
𝑖=1 .Where Pi and Oi 

represent the predicted and observed values respectively. MAE is a statistical measure 

of how accurate a prediction system is and measures this accuracy as a percentage. This 

criterion is resistant to the effects of outliers thanks to the use of absolute values [34]. 

 F-measure is a classification performance criterion determined by the ratio of correctly 

classified positive samples to the total number of positive samples and the harmonic 

mean of correctly classified positive samples. 

 The area under the ROC curve is a measure of a test’s ability to distinguish whether a 

particular condition is present or not. The larger the area under the ROC curve, the more 

successful the classification made by the algorithm. The area under the ROC curve gives 

numerical results as well as visual results regarding the performance of the algorithms. 

Thus, comparing the performance of different algorithms can be easily illustrate [35]. 

2.4 Application 

 

In this study, the CoVID-19 variables for the US and France were used. The missing factors 

were deleted from the data and the 5-fold cross-validation was applied to derive the training 

and testing data. The following three steps were applied in this study. 

 Step 1 Classification success will be obtained and the results will be compared with the 

classification algorithms and classification performance criteria deter- mined by using 

all variables given in Table 1. 

 Step 2 By using the correlation attribute feature selection method, the variables that 

affect the classification success for two countries will be determined. 

 Step 3 Classification performances will be re-examined with the help of effective 

variables obtained after feature selection. 

A feature selection method, correlation attribute, was used to all 11 features. Therefore, the best 

performed features which were extracted by using all feature was underlined. By using the 
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selected features, the results of classification for all algorithms were found and shown in Tables- 

2 and 4. 

3. Results and Discussion  

Figure 1 shows the daily COVID-19 cases of two countries, France and the US. Regarding 

population numbers, the characteristic of daily COVID-19 cases of France and America show 

a similar trend. Since the variables used in the study are available for these two countries, the 

applied analysis was produced robust classification results. 

 

 
 

Figure 1. Comparison of daily COVID-19 cases (JHU-CSSE COVID-19 Data) 

 

Each classification performance of the algorithms considering selected classification criteria, 

ACC, (κ) statistics, MAE, f-measure, and ROC, has shown in Tables 2 and 3. The best-

performed algorithm was selected based on the ACC criterion and it was also supported by the 

other criteria. In addition, the ROC curves were used to illustrate the classification 

performances of the best-performed algorithms. Firstly, classification success was calculated 

by using all features for the US and France and shown in Table- 2. It was found that LR was 

the best performed algorithm according to ACC with a ratio of 0.701 for the US and this 

classification result was supported by the other classification criteria such as (κ) statistics 

(0.403) and f-measure (0.701). Similarly, LR was the best performed algorithm according to 

ACC with a ratio of 0.694 for France and this classification result was supported by the other 

classification criteria such as (κ) statistics (0.364) and f-measure (0.693). 
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Table 2.  Classification results using all variables for France and the US. 

 LR C4.5 RepTree RF LR C4.5 RepTree RF 

Acc 70.1% 69.7% 69.7% 66.4% 69.4% 64.2% 68.4% 58.5% 

Kappa 0.403 0.395 0.395 0.324 0.364 0.259 0.340 0.137 

Mae 0.339 0.346 0.369 0.360 0.387 0.431 0.399 0.428 

f-measure 0.701 0.696 0.696 0.663 0.693 0.641 0.681 0.583 

Roc Area 0.805 0.697 0.743 0.741 0.737 0.578 0.704 0.618 

 

Areas under ROC curves for each classification criteria were shown in Figure 2 and 3 for the 

US and France respectively. A ROC curve was used to compare classification criteria. The ROC 

curve shows the trade-off between sensitivity and specificity. It captured that the LR is the best-

performed criteria in the US and France, and C4.5 is the worst classification criteria. Area under 

ROC curves were found to be 0.805, 0.697, 0.743 and 0.741 for LR, CR4.5, RepTree and RF 

respectively in the US data. Similarly, area under ROC curves were found to be 0.737, 0.578, 

0.704 and 0.618 for LR, CR4.5, RepTree and RF respectively in France data. 

 

 
 

Figure 2. Roc curve of the US data with all features 
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Figure 3. Roc curve of France data with all features 

 

To study the effect of feature importance on classification, and given that we have in total 11 

features, we applied the correlation attribute feature selection method to determine the most 

important features. The selected features for the USA were new tests per thousand, new cases 

per million, and hospitalized patients per million for the US, and for France were new tests per 

thousand, new cases per million, and weekly hospitalized admissions per million. The selected 

features for France and the USA are given in the Table 3. 

Table 3.  The selected features for France and the USA. 

France US 

new tests per thousand new tests per thousand 

new cases per million new cases per million 

weekly hospitalized admissions per million hospitalized patients per million 

 

The classification results of algorithms were calculated by using these 3 features are given in 

Table 4. In each rows, the scores of the algorithms can be seen. The percentage of the best 

performed algorithm is bolded and the scores of the selected approaches are included in the 

Table 4. 
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Table 4.  Classification results after feature selection 

 LR C4.5 RepTree RF LR C4.5 RepTree RF 

Acc 73.4% 70.5% 69.3% 70.1% 73.1% 71.0% 71.0% 65.8% 

Kappa 0.471 0.408 0.385 0.401 0.435 0.402 0.402 0.296 

Mae 0.334 0.350 0.371 0.321 0.375 0.405 0.401 0.373 

f-measure 0.732 0.705 0.693 0.701 0.727 0.710 0.710 0.658 

Roc Area 0.794 0.767 0.738 0.795 0.762 0.649 0.670 0.677 

 

LR was the best performed algorithm according to ACC (0.734) for the US by using the selected 

features, and this classification result was supported by the other classification criteria such as 

(κ) statistics (0.471) and f-measure (0.732). Similarly, LR was the best performed algorithm 

according to ACC with a ratio of 0.731 for France by using the selected features and this 

classification result was supported by the other classification criteria such as (κ) statistics 

(0.435) and f-measure (0.727). 

 

 
 

 

Figure 4. Roc curve of the US data with the selected feature 
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Figure 5. Roc curve of France data with the selected features 

 

According to the classification results on the COVID-19 dataset for the US and France, LR was 

found to be the most suitable algorithm for the first step. In addition, it has been shown that 

RepTree gives more successful results among decision tree algorithms. According to the studies 

in the literature, it was highlighted in some studies that LR is the most suitable machine learning 

algorithm for the success of classifying death ratio for the COVID-19 data set [36]. 

In the second step of the study, the correlation attribute feature selection algorithm was used to 

determine the most important features related to the classification success of death ratio for The 

US and France. The goal of using the correlation attribute feature selection algorithm is to use 

fewer features without decreasing classification success. It is extremely important to reduce the 

number of features used in classification algorithms and to avoid a significant decrease in the 

results of classification success. According to the results obtained by using the correlation 

attribute feature selection algorithm for the US COVID-19 data set, the features of "new tests 

per thousand", "new cases per million", and "hospitalized patients per million" were 

determined. Similarly, for the COVID-19 data set in France, the features of "new tests per 

thousand", "new cases per million", and "weekly hospitalized admissions per million" were 

determined. These features were found to be important features affecting the success of 

classification of death ratio in some studies [37, 38]. 
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In this study, results that can contribute to the field of COVID-19 analysis with a different 

statistical perspective from many studies in the literature were obtained [11, 37]. The US and 

France COVID-19 data set is the most up-to-date data set announced as of the date of the study. 

The use of machine learning and feature selection algorithms used in the success of 

classification of death ratio in this data set is very important for this study. In addition, when 

previous studies on COVID-19 analysis literature are examined, it is seen that standard 

statistical techniques are used in clustering, estimation and regression [10, 16, 38]. 

4. Conclusion 

It is very important to determine the features that affect the success of the classification of the 

COVID-19 death ratio in fighting against this pandemic. As expected, when the features that 

affect the classification of death ratio are known, it can be assumed that the success of the death 

rate classification may be increased by taking measures for these features or changing the 

existing conditions. Based on this idea, as mentioned in the application section of this paper, 

the study focuses on three steps: first, which algorithms are appropriate to achieve classification 

success of death ratio; secondly, to reveal which are the most important features in the 

classification of death ratio with the help of correlation attribute feature selection algorithms, 

and finally, which algorithms are successful in the new classification based on the selected 

features with the help of correlation attribute feature selection algorithms. In these steps, the 

COVID-19 data set for the US and France was used. 

The LR algorithm were determined as the most suitable algorithm in the success of the 

classification of death ratio according to the classification results by using feature selection on 

the US and France COVID-19 data set. In addition, among the decision trees for the US, C4.5 

was produced more successful results, while RepTree for France was more successful. 

In our study, it was revealed that LR is the most effective classification algorithm to be used in 

the success of classifying death ratio for the US and France COVID-19 data. At this point, 

considering the problem of classifying death ratio for the US COVID-19 data, it was found that 

the ACC ratio of LR is 0.701 and this value was obtained by using all variables. This means 

that if the values of the independent variables are known, determining the change in the death 

ratio on any given day can be accurately estimated by %70.1. However, better results were 

obtained in classification success by using less number of features. For the classification of 

death ratio, the LR algorithm with 3 features and an ACC ratio of 0.734 was found to be the 

best classifier. Similarly, considering the classification problem of death ratio for the French 

COVID-19 data, the ACC value of LR appears to be 0.694 and this value was obtained using 

all variables. It was observed that the mortality ratio was increased to 0.731 for the ACC rate 

of LR by using 3 features for classification success. 

These approaches are less preferred due to their precise assumptions. Therefore, machine 

learning algorithms are becoming a preferred technique in COVID-19 analysis. In this study, 

the most frequently preferred algorithms in machine learning literature are used. Another 

strength of this study is the importance of variable reduction when examining the success of 

classifying death ratio. It proves that only the most relevant features should be considered 
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during classification and all variables does not need to be used. In addition to these 

contributions, healthcare professionals and healthcare companies can use the most important 

features obtained in this study. It plays a vital role to understand the important features for 

developing useful healthcare strategies and thus classifying the change in daily death ratio. In 

addition, the findings of this research are supported by previous research. This study has some 

limitations. First, the COVID-19 dataset evaluates its success in classifying death ratio in the 

US and France. In addition, the analyzes in the study were made according to the daily COVID-

19 reports announced by the countries. The features that affect the success of classifying daily 

death ratio are determined only for the US and France. 
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