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Introduction

Summability theory is important for analysis, applied
mathematics and engineering sciences. The purpose of
this theory is to bring an appropriate value to the
indefinite divergent series. Various summability methods
have been defined by some researchers to find the value.
Some of these methods are Cesaro [1], Abel [2], Norlund
[3], Riesz [4], matrix summability [5].

A ssignificant increase began in studies on the
summability theory in the second half of the 19t century.
In 1890, Cesaro published a paper on the multiplication of
series [1]. Das gave the definition of absolute summability
[6]. Then Kishore and Hotta defined the summability

factor [7]. The definition of |M|K summability was given

by Tanovi¢-Miller [8]. Later Bor defined Iv,p,]| and

ITI,pU;yL summability of an infinite series [9, 10]. The

definition of |M,pn;y|K summability of an infinite series
was defined by Ozarslan and Ogdiik [11]. The definition of
|M,pn,/l;,u|K summability was given by Ozarslan and
Karakas [12]. In this paper a theorem on absolute matrix
summability is obtained using |M,pq,l;,u|,( summability

method. Now we give some definitions related to the
summability which are used in this article.

Definition 1 [13]. Let (s,) be partial sums of the infinite

series qu - (p,) is a sequence such that
n

p,>0 and B =) p, w0 as n—0 (P,=p, =0, j>1). (1)
v=0

(3,) isthe (IV,p,]) means of the sequence (s,) such that

known theorem on \M\K summability method has been generalized using the ‘M,pq,/l;,u
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8, :—vasv. (2)

Definition 2 [9]. The series Zm” is called summable

|N,pq o k2l,if

” P K-1

Z(;J 19,-8,.| < 3)
= n

Definition 3 [8]. Let M=(m,,) be a normal matrix, i.e, a

lower triangular matrix of nonzero diagonal entries. By
M=(m,,), a transformation from sequence s=(s,) to

Ms :(M,] (5)) can be constituted where

n
Mn(s):ZmW s,» 1=0,1,... (4)
v=0
The series Zm” is called summable |MK, k=1, if
>t ZMﬂ(s)r <o, (5)
n=1
where
AM, (s)= M, (s)— M, , (s). (6)

Definition 4 [14]. The series Zm” is called summable

|M,p,] k21, if

K
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i(%} 7 |ZM}7(5)|K <o, (7)

n=1 n

Definition 5 [12]. The series Zm” is called summable

M,p,, 2 1t

" P A px+x-1)
Z[i] | ZM”(s)r <. (8)

n=1 p n

, k21, u>0 and A is areal number if

Here, if we choose A=1 and u=0, |M,p,7,/1;,u|
summability reduces to |M,p,]| summability. Also, by

takingA=1, u=0and p,=1for VneN,

M,p,, 2],

summability reduces to |M|K summability.
Known Results

The following lemmas and theorem on |M|K
summability of the series Zm,’/quq have been proved
by Sulaiman in [15].

Lemma 1. If Zn'lﬂn is convergent, then (4,) is non-
negative  and 4,logn=0(1),  and
nAL, =0(1/(logn)’).

a .
Lemma 2. If Zn 4,X, is convergent, such that

decreasing,

nAd, =0(4,) as n—>x, (9)
n

D4, =0@n4,) as n->w, (10)
v=1

then

nA,AX, =0(1), (11)
q

D AAX, =0(1) as g oo, (12)
n=1

q

D AN X, =0(1) as g —> . (13)

n=1
Theorem 1. Let (4,), (X,) be two sequences such that

ZU"IAHXW is convergent, and the conditions (9), (10) are

n=1
satisfied. Let M=(m,) be a normal matrix with non-

negative entries satisfying

mp=1, 7=0,1,., (14)

m_ . >m_, for n>v+1, (15)

n-1v v’

nm, =0(1), 1=0(nm,, ), (16)
n1 ~
Z m,, my =0(m, ). (17)
v=1
K 1 N :
If uf =0(1) (C,1), where u, =——Y"im, , then the
v+13
series »'m, A X, is summable |MK, K>1.
Lemma 3. According to Theorem 1, we have
7-1 -
Z Av (m’l") = mm;' (18)
v=0
;;)r],wl 2 0, (19)
g+l
D My =0(1). (20)
n=v+l
Main Result
There are many studies on absolute matrix

summability of infinite series [16-29]. This study provides
a generalization of above mentioned theorem to

|M,pn,/1;,u|’( summability under some suitable conditions.

For the convenience of the reader, we give some further
notations.
Let M=(m,) be a normal matrix. The definition of two

lower semi-matrices M:(Env) and //\;,:(f,'r;qv)

are as
follows.
—_ n
my=y'm., nv=0,1,. (21)
and
f/r\)oo =;00 =My, , r/l:lyv :;l]v —Eq—l,v , n=1L12,.. (22)
It is well-known that
n no__
M/](s)zzmiyvsv =zm’7"mv (23)
v=0 v=0
and
_ DN
AM,(s)=D mum, . (24)
=0

Now, let’s give the main theorem.
Theorem 2. Let (4,) and (X,) be two sequences such

that » 174X,
n=1

(14)-(17) and

is convergent. The conditions (9), (10),
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p
m =0 —"], (25)
m
( P’7
a P AMurx+x-1)-x+1 .
z - My =0(1) as g —> o, (26)
n=v+1 p,]
a4 P Mpr+x-1)-x+1
Z _n ‘Av(mﬂv) :O(mw) as g—o o, (27)
n=v+1 p,]
-1
z m,, My = O(mw) (28)

are satisfied.

Murx+x—1)-x+1
If (—”J u; =0(1)(C,1), where (u,) as in
b,

Theorem 1, then the series Zm is summable

n 7]

|M,pn,/1;,u|’(, k=21, 420 and —A(ux+x-1)+x>0.
Proof of Theorem 2

Let ¢, =4, X, and (W,) be M — transform of the series
> m, 4, . By (23) and (24), we get

n n -
-~ mqv¢v
W, =2 mwm,g, =3 ==
v=l v=1 v

Using Abel's transformation, we obtain the following.

Aw, ZA [m]:¢ JZ mw% Z

=1

V=]

”ZlAv(m””"j ](v+1)u + Mony (7+1)y,
n

n-1 n-1

= z mqv ¢v u, +ZA (mnv)¢v u, +Zm7] v+l A¢v u,

n+1
+ m,, ¢’7 u,
=W, +W,,+W, ,+W, ,.

It is sufficient to prove

o (p A purc+x-1)
Z[LJ W, | <, for j=1,2,3,4.

n=1 p n

We first apply Hélder’s inequality to obtain

g4l P Al ux+x-1) . gl P A px+x-1) "
> |W =>| L
7l
p, p

7=2 n=2 n

gl P Al ux+x-1) -1 1
oofl2] (85
n

n=2 v=1

. -1 K-1
K 1K K
um, m17v¢v Z m, mnv

By using (17), (25), (16) and (26), we get

g4l Alpux+x-1) g4l A ux+x-1) 4
Pl7 1 k-1 < 1 K1k K
Z o 7] 1 )z my, ZFUV m,, m”"¢v
7

n=2\ P, n v=1

gl P A pux+x-1)-x+1 .
:O(l)z[—nJ [ZU m m17v¢ j
n

n=2 %

N

N pr+x-1)-x+1
q g+1 ~
= O(l)z mW v ¢ z [ ] ml]v
v=1 ,7

n=v+l

_O(l)zmvv u, VK

- 0(1)Z;u§ A5

Using 4 =0(1), we have

g P A px+x-1) ) a ¢
Z(_WJ \w,, | :0(1)Z:7Vu;

7=2 n

Here, applying Abel's transformation, we have

g P A px+x-1) . a1 ¢ y ¢ 4
Z[—”} W, |" =0y ACYY ur +0m) =D s
P v Voo q v

7=2 n

= O(1)ZVA(¢

v=1

—)+0(1)¢, .

Since
sy~ s
% v v+1
A
<¢%+—¢V R
v o v+1
we have
a1 p A pux+x-1)
z[iJ \w,, [ 0(1)2 ( 4, o0,
n=2 p;]

- 0(1)2% + O(1)2A¢V +o(1)g, .

In that case, we obtain
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qi b MWH)\W ‘K:O(1)§M+O(1)§A(/1X)+O(1)/1X =0 S A A 1x < .
Fz{p”j 2=, 2 AAX, X = (1);[—”] (ZU M My (Ad,)* ](Zm m,,m]
=0(1) as g —>x. ]
Using (28), we have
We now apply Holder's inequality to obtain

A p+x-1)
q+1 P
a1 p A pux+x-1) a1 p A pr+x-1) _— x Zz(p”] ‘ 73
[ x " - =2\ Py
SIE] <3 (S
v=1 .

n=2 p,7 n=2 p,y
By using (25), (26) and (16), we have

A px+x-1) -1
& P’] & K, K s - A prc+x-1) Apr+x-1)-x+1
< — Z u, Z A, (my) . wi(p S
n=2 p,] v=1 v=1 Z ; ‘ n3 ZU m,, m;; v+1(A¢)
n

n=2
By using (21) and (22), we get

A ux+x-1) _—
-1 -k c
1)2[ ”] my (Zu;‘mwkmq,m(Aqﬁv)"j
v=1

A, (m

n=2

a1 P Apux+x-1)-k+1
—O(l)Zu mL*(Ag,) Z[ J Myua
n

Av (m77v) =My —Myys1 =My —Mp-1y —Myy+ + My-1v+1 n=v+l
= mm -m

-1y (29) O(l)ZUK K= 1(A¢V )K .

Thus using (21), (14), (15) and (29), we obtain
Here (vAg,)*" =0(1), then we have

n-1 a1( p A ur+x-1) .
A (m,,v)‘ Z(m Ly —m)<m . (30) Z[_vj |WM | =0(1)> urAd,
n=2 n v=1
Then, we get = O(1)Zu”A/1 X, +0(1) Zu’%MAX
v=1 v=1
g p Muanc+x-1) Munc+x-1) =Y, +Y,.
B2 mafcong 2] Sa e
n=2 n n=2

The condition (9) and Abel's transformation enable us to

By using (25) and (27), we have write

g4l P A px+x-1) A px+x-1)-Kx+1 1
)t

n

q
Y, =0(1)> uf %ﬂvxv

v=1
A, (my )| gruy

¢ j A v AX &
= O(1)ZA(VTXV)ZU,” +0(1) qq =)

A px+x-1)-x+1
g+l p N
_ 0(1)2 Z [p J A, (M) Then, we have
! /1X A/1X /1 AX
T Y, = 0(1)2 e v Dot )+ 02X,
v
_0(1)me urg g, -
=0(1 “+0(1)) A4 X, +0(1)) A,AX, +0(1
_oi1) 35 qoseo, (); y ()Z ()2 W4,
=0(1) as g > .
asinW, ;.
By Abel's transformation and (9), (12), (13), (11), we get
We now apply Hélder's inequality again to obtain & < 2
Y, =0(1) > A(A,AX,) ) u’ +O)AAX_ > u;
a1 P Al prc+x-1) . a1 P A ux+r-1) g-1
S, oS (Zm”mA@uv] = O[)Y vA(4,AX,) +O(1)g4,AX,
n=2 n n=2 n v=1

q-1
=0(1)Y V(AL AX, + 4,,,A%X,) + O(1)g 4, AX,

V+1
v=1
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q-1 gq-1
=0(1)) 4,AX, +0(1)Y_vA,A’X, +O(1)g4,AX,
v=1

v=1

=0(1) as g—>x.

Since ¥, =0(1) and Y, =0(1), we get

a1 p A pux+x-1)
Z[_ﬂj |W,L3 |K =0(1) as g—> .

n=2 p;]

Finally, using (25), (16) and Abel's transformation, we

obtain
U px+x-1) U px+x-1)
g P K g P K= K, K
Z[_”] |W?7.4 20(1)2[_”} mrmlmrm Uy
n=1 P” n=1 pﬂ
q p Apux+r—1)—k+1
_ n K=1 K
_0(1)2(_j My, Oy
n=1 p;]
Al ux+x-1)-k+1
a(p ¢ .
:o(l)Z(LJ _’iu’]
n=1 p,] 77
Al prc+r=1)-1+1 Alpr+r=1)-x+1
o o4 (P & (P
=0(1)) AL) ("J uf+0(1)—q —L ut
;‘ n 21 P, q ; P, !
g-1 ¢
=0(1)Y nA-)+0(1)g, .
n=1 n
So, we have

q p A pux+x-1)
Z[_ﬂj |W,L4 |K =0(1) as g > o,

n=1 p;]

asin W, ..

Hence proof of the theorem is completed.
Conclusion

If we choose 41=1, u=0 and p,=1 for VpeN,

then we obtain Theorem 1. In that case, (25) reduces to
nm,, =0(1) (first part of (16)). In addition, (26)-(28) are

automatically satisfied.
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