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Abstract —  In this research, we have developed a new algorithm in the field of op-
timization and its application in teaching artificial neural networks with front feed-

ing to predict the risk of car accidents due to consuming alcoholic beverages, and 

the algorithm has proven a high efficiency in prediction as it was compared with the 

results of the model predicting the risk of car accidents due to eating Given alcohol 
and the results were very close to the true solution to the model. 
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1 Introduction 

In this paper, we try to develop a new algorithm from the traditional (backward) error 

propagation algorithms by using the pure conjugation condition and applying it in modeling 

the risk of car accidents due to drinking alcoholic beverages. 

It is known that the standard error propagation network represents a successful application 

of many problems because it is guaranteed to reach the goal if the learning factor is small 

enough, but it suffers from the problem of slow convergence due to its zigzag path to reach 

the optimal point resulting from the use of a constant learning factor. During training, in 

addition to that, there are problems hindering this network, especially in applications of 

complex problems, and it takes a lot of time to train it, which may take hours as well as 

thousands of iterations to reach the optimal solution. The performance of this network is 

mailto:allasaad@uomosul.edu.iq
mailto:hisham892020@uomosul.edu.iq


A. S. Ahmed H. M. Khudhur
 

12 

 

affected by many factors, including the choice of the training category, the weights of the 

primary network, the learning rate, the activation function, the hidden layers and the 

number of cells in each layer [1] [2]. 

Our study in this research is focused on a network with a front feeding that consists of the 

input layer and contains of cells and one hidden layer B of cells and the output layer 

contains cells as in Figure (1). 

 

Figure 1. A multi-layered network 

Let the training set consist of a pair of target input and output data defined as follows:  
 𝑝1, 𝑡1 ,  𝑝2, 𝑡2 ,… ,  𝑝𝑚 , 𝑡𝑚   

As it 1,2...,i m  and  2N
jt R  represents the input vector for each, and represents the 

target output. And that the network learns through the supervisor (Supervised Training) and 

in a single batch system (Batch SBP) (Laylani, Abbo, and Khudhur 2018), that is, it pro-

vides the network with all the training set  𝑝1 , 𝑡1 ,  𝑝2 , 𝑡2 ,… ,  𝑝𝑚 , 𝑡𝑚   before performing 

the process of adjusting the weights and after that you adjust the weights as the inclinations 

calculated in each training example are added to each other to determine the changes in the 

weights and the wrong function  ( )E w  in this method is as follows :  

𝐸 𝑤 =
1

2
   𝑡𝑗𝑖 − 𝑦𝑗𝑖  

2

𝑚2

𝑗−1

𝑚

𝑖−1

 (1) 

 

Since 𝑦𝑗𝑖  outputs the cell in the output layer depending on the input vector 𝑡𝑗𝑖 , 𝑝𝑖  outputs the 

desired (target) from the cell j   depending on the input vector p_i. We note from equation 

(1) that teaching the network is achieved if the value of the error function is very small, 

then it can be said that the issue of teaching a feedforward artificial neural network is to 

reduce the error function defined in equation (1) according to the one-batch system. 

(Nguyen and Widrow 1990) The problem can be formulated as follows :  

 

(2) 𝑀𝑖𝑛 𝐸 𝑤  , 𝑤 ∈ 𝑅𝑁  
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So 𝑁 represents the number of weights in the network, and this is an unconstrained optimi-

zation problem. Thus, methods and theories of unconstrained examples can be used to solve 

the above problem. 

 

2 Conjugate Gradient Algorithms  

Most of the numerical optimization methods involve two main steps, determining the 

search direction 𝑑𝑘  and calculating the learning factor (step size). In the following, we deal 

with some methods of numerical optimization. Most optimization algorithms require that 

the search direction be 𝑑𝑘  towards the negative regression of each k, because this characte-

ristic implies that the objective function (error) 𝐸 𝑤  will decrease along this direction in 

general, and the general formula for the search direction in optimization can be written. Not 

restricted as follows:  

 

(3) 𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘𝑑𝑘  

 

If it is 0
k

  , then the search direction 𝑑𝑘  in (3) represents the steepest descent. If the pa-

rameter is 0  , in this case, the method is called conjugate vector (conjugate gradient), 

and for details see the source [3] [4].  

We observed in previous research that the reverse error propagation algorithm uses the de-

rivative of the error function to find the direction of the search,  

𝑤𝑘+1 = 𝑤𝑘 + 𝛼𝑘𝑑𝑘 ,   𝑘 ≥ 1 

Where 𝛼𝑘  step-size that satisfy the standard wolfe conditions  

𝑓(𝑤𝑘 + 𝛼𝑘𝑑𝑘) ≤ 𝑓(𝑤𝑘) + 𝛿𝛼𝑘𝑔𝑘
𝑇𝑑𝑘 

𝑑𝑘
𝑇𝑔(𝑤𝑘 + 𝛼𝑘𝑑𝑘) ≥ 𝜎𝑑𝑘

𝑇𝑔𝑘 

or strong wolfe conditions  

𝑓(𝑤𝑘 + 𝛼𝑘𝑑𝑘) ≤ 𝑓(𝑤𝑘) + 𝛿𝛼𝑘𝑔𝑘
𝑇𝑑𝑘 

|𝑑𝑘
𝑇𝑔(𝑤𝑘 + 𝛼𝑘𝑑𝑘)| ≤ −𝜎𝑑𝑘

𝑇𝑔𝑘  

𝑑𝑘+1 =  
−𝑔1,                             𝑘 = 1
−𝑔𝑘+1 + 𝛽𝑘𝑑𝑘 ,          𝑘 ≥ 1

  (4) 

The Polak and Ribiere (PRP) [5], Hestenes-Stiefel (HS) [6] and 𝛽 is scalar. 

 𝛽𝑘
𝑃𝑅𝑃 =

𝑦𝑘
𝑇𝑔𝑘+1

𝑔𝑘
𝑇𝑔𝑘

 see [5] 

 𝛽𝑘
𝐻𝑆 =

𝑦𝑘
𝑇𝑔𝑘+1

𝑦𝑘
𝑇𝑑𝑘

 see [6] 

where 𝑔𝑘 = ∇𝑓(𝑥𝑘),  and let 𝑦𝑘 = 𝑔𝑘+1 − 𝑔𝑘 = ∇𝑓 𝑥𝑘+1 − ∇𝑓(𝑥𝑘). 

Since  𝑔𝑘+1 = 𝐸 𝑤  is clear that 𝑑𝑘  must fulfill the regression property, and for more, see 

[7] [8] [9] [10] [11] [12] [13] and that weights are updated according to the following rela-

tionship:  
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(5) 
1k k kw w d   

And now we are developing a new algorithm from the optimization algorithms used in 

learning feedforward artificial neural networks :  

 

(6)  𝑑𝑘+1 = −𝜃𝑘𝑔𝑘+1 + (1 − 𝜃𝑘)𝛽𝑘
𝑃𝑅𝑃𝑑𝑘 

 

Now we use the pure conjugation condition by multiplying the above equation by 𝑦𝑘  we get  

 

𝑦𝑘
𝑇𝑑𝑘+1 = −𝜃𝑘𝑦𝑘

𝑇𝑔𝑘+1 +  1 − 𝜃𝑘 𝛽𝑘
𝑃𝑅𝑃𝑦𝑘

𝑇𝑑𝑘 = 0 

−𝜃𝑘𝑦𝑘
𝑇𝑔𝑘+1 +  1 − 𝜃𝑘 𝛽𝑘

𝑃𝑅𝑃𝑦𝑘
𝑇𝑑𝑘 = 0 

−𝜃𝑘𝑦𝑘
𝑇𝑔𝑘+1 +  1 − 𝜃𝑘 𝛽𝑘

𝑃𝑅𝑃𝑦𝑘
𝑇𝑑𝑘 = 0 

−𝜃𝑘(𝑦𝑘
𝑇𝑔𝑘+1 + 𝛽𝑘

𝑃𝑅𝑃𝑦𝑘
𝑇𝑑𝑘) = −𝛽𝑘

𝑃𝑅𝑃𝑦𝑘
𝑇𝑑𝑘 

𝜃𝑘 =
𝛽𝑘

𝑃𝑅𝑃𝑦𝑘
𝑇𝑑𝑘

(𝑦𝑘
𝑇𝑔𝑘+1 + 𝛽𝑘

𝑃𝑅𝑃𝑦𝑘
𝑇𝑑𝑘)

=
𝛽𝑘

𝑃𝑅𝑃

𝛽𝑘
𝐻𝑆 + 𝛽𝑘

𝑃𝑅𝑃  (7) 

We substitute the value of 𝜃𝑘  in (6) to obtain a new research direction and apply it in teach-

ing neural networks  

 

The New Algorithm 

Step (1): - Determine the values of each of 

1- Primary weights  1

Nw R . 

2- Elementary learning rate parameters 0.01  . 

Introductions to stopping metrics 

i. maxk The upper limit of repetitions, or so-called (epochs). 

ii. goal is the allowable error value. 

iii. maxT  The upper limit of time. 

iv. We calculate ( ), ( )k kE w g w . 

Step (2): - If one of the following measures is achieved. Go to step (7) 

1- ( )
k

E w goal . 

2-   maxk k . 

1-   
max

time T  

2-  
1kg   

And vice versa we continue.  

Step (3): - calculate the direction of research according to the equation 
k k

d g  . 

Step (4): - calculate the learning factor k . 

Step (5): - put 
1k k k

w w d

  . 

Step (6): - Put  1k k  then go to step (2). 



Developing a New Optimization Algorithm 

15 

 

Step (7): - Pause (Print the results, then stop). 

 

3 Modeling The Risk Of Car Accidents Due To Drinking Alcoholic 

Beverages [14] 

This application deals with modeling the relationship between drinking alcoholic drinks 

and their application in artificial neural networks.  

𝑑𝑅(𝑏)

𝑑 𝑏 
∝ 𝑏 

(8) 

By converting this proportion into an equation, the following mathematical model is ob-

tained: 

𝑑𝑅(𝑏)

𝑑 𝑏 
= 𝑘𝑏 

(9) 

Since k is a constant of proportionality. As is well known the solution of the differential 

equation  

𝑅 𝑏 = 𝑅(0)𝑒𝑘𝑏  (10) 

So  (0) 1R   Because when alcohol is not consumed, there is no risk 

𝑅 𝑏 = 𝑒𝑘𝑏  

To find the value of the constant k, it is found that when the level of alcohol is in the blood  

20 = 𝑒0.14𝑘  

𝑘 =
ln⁡(20)

0.14
= 21.4 (11) 

If we want to find the percentage of alcohol that leads to a certain risk 

𝑏 =
ln⁡(𝑅 𝑏 )

𝑘
=

ln⁡(𝑅 𝑏 )

21.4
 (12) 

and the results are :  

b25=0.1504 

b50=0.1828 

b75=0.2018 

b100=0.2152 

 

 

Table 1. Percentages of alcohol that lead to certain risk ratios 

Alcohol percentage 

(%) 
0.1504 0.1828 0.2018 0.2152 

Severity (%) 25 50 75 100 

Therefore, according to this model, when the percentage of alcohol is about 22.0%, the risk 

ratio is 100% [14]. 

 

4    Results of Training Algorithm 

In this part of the research we write the results of the learned artificial neural network and 

a comparison with the results of the exact solution, and as shown in the following table and 

drawings (4,3 and 5) as drawing (3) illustrates the comparison between the controlled solu-

tion and the solution resulting from the artificial neural network education, and the drawing 

(4) The percentage of risk after teaching the artificial neural networks, and the drawing (5) 
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shows the square error rate resulting from training the artificial neural network, and the 

problem was programmed using Matlab 2009 Edition. 

 

Table 2. Results of training algorithm and modeling 

Severity (%) The percentage of alcohol in 

the human body 

The percentage of alcohol after 

training the network for the algo-

rithm 

10 0.1076 0.1076 

20 0.13999 0.13999 

30 0.15893 0.15892 

40 0.17238 0.17239 

50 0.1828 0.18281 

60 0.19132 0.19131 

70 0.19853 0.19854 

80 0.20477 0.20476 

90 0.21027 0.21027 

100 0.21519 0.2152 

 

 

Figure 2. Comparison of Model and Neural Network Approximation 
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Figure 3. The Risk Ratio after Learning Artificial Neural Networks 

 

Figure 4. The Square Error Rate for Marking The Network 

 

5   Conclusions 

We conclude from the practical results of this research that the artificial neural network 

with feeding has the ability to predict the risk of car accidents due to alcohol consumption 

with high accuracy and efficiency, and we also developed the conjugate gradient 

algorithm to improve the results of the neural network, we can train this neural network to 

solve other types of problems such as classification problems and regression. 
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