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Abstract 

In this study, ground state binding energy of heavy hole magneto exciton in GaAs/In0.47Ga 

0.53As cylindrical quantum well wires (CQWWs) were calculated using variational technique 

depending on wire size and external parameters. We can briefly state the change of binding 

energy with hydrostatic pressure, temperature, wire radius and external magnetic field strength 

as follows. With increasing temperature for constant pressure and magnetic field, the exciton 

binding energy decreases slightly. On the other hand, increasing magnetic field strength and 

pressure increase the binding energy as the particle's quantum confinement effects increase. 

To interpret these results, we examined pressure and temperature changes of barrier heights, 

effective masses, wire radius, dielectric constant, and band offsets. Conduction and valence 

band offset increase by 37% with pressure, while band offsets decrease by -1.55% with 

temperature. These differences in values are directly due to the difference in pressure and 
temperature coefficients of the prohibited band gaps of GalnAs and InAs. These variations in 

binding energy, as well as in electron and hole energies, depending on structure parameters 

and external parameters provide a prediction to produce adjustable semiconductor devices. 

Article info 

History: 

Received: 01.02.2021 

Accepted: 26.04.2021 

Keywords: 

Quantum Wires; 

Exciton Binding 

Energy; III-IV 

Semiconductor 

 

    

1. Introduction 

Studying electron behavior trapped in one-dimensional 

structures is interesting in terms of solid-state physics 

and device applications. It is known that quantum well 

wires (QWWs) structures are used to improve the 
performance of lasers and nonlinear devices and in new 

optoelectronic device designs. Advances in crystal 

growth techniques have allowed the physical 
realization of semiconductor one dimensional (1D) 

QWWs structures on nanometer scale. The 

determination of the Coulombic interaction term, 
which consists of a confinement of electrons and holes 

in one-dimensional quantum wires, is very important 

since it gives information about the optical properties 

of the structure. Since the particle motion in QWWs 
structures is free in one dimension, the exciton binding 

energy and exciton oscillator size increase 

considerably compared to quantum well (QW) 
structures where particle since the QWWs particle is 

confined in two dimensions, it can be said that the 

exciton binding energy increases significantly 

compared to QW structures where the particle motion 
is restricted in one dimension [1]. These 

semiconductors materials have an important place in 

device applications. For this reason, both exciton and 

impurity levels have an important place in determining 

their optical properties. 

The electron hole pair connected to each other by the 

Coulomb interaction is called an exciton. Numerous 
experimental and theoretical studies have been carried 

out showing that the confinement effects of excitonic 

levels in low-dimensional structures change with 
applied external fields, hydrostatic pressure, and 

temperature, and excitonic levels in low-dimensional 

structures have contributed to optoelectronic device 

designs [2-6].  

Since the symmetry of the system in an external 

electric and magnetic field decreases, level divisions 

and new transitions are seen in the spectrum of the 
exciton. In addition, the ionization and stabilization of 

exciton states originating from new fields, the 

formation of diamagnetic bands and the like are 
observed in the energy spectrum. The effects of 

external fields on low dimensional structures have 

been studied extensively [7-12]. 

Similar to the external magnetic field, hydrostatic 
pressure and temperature applied to nano structures are 

external parameters that change the properties of low-

dimensional systems. For example, depending on the 
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direction of the magnetic field, another electronic 

confinement occurs in addition to the spatial 

confinement. Therefore, new electronic properties 
arise depending on the magnetic field. Since the band 

gap of the material can be changed by changing these 

external parameters applied to optoelectronic devices, 

the semiconductor properties are also changed.  

It is an important effect that changes the electronic 

properties of semiconductors at hydrostatic pressure, 
such as external fields. Since the pressure changes the 

lattice parameters and therefore the average distance 

between electrons and holes, the forbidden band gap 

and the periodic potential of the structure change with 
the applied pressure. Similarly, it alters the electronic 

structure of the semiconductor with temperature. For 

these reasons, pressure and temperature effects have 
been studied. The observed temperature-dependent 

energy range is consistent with the empirical Varshni 

equation [13]. For these reasons, it has been the focus 
of attention to examine the properties of GaAs/GaAlAs 

and GaAs/ InGaAs semiconductors to these external 

parameters [14].  

Structures consisting of InxGa1-xAs ternary compound 
grown on GaAs substrate are of great interest due to 

their applications in micro and optoelectronics. InxGa1-

xAs is a ternary semiconductor compound with direct 
bandwidths ranging from 0.36 eV to 1.42 eV [15-18]. 

Some application areas of this semiconductor 

compound are light emitting diodes (LEDs), laser 

diodes (LDs) [19-22], quantum well infrared photo 
detectors (QWIP) [23, 24], high electron mobility 

transistor (HEMT) devices [25], as well as medium to 

mid-infrared light sources [26]. Characterization 

studies for these materials date back to 1978 [27, 28]. 

Since the lattice constants of GaAs, InP and d InAs are 

5.65, 5.86, and 6.05 Å, respectively, the ability to grow 
thick, high-quality epitaxial layers of InxGa1-xAs on a 

GaAs, InP, or InAs substrate is very limited due to 

lattice mismatch except for a specific composition. For 

example, only In0.53Ga0.47As lattice matches to InP, and 

thus very good quality thick films of this composition 

can be grown on InP [29-31].  

One-dimensional nanostructures have great potential 

not only for basic research materials due to their unique 
structural and physical properties relative to their ingot 

structures, but also for future technological 

applications. The one-dimensional motion of the 
particle in CQWWs lasers results in improved static 

and dynamic laser performance. The very low 

threshold current seen in these lasers will be useful for 

optoelectronic device and signal applications. With 
this motivation, the aim of this study is to investigate 

the effect of magnetic field, hydrostatic pressure, 

temperature, and wire radius on the binding energy of 
exciton levels in GaAs/In0.47 Ga0.53As one dimensional 

QWWs. Variational method and effective mass 

approach were used in these calculations. 
 

2. Materials and Methods 

The Hamilton equation of the exciton under the 
magnetic field applied in the z direction, which is the 

growth direction of the hetero structure, is defined as 

in Eq. 1. The solution is made under the variational 

technique and effective mass approach, considering the 
changes under pressure and temperature [32]. 

Theoretical calculations also use cylindrical gauge 

�⃗�𝑒(ℎ)(𝑟) = (�⃗⃗� × 𝑟)/2, and parabolic band 

approaches. Here the symbol e represents the electron, 
and the symbol h indicates the hole. 

𝐻 =
1

2𝑚𝑒
∗(𝑃,𝑇)

(�⃗⃗�𝑒 +
𝑒

𝑐
�⃗�𝑒)

2

+
1

2𝑚ℎ
∗ (𝑃,𝑇)

(�⃗⃗�ℎ −
𝑒

𝑐
�⃗�ℎ)

2

  

      +𝑉𝑒(𝑒 , 𝑃, 𝑇) + 𝑉ℎ(ℎ , 𝑃, 𝑇)–
𝑒2

(𝑃,𝑇)|r⃗⃗|
        (1)        

Where |r⃗| = |𝑟𝑒 − 𝑟ℎ|  the relative is coordinate, �⃗⃗�𝑒 and 

𝑚𝑒
∗(𝑃, 𝑇)define the momentum operator and the 

effective mass of the electron, respectively, while 

�⃗⃗�ℎ and 𝑚ℎ
∗ (𝑃, 𝑇) are the momentum operator and the 

effective mass of the hole depending on pressure and 

temperature, respectively.  (𝑃, 𝑇)is the dielectric 

constant and 𝑉𝑒(ℎ) (𝑒(ℎ), 𝑃, 𝑇) is the confining 

potentials, defined as [33] 

𝑉𝑒(ℎ)(𝜌𝑒(ℎ), 𝑃, 𝑇) = {
𝑉0𝑒(ℎ)( 𝑃, 𝑇) 𝜌𝑒(ℎ) ≥ 𝑅(𝑃)

0,      𝜌𝑒(ℎ) < 𝑅(𝑃)                                                            
   (2)                                         

Where R(P) is the wire radius of CQWWs, 𝑉0𝑒( 𝑃, 𝑇) 
is the conduction band offset, 𝑉0ℎ( 𝑃, 𝑇)is the valans 

band offset. Band offsets of the GaAs/In0.47Ga0.53As 
heterostructure for the conduction and valence band, 

70% (30%) of the total band gap difference is taken as 

[34]. Schematic representation of the cylindrical 

quantum wire in Fig. 1 (a), in Fig.1 (b), the potential 
profile consisting of the sum of the parabolic 

confinement caused by the magnetic field and the 

spatial confinement is shown. 
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Figure 1. (a) Schematic representation of a cylindrical quantum wire (b) Spatial and parabolic confinement potential for 

P=0 GPa, T=300 K, B = 200 kG.   

Pressure dependence of wire radius it can be derived 
from fractional change in volüme  

(∆𝑉/𝑉0 = (−3𝑃(𝑆11 + 𝑆12)) due to change in 
hydrostatic pressure is given by [35],  

𝑅(𝑃) = 𝑅(0)[1 − 3𝑃(𝑆11 + 2𝑆12)]
1/2  (3) 

R (0) is the original wire radius at P = 0 GPa. Here, 

𝑆11and 𝑆12are elastic constants. It can be defined as 
|r⃗| in the Hamiltonian equation. 

|r⃗| = |𝑟𝑒 − 𝑟ℎ| =

 √𝜌𝑒
2 + 

ℎ
2 − 2

𝑒

ℎ
cos(

𝑒
− 

ℎ
) + (𝑧𝑒 − 𝑧ℎ)

2     (4) 

Since the difference between the effective mass and 
dielectric constants, which are among the parameters 

changing due to temperature and pressure, is very 

small, the values of GaAs semiconductor were used in 
the calculations of GaAs and GaInAs. Parameter 

values of GaAs were used in calculations [𝑚𝑒
∗ =0.0665 

m0, 𝑚ℎ
∗  =0.134 m0, m0 is the free electron mass, 

and  = 12.4] [36]. It is given as the electron mass 

depending on external parameters. 

𝑚𝑒
∗(𝑃, 𝑇) = [1 + 𝐸𝑃

Γ (
2

𝐸𝑔
Γ(𝑃,𝑇)

+
1

𝐸𝑔
Γ(𝑃,𝑇)+0.341

)]
−1

𝑚0      (5)          

Where 𝐸𝑃
Γ = 7.51 𝑒𝑉. We used the isotropic heavy 

hole mass here. For a heavy hole, the effective mass 

depends solely on hydrostatic pressure and is given by 

𝑚ℎ
∗ (𝑃) = [0.134 + (𝑎2𝑃 + 𝑎3𝑃

2)]𝑚𝑜  (6) 

where 𝑎2 = −0.1 × 10
−2 GPa-1 and 𝑎3 = 5.5 ×

10−4 GPa-2. The heavy hole isotropic hole mass is 

calculated from 

(𝑚ℎ
∗ )−1 = (

2

3
) (𝑚ℎ

∗ (𝑥, 𝑦))
−1
+ (

1

3
) (𝑚ℎ

∗ (𝑧))
−1

  (7) 

 

𝜀(𝑃, 𝑇) is defined by [36] 
 

𝜀(𝑃, 𝑇) =

{
12.74 e−1.67∗10

−2𝑃 𝑒9.4∗10
−5(𝑇−75.6) , 𝑇 ≤ 200𝐾

13.18 𝑒−1.73∗10
−2𝑃 𝑒20.4∗10

−5(𝑇−300) , 𝑇 > 200𝐾
   (8) 

𝐸𝑔
Γ(𝑃, 𝑇) , temperature, pressure dependent band gap 

at Γ points is given by  

 

𝐸𝑔
Γ(𝑃, 𝑇) = 𝐸𝑔

0 + 𝛼𝑃 − 𝛽𝑇2(𝑇 + 𝑐)−1        (9) 

 

Where 𝐸𝑔
0 r is the forbidden band gap at room 

temperature without pressure,  𝐸𝑔
0
(𝐺𝑎𝐴𝑠)

= 1.52 𝑒𝑉, 

 𝐸𝑔
0
(𝐼𝑛𝐴𝑠)

= 0.42 𝑒𝑉, 𝛼 is the pressure 

coefficient  𝛼(𝐺𝑎𝐴𝑠) = 10.8𝑥10
−2𝑒𝑉/GPa,  𝛼(𝐼𝑛𝐴𝑠) =

7.7𝑥10−2𝑒𝑉/𝐺𝑃𝑎), 𝛽 and c are temperature 

coefficients, 𝛽(𝐺𝑎𝐴𝑠) = 5.405𝑥10
−4𝑒𝑉/𝐾 , 𝛽(𝐼𝑛𝐴𝑠) =

4.19𝑥10−4𝑒𝑉/𝐾) and 𝑐(𝐺𝑎𝐴𝑠) =204 K, 𝑐(𝐼𝑛𝐴𝑠)=271 K 

[37, 38]. 

The band gap 𝐸𝑔 (𝑃, 𝑇) equation for the InxGa1-xAs 

compound can be written as follows [39]. 

 

𝐸𝑔
𝐺𝑎𝐼𝑛𝐴𝑠(𝑃, 𝑇) = 𝐸𝑔

𝐺𝑎𝐴𝑠(𝑃, 𝑇) + [𝐸𝑔
𝐼𝑛𝐴𝑠(𝑃, 𝑇) −

                              𝐸𝑔
𝐺𝑎𝐴𝑠(𝑃, 𝑇)]𝑥 − 0.475𝑥(1 − 𝑥) (10) 

The Hamiltonian eigenfunctions in the absence of the 

interaction term are defined by 

confluent hypergeometric functions. In the wave 
function equation, while N is the normalization 

constant, ( 𝐹11 (−𝑎01, 1, 𝜉) and 𝑈(−𝑎01
′ , 1, 𝜉) are 

hypergeometric functions that describe the particle in 
the InGaAs material within the GaAs material, 
respectively. 


1
(𝑟𝑒 , 𝑟ℎ) 
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=

{
 
 
 
 

 
 
 
 

Nexp (−
𝑒+ℎ

2
) 𝐹1(1 − 𝑎𝑜1(𝑒), 1, 𝑅(𝑒)) 𝐹1(1 − 𝑎𝑜1(ℎ), 1, 𝑅(ℎ))                              𝑒(ℎ) ≤ 𝑅(𝑃)

𝑁
𝐹1(1 −𝑎𝑜1(𝑒),1,𝑅(𝑒))

𝑈(−𝑎𝑜1(𝑒)
′ ,1,𝑅(𝑒))

exp (−
𝑒+ℎ

2
)𝑈(−𝑎𝑜1(𝑒)

′ , 1, 
𝑒
) 𝐹1(1 − 𝑎𝑜1(ℎ), 1, ℎ)     𝑒 > 𝑅(𝑃) 𝑎𝑛𝑑  ℎ ≤ 𝑅(𝑃)

𝑁
𝐹1(1 −𝑎𝑜1(ℎ),1,𝑅(ℎ))

𝑈(−𝑎𝑜1(ℎ)
′ ,1,𝑅(ℎ))

exp (−
𝑒+ℎ

2
) 𝐹1(1 − 𝑎𝑜1(𝑒)

′ , 1, 
𝑒
) 𝐹1(1 − 𝑎𝑜1(ℎ), 1, ℎ)     𝑒 ≤ 𝑅(𝑃) 𝑎𝑛𝑑  ℎ > 𝑅(𝑃)

𝑁
𝐹1(1 −𝑎𝑜1(𝑒),1,𝑅(𝑒))

𝑈(−𝑎𝑜1(𝑒)
′ ,1,𝑅(𝑒))

𝐹1(1 −𝑎𝑜1(ℎ),1,𝑅(ℎ))

𝑈(−𝑎𝑜1(ℎ)
′ ,1,𝑅(ℎ))

exp (−
𝑒+ℎ

2
)𝑈(−𝑎𝑜1(𝑒)

′ , 1, 
𝑒
) 𝐹1(1 − 𝑎𝑜1(ℎ), 1, ℎ),     𝑒(ℎ) > 𝑅(𝑃)

       (11) 

 

Here the cyclotron radius 𝛼𝑐[𝑒(ℎ)] is defined by 

𝛼𝑐[𝑒(ℎ)] = (√𝜌𝑒(ℎ)
2 𝜇𝑒(ℎ)𝜔𝑐[𝑒(ℎ)]⁄ ) while the variable 

𝜉𝑒(ℎ) is defined by 𝜉𝑒(ℎ) = (𝜌𝑒(ℎ)
2 /2𝛼𝑐 [𝑒(ℎ)]

2 ). Where 

𝜔𝑐[𝑒(ℎ)] is the cyclotron frequency, µ defines the 

reduced mass, 𝜔𝑐[𝑒(ℎ)] is defined by 𝜔𝑐[𝑒(ℎ)] =

(𝑒𝐵 𝑚𝑒(ℎ) 
∗ )⁄  and µ is defined by µ =

(𝑚𝑒 
∗𝑚ℎ 

∗ 𝑚𝑒 
∗ +𝑚ℎ 

∗ )⁄  . Here 𝑎01 and 𝑎01
′  are 

eigenvalues inside and outside the wire radius, 
respectively, and these eigenvalues can be found by 

applying the boundary condition 𝜌e(h) = R to wave 

functions and their derivatives in the Eq. 11. The 

Hamiltonian's solution in Eq. 1 is given as the product 
of the term containing the variational function and the 

radial solutions, considering the exciton term [40]. N1 

is the normalization constant 

(𝑟𝑒 , 𝑟ℎ) = N11(𝑟𝑒 , 𝑟ℎ) exp(−|𝑟𝑒 − 𝑟ℎ|)   (12) 

We can calculate the exciton binding energy in 

CQWWs from the difference in energy between the 
state where there is no columbic term and the state of 

interaction. The energies are scaled to the Rydberg 

constant, the Bohr radius in lengths (scaled with 

Rydberg constant for P=0,  𝑅𝐵 =
(  𝜇𝑒4 𝜖0

2ħ2⁄ ) (3.5 meV in GaAs) and Bohr 

radius,  𝑎𝐵 = (𝜖0ħ
2 𝜇𝑒2⁄ ) (155Å in GaAs)). Binding 

energy is given by 𝐸𝑏(𝑅, 𝐵, 𝑃, 𝑇) [40], 

𝐸𝑏(𝑅, 𝐵, 𝑃, 𝑇) =  𝐸𝑒1 + 𝐸ℎℎ1 −𝑚𝑖𝑛𝜆⟨ψ|�̂�|ψ⟩    (13) 

Where 𝐸𝑒1  and 𝐸ℎℎ1 are magnetoelectric band 

energies. 𝑚𝑖𝑛𝜆⟨ψ|�̂�|ψ⟩ is the minimized value of 

⟨ψ|�̂�|ψ⟩ with respect to 𝜆. 

3. Results and Discussion 

The change of the heavy hole exciton binding energy 
in CQWWs consisting of GaAs-InGaAs 

heterostructure for different pressure values at room 

temperature and in the absence of magnetic field, 
depending on the wire size is given by Fig. 2. In 

numerical calculations, in concentration is x = 0.47, 

𝑉𝑜𝑒=124.13, 𝑉𝑜ℎ=53.19 meV and µ=0.0447𝑚𝑜[40]. 

For all pressure values, we see that the binding energy 
decreases as the wire radius increases. This is in line 

with our expectations, because as the wire radius 

increases the spatial limitation on the particle 
decreases. In this case, we find the probability density 

of the particle at any value of the large wire radius. It 

is clearly seen in Fig. 3 (a). Since the electron and the 
hole move closer together as the wire radius decreases, 

with decreasing wire radius the binding energy 

increases until a certain maximum value is reached. 

Particles of maximum value are closest to each other. 
As can be seen from the Fig. 3 (b). With the wire radius 

decreasing after this maximum value, the binding 

energy rapidly decreases to the characteristic bulk 
value of the GaAs. The correctness of this statement is 

shown in Fig. 3 (c). 
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Figure 2. Exciton ground state binding energy for various hydrostatic pressure values 

In addition, another point that draws attention is that 
the pressure value increases, and the maximum binding 

energy occurs at smaller wire radii. This is in line with 

our expectation, as the exciton Bohr radius decreases 
with increasing pressure. The changes in Fig. 2, where 

we interpret the increase and decrease of the binding 

energies depending on the size of CQWWs, can be 

corrected by the exciton probability distributions 
plotted at room temperature P = 10 GPa for a certain 

wire size in Fig. 3 (a), Fig. 3 (b) and Fig. 3 (c), 
respectively. 

 

Figure 3. Probability distribution of the heavy hole exciton in the CQWWs on the wire size for (a) R=1 aB (b) R=0.16 aB 

(c) R=0.1 aB.  
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For the wire radius for R =1 aB, the electron and the 

hole may not be close to each other as the spatial 

confinement is weakened. For this reason, the binding 
energy is expected to decrease in large wire radii. (Fig. 

3 (a)). In the case of R = 0.16aB, the spatial 

confinement effect is strong, and the particles are 
closest to each other, so the binding energy is highest 

(Fig. 3 (b)). Particles from the wire size of R = 0.1aB 

are very energetic and the quantum encirclement effect 
is very reduced, so the particles appear to leak out of 

the wire and the binding energy decreases again (Fig. 

3 (c)).  

In addition, as can be seen from Fig. 2, as the pressure 
increases at all wire radius values, the binding energy 

also increases. To illustrate this situation better, we 

have given the parameter change of the structure 

according to the pressure for T = 300 K, B=0 kG and 

R=0.2 aB in Table 1. This can be understood from the 
fact that as the pressure increases, the values of R(P) 

and € (P, T) decrease, while the confinement potential, 

electron effective mass and hole effective mass 
increase. When the pressure is changed from 0 GPa to 

10 GPa, the increase in potential heights is 0.37%, 

while the decrease in the wire radius is-0.10%.  
In this case, as the encircling effects on the particles 

increase, it is seen that the magnetoelectronic binding 

energy increases depending on the pressure. Table 2 

shows the change of parameters with temperature for P 
= 0 GPa, B = 0 kG and R = 0.2 aB. In this table, 

potential heights are given in meV.

 

   Table 1. Change of CQWWs parameters with hydrostatic pressure 

P(GPa) 𝜀 
𝜀  
% 

R(P)/aB 
R(P)/aB 

% 
me/m0  me/m0 

 % 
 mhh/m0 

mh/m0 
% 

Voe 
Voe 
% 

Voh 
Voh 
% 

 
0 
 

13.18 0.00% 0.20 0.00% 0.067  0.00%  0.134 0.00% 124.13 0.00% 53.19 0.00% 

 
5 
 

12.08 
-

0.22% 
0.19 -0.05% 0.087  

-
1.49% 

 0.143 0.067% 146.98 0.18% 62.99 0.18% 

 
10 
 

11.08 
-

0.44% 
0.18 -0.10% 

0. 
110 

 
-

1.49% 
 0.180 0.34% 169.83 0.37% 72.78 0.37% 

 

   Table 2. Change of CQWWs parameters with temperature 

T(K) 𝜀 
𝜀  
% 

me/m0 
 me/m0  

% 
 Voe 

Voe 
% 

Voh 
Voh 
% 

0 
 
 

12.39 0.00% 0.067 
 

0.00%  126.08 0.00% 54.03 0.00% 

50 
 

 

12.52 0.22% 0.066 
 

-1.49%  126.00 -0.06% 54.00 -0.06% 

100 
 
 

12.65 0.44% 0.066 
 

-1.49%  125.77 -0.24% 53.90 -0.24% 

150 

 
 

12.78 0.67% 0.066 

 

-1.49%  125.47 -0.48% 53.77 -0.48% 

200 
 
 

12.91 1.04% 0.065 
 

-2.98%  125.07 -0.80% 53.60 -0.78% 

250 

 
 

13.04 1.55% 0.064 

 

-4.47%  124.62 -1.15% 53.41 -1.15% 

300 
 

13.18 2.07% 0.063 
 

-5.97%  124.13 -1.55% 53.19 -1.55% 

 

With increasing temperature, we would expect the 

binding energy to decrease because with temperature, 

the effective mass and confinement potential decrease 
while the dielectric constant increases. However, as 

can be seen from Table 2, these change percentages are 

very low. So, the temperature changes do not affect the 
binding energy. However, increasing dielectric 

constant (weaker coulombic interaction) and 
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decreasing potential height (less confinement) and 

effective mass (higher mobility) all contribute to a 

decrease in binding energy show that the temperature 
effect is negligible, we plotted the variation of the bond 

energy with temperature at the wire radius R = 0.3 aB. 

 

Figure 4. Change of binding energy with temperature at 

wire radius R (0) = 0.3 aB 

As can be seen from Fig. 4, the percentage change in 

binding energy in this temperature range is even less 
than 1.15 percent. To see the percentage changes in 

Table 1 and Table 2 more clearly, in Fig. 5 (a) and Fig. 

5 (b), the effective masses, potential heights for the 
electron and hole, the wire radius and dielectric 

constant versus P and T versus the total we showed the 
percentage changes. 
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Figure 5. Percentage change of changing parameters with 

pressure and temperature in GaAs / InGaAs CQWWs (a) 

vs P (b) vs T  

Lines with triangle symbols show the percentage 

change with pressure (Fig. 5 (a)), while the lines with 
circle symbols show the percentage changes of 

parameters (Fig. 5 (b)) depending on the temperature. 

It is seen that the change with temperature is much less 
than the change with pressure. It can be seen from Fig. 

5 (b) that the system is very stable under temperature 

changes. However, Fig. 5 (a) shows that the change of 
the parameters of the system with pressure is much 

more than the temperature. Fig. 6 shows how binding 

energy is affected by the magnetic field at P = 0 GPa 

and T = 300 K. 

 

Figure 6. Radius variation of binding energy for different 

magnetic field sizes 

In general, it is seen that the binding energy increases 

with the increase of magnetic field strength. As the 

wire radius increases (R ≥ 0.5 aB) the spatial envelope 
decreases and the magnetic envelope is effective on the 

exciton. In the range of 0.22 aB <R <0.5 aB for any 

magnetic field strength, the exciton binding energy 
begins to increase with decreasing wire radius from the 

bulk value of InGaAs until it reaches a maximum 

(a) 

(b) 
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value. In this radius range spatial confinement 

dominates the binding energy. Finally, the bulk value 

of (GaAs) drops sharply after reaching a maximum 

point. This value is approximately 2.23 RB [38]. 

Conclusions 

In this study, we calculated the change of exciton 

binding energy in GaAs / In0.47Ga0.53As CQWWs 

depending on external parameters such as magnetic 
field, temperature and hydrostatic pressure and wire 

size. As the wire radius decreases, the bonding energy 

starts to increase and after reaching a maximum value, 
it decreases until the ingot GaAs value. The variation 

of the ground state binding energy depending on 

external parameters can be summarized as follows. 

Heavy hole exciton binding energy, depending on 
hydrostatic pressure and magnetic field. We have seen 

that due to the increasing hydrostatic pressure and 

magnetic field, the heavy hole exciton binding energy 
increases in accordance with the literature. The 

hydrostatic pressure effect is weaker at large wire 

radius values. With the increasing temperature under 
constant pressure and magnetic field, the bonding 

energy decreases, albeit a little. However, since the 

temperature-related decrease in the 0-300 K range is 

below 1.15 percent, we can say that the bonding energy 

almost does not change with temperature. 
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