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 Abstract  
In the present paper, we introduce a new kind of convergence, called the statistical relative 

uniform convergence, for a double sequence of functions at a point, where the relative uniform 

convergence of the set of the neighborhoods of the given point is considered. By the use of the 

statistical relative uniform convergence, we investigate a Korovkin type approximation 

theorem which makes the proposed method stronger than the ones studied before. After that, 

we give an example using this new type of convergence. We also study the rate of convergence 

of the proposed convergence. 
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1. Introduction  

It is well-known that the first definition of statistical convergence was given by Fast [1] and Steinhaus [2], 

independently. It is more general than the ordinary convergence. The statistical convergence in approximation 

theory was first used by Gadjiev and Orhan [3] to prove the Korovkin-type approximation theorem [4]. The 

studies and related results can be found in [5-8]. 

Moore [9] was the first who introduced the notion of relative uniform convergence of a sequence of functions. 

Later on, Chittenden [10] gave a detailed definition of this convergence (which is equivalent to Moore's 

definition). Recently, Demirci and Orhan [11] defined a new type of statistical convergence by using this 

convergence and they presented its applications to Korovkin type approximation. For more details on these types 

of convergences and their applications, we refer to [12-17]. 

Another interesting type of convergence is the uniform convergence of a sequence of functions at a point [18]. 

More recently, Demirci et al. [19] extended this type of convergence to relative uniform convergence of a 

sequence of functions at a point where the set of the neighborhoods of the point at which relative uniform 

convergence is considered (see, e.g., [20, 21]). 

Our focus of the present work is to generalize the concept of statistical convergence using relative uniform 

convergence at a point. For this purpose, we first define the concept of statistical relative uniform convergence 

of double sequences of functions at a point and we give some examples, showing that our results are strict 

generalization of the corresponding classical ones. We also establish some important approximation results.  

 

2. Preliminaries 

The idea of uniform convergence of a sequence of functions at a point was defined by J. Klippert and G. Williams 

in [18]. This type of convergence is a stronger method than the well known uniform convergence. Recently, 

Demirci et al. [19] gave the notion of relative uniform convergence of a sequence of functions at a point and they 

proved the Korovkin type approximation theorems. Now we recall these interesting types of convergences: 

Definition 2.1 [18] Suppose that (𝑓𝑗) is a sequence of real functions defined on 𝐺 ⊂ ℝ. Let 𝑢0 ∈ 𝐺. We say that 

(𝑓𝑗) converges uniformly at the point 𝑢0 to 𝑓: 𝐺 → ℝ provided that for every 𝜀 > 0, there exist 𝛿 > 0 and 𝐽 ∈ ℕ 

such that for every 𝑗 ≥ 𝐽, if |𝑢 − 𝑢0| < 𝛿, then |𝑓𝑗(𝑢) − 𝑓(𝑢)| < 𝜀. 
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Definition 2.2 [19] Let (𝑓𝑗) be a sequence of real functions defined on 𝐺 and 𝑢0 ∈ 𝐺. We say that (𝑓𝑗) converges 

relatively uniformly at the point 𝑢0 to 𝑓: 𝐺 → ℝ with respect to the scale function 𝜎(𝑢), |𝜎(𝑢)| ≠ 0, if for every 

𝜀 > 0, there exist 𝛿 > 0 and 𝐽 ∈ ℕ such that for every 𝑗 ≥ 𝐽, if |𝑢 − 𝑢0| < 𝛿, then 

|𝑓𝑗(𝑢) − 𝑓(𝑢)| < 𝜀|𝜎(𝑢)|. 

More recently, Dirik et al. [21] introduced the uniform convergence of a sequence of functions at a point for 

double sequences. Before this definition, we first give the following: 

A double sequence 𝑢 = (𝑢𝑖𝑗) is said to be convergent in Pringsheim's sense iff for every 𝜀 > 0, there exists 𝐽 =

𝐽(𝜀) ∈ ℕ such that |𝑢𝑖𝑗 − 𝐿| < 𝜀 whenever 𝑖, 𝑗 > 𝐽. Then, 𝐿 is called the Pringsheim limit of 𝑢 and is denoted by 

𝑃 − lim
𝑖,𝑗→∞

𝑢𝑖𝑗 = 𝐿 (see [22]). In this case, we say that 𝑢 is " 𝑃 −convergent to 𝐿 ". Also, if there exists a positive 

number 𝐼 such that |𝑢𝑖𝑗| ≤ 𝐼 for all (𝑖, 𝑗) ∈ ℕ2 = ℕ × ℕ, then u is said to be bounded. It is important to say that 

a convergent double sequence need not be bounded but it is necessary to be bounded for a convergent single 

sequence. 

Definition 2.3 [21] Suppose that (𝑓𝑖𝑗) is a double sequence of real functions defined on 𝐺2 ⊂ ℝ2. Let (𝑢0, 𝑣0) ∈

𝐺2. We say that (𝑓𝑖𝑗) converges uniformly at the point (𝑢0, 𝑣0) to 𝑓: 𝐺2 → ℝ iff for every 𝜀 > 0, there are 𝛿 > 0 

and 𝐽 ∈ ℕ such that for every 𝑖, 𝑗 ≥ 𝐽, if  √(𝑢 − 𝑢0)2 + (𝑣 − 𝑣0)2 ≤ 𝛿 (or |𝑢 − 𝑢0| ≤ 𝛿 and |𝑣 − 𝑣0| ≤ 𝛿), then 

|𝑓𝑖𝑗(𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| < 𝜀. 

Example 2.1 Define 𝑔𝑖𝑗: [0,1]2 → ℝ by 

𝑔𝑖𝑗(𝑢, 𝑣) = {
𝑢2 + 𝑣2, 𝑗 𝑖𝑠 𝑎 𝑠𝑞𝑢𝑎𝑟𝑒,

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
 

We claim that (𝑔𝑖𝑗) converges uniformly to 𝑔 = 0 at (𝑢0, 𝑣0) = (0,0). Indeed, let 𝜀 > 0 be given and choose 

𝛿 = √
𝜀

2
  and 𝐽 = 1. Let 𝑖, 𝑗 ≥ 𝐽 and 𝑢, 𝑣 ∈ [0,1] with |𝑢| ≤ 𝛿, |𝑣| ≤ 𝛿. Then, 

|𝑔𝑖𝑗(𝑢, 𝑣) − 𝑔(𝑢, 𝑣)| = |𝑔𝑖𝑗(𝑢, 𝑣)| ≤ 𝑢2 + 𝑣2 ≤ 2𝛿2 = 𝜀. 

However, (𝑔𝑖𝑗) does not converge uniformly to 𝑔 = 0  on [0,1]2. 

3.   Statistical Relative Uniform Convergence At a Point 

The statistical convergence for single sequences was given in 1951 and this concept was extended to the double 

sequences by Moricz [23] in 2004 as follows: 

Let 𝐴 ⊆ ℕ2 be a two-dimensional subset of positive integers, then 𝐴𝑖𝑗  denotes the set {(𝑚, 𝑛) ∈ 𝐴: 𝑚 ≤ 𝑖, 𝑛 ≤ 𝑗} 

and |𝐴𝑖𝑗| denotes the cardinality of 𝐴𝑖𝑗. The double natural density of 𝐴 is given by 

𝛿2(𝐴): =  𝑃 − lim
𝑖,𝑗→∞

1

𝑖𝑗
|𝐴𝑖𝑗|, 

if it exists. The number sequence 𝑢 = (𝑢𝑖𝑗) is said to be statistically convergent to 𝐿 provided that for every 𝜀 >

0, the set 

𝐴 = 𝐴𝑚𝑛(𝜀): = {𝑖 ≤ 𝑚, 𝑗 ≤ 𝑛: |𝑢𝑖𝑗 − 𝐿| ≥ 𝜀} 

has natural density zero; in that case, we write 𝑠𝑡2 − lim
𝑖,𝑗→∞

𝑢𝑖𝑗 = 𝐿 (see [23]).  
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Now, we can give the following definition which is our new type of convergence: 

Definition 3.1 Let 𝐺2 ⊂ ℝ2 and suppose that (𝑓𝑖𝑗) is a double sequence of real functions defined on 𝐺2. Let 

(𝑢0, 𝑣0) ∈ 𝐺2. We say that (𝑓𝑖𝑗) converges statistically relatively uniformly at the point (𝑢0, 𝑣0) to 𝑓: 𝐺2 → ℝ 

with respect to the scale function 𝜎 iff for each 𝜀 > 0  there are 𝜂 > 0 and 𝐴 ⊆ ℕ2 with 𝛿2(𝐴) = 0 such that for 

every 𝜀 > 0   and (𝑖, 𝑗) ∈ ℕ2\𝐴, if √(𝑢 − 𝑢0)2 + (𝑣 − 𝑣0)2 ≤ 𝜂 (or |𝑢 − 𝑢0| ≤ 𝜂 and |𝑣 − 𝑣0| ≤ 𝜂), then 

|𝑓𝑖𝑗(𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| < 𝜀|𝜎(𝑢, 𝑣)|. 

Now we give the following remark that gives the relations between types of convergences. 

Remark 3.1 It can be immediately seen that if (𝑓𝑖𝑗) is statistically relatively uniformly convergent to a function 

𝑓 on 𝐺2, then (𝑓𝑖𝑗) converges statistically relatively uniformly at each point in 𝐺2. Also, observe that the 

statistical uniform convergence of a double sequence of functions at a point is the special case of statistical 

relative uniform convergence of a double sequence of functions at a point in which the scale function is a non-

zero constant. If 𝜎(𝑢, 𝑣) is bounded, then the statistical relative uniform convergence at a point implies the 

statistical uniform convergence at a point. However, the statistical relative uniform convergence at a point does 

not imply the statistical uniform convergence at a point, when 𝜎(𝑢, 𝑣) is unbounded. 

Now, we give the following example to show the effectiveness of newly proposed method: 

Example 3.1 Define ℎ𝑖𝑗: [0,1]2 → ℝ by 

ℎ𝑖𝑗(𝑢, 𝑣) = {
𝑖2𝑗𝑢2𝑣, 𝑖 = 𝑘2 𝑎𝑛𝑑 𝑗 = 𝑙2,
2𝑖2𝑗𝑢2𝑣

5+𝑖2𝑗𝑢2𝑣
, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

              (1) 

𝑘, 𝑙 = 1,2, …. We claim that (ℎ𝑖𝑗) converges statistically relatively uniformly to ℎ = 0 at (𝑢0, 𝑣0) = (0,0) to the 

scale function 

𝜎(𝑢, 𝑣) = {
1

𝑢𝑣
, (𝑢, 𝑣) ∈ ]0,1]2,

1, 𝑢 = 0 𝑜𝑟 𝑣 = 0.
              (2) 

Indeed, let 𝜀 > 0 be given and choose 𝜂 = √
𝜀

2
  and 𝐴 = {(𝑖, 𝑗): 𝑖 = 𝑘2 𝑎𝑛𝑑 𝑗 = 𝑙2, 𝑘, 𝑙 = 1,2, … }. Then 𝛿2(𝐴) =

0. Let (𝑖, 𝑗) ∈ ℕ2\𝐴 and (𝑢, 𝑣) ∈ [0,1]2 with |𝑢| ≤ 𝜂 and |𝑣| ≤ 𝜂. Then, 

|
ℎ𝑖𝑗(𝑢,𝑣)

𝜎(𝑢,𝑣)
| ≤ |

2𝑖2𝑗𝑢3𝑣2

5+𝑖2𝑗𝑢2𝑣
| ≤ 2|𝑢||𝑣| < 2𝜂2 = 𝜀. 

However, (ℎ𝑖𝑗) does not converge statistically uniformly at (0,0). Indeed, for 𝜀 =
1

5
, (𝑢, 𝑣) = (

1

𝑖
,

1

𝑗
) ∈ ]0,1]2 

with 
1

𝑖
< η, 

1

𝑗
< η and (𝑖, 𝑗) ∈ ℕ2\𝐴, we get 

2𝑖2𝑗𝑢2𝑣

5+𝑖2𝑗𝑢2𝑣
=

1

3
>

1

5
. 

Also, it is neither uniformly nor relatively uniformly convergent to ℎ = 0. 

4.   Korovkin Type Approximation 

In this section, we apply the notion of statistical relative uniform convergence of double sequences of functions 

at a point to prove a Korovkin type approximation theorem. Suppose that 𝐶(𝐺2) is the space of all functions 𝑓 

continuous on 𝐺2. We know that 𝐶(𝐺2)  is a Banach space with norm ‖𝑓‖ = sup(𝑢,𝑣)∈𝐺2|𝑓(𝑢, 𝑣)|. 
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We denote the value of 𝐿𝑖𝑗(𝑓) at a point (𝑢, 𝑣) ∈ 𝐺2 by 𝐿𝑖𝑗(𝑓(𝑠, 𝑡); 𝑢, 𝑣) or briefly, 𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) and we use the 

test functions 

𝑒0(𝑢, 𝑣) = 1, 𝑒1(𝑢, 𝑣) = 𝑢, 𝑒2(𝑢, 𝑣) = 𝑣 𝑎𝑛𝑑 𝑒3(𝑢, 𝑣) = 𝑢2 + 𝑣2. 

Theorem 4.1 [7] Suppose that (𝐿𝑖𝑗) is a double sequence of positive linear operators acting from 𝐶(𝐺2) into 

itself. Then, for all 𝑓 ∈ 𝐶(𝐺2), 

𝑠𝑡2 − lim
𝑖,𝑗→∞

‖𝐿𝑖𝑗(𝑓) − 𝑓‖ = 0 iff 

𝑠𝑡2 − lim
𝑖,𝑗→∞

‖𝐿𝑖𝑗(𝑒𝑟) − 𝑒𝑟‖ = 0, (𝑟 = 0,1,2,3). 

Now, we give the following main theorem. 

Theorem 4.2 Let (𝐿𝑖𝑗) be a double sequence of positive linear operators acting from 𝐶(𝐺2) into itself. Then 

(𝐿𝑖𝑗(𝑒𝑟)) (𝑟 = 0,1,2,3) converges statistically relatively uniformly at (𝑢0, 𝑣0) to 𝑒𝑟 with respect to the scale 

function 𝜎𝑟 iff for each 𝑓 ∈ 𝐶(𝐺2), (𝐿𝑖𝑗(𝑓)) converges statistically relatively uniformly at (𝑢0, 𝑣0) to 𝑓 with 

respect to the scale function 𝜎 where 𝜎(𝑢, 𝑣) = max{|𝜎𝑟(𝑢, 𝑣)|: 𝑟 = 0,1,2,3}, |𝜎𝑟(𝑢, 𝑣)| > 0 and |𝜎𝑟(𝑢, 𝑣)| is 

possibly unbounded, 𝑟 = 0,1,2,3. 

Proof We begin the proof of the "if" part. Our hypothesis is that (𝐿𝑖𝑗(𝑓)) converges statistically relatively 

uniformly at (𝑢0, 𝑣0) to 𝑓 for each 𝑓 ∈ 𝐶(𝐺2) with respect to the scale function 𝜎, which means that ∀𝑓 ∈ 𝐶(𝐺2), 

∀𝜀 > 0, ∃𝜂 > 0 and 𝐴 ⊆ ℕ2 with 𝛿2(𝐴) = 0 such that |𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| ≤ 𝜀|𝜎(𝑢, 𝑣)|, ∀(𝑖, 𝑗) ∈ ℕ2\𝐴 and 

√(𝑢 − 𝑢0)2 + (𝑣 − 𝑣0)2 ≤ 𝜂. Since 𝑒𝑟 ∈ 𝐶(𝐺2), 𝑟 = 0,1,2,3, if we choose 𝜀 =
𝜀∗|𝜎𝑟(𝑢,𝑣)|

𝜎(𝑢,𝑣)
, then we get ∀𝜀∗ >

0, ∃𝜂 > 0 and 𝐴 ⊆ ℕ2 such that |𝐿𝑖𝑗(𝑒𝑟; 𝑢, 𝑣) − 𝑒𝑟(𝑢, 𝑣)| ≤ 𝜀∗|𝜎𝑟(𝑢, 𝑣)|, 𝑟 = 0,1,2,3, ∀(𝑖, 𝑗) ∈ ℕ2\𝐴 and 

√(𝑢 − 𝑢0)2 + (𝑣 − 𝑣0)2 ≤ 𝜂. Now, we turn to the "only if" part. Let 𝑓 ∈ 𝐶(𝐺2)  and (𝑢, 𝑣) ∈ 𝐺2 be fixed. Let 

𝐸 = max{|𝑢|, |𝑢|2}, 𝐹 = max{|𝑣|, |𝑣|2} and 𝐻 = max{𝐸, 𝐹}. Also, by the continuity of 𝑓 on 𝐺2, we can write 
|𝑓(𝑢, 𝑣)| ≤ 𝑀. Hence, 

|𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣)| ≤ |𝑓(𝑠, 𝑡)| + |𝑓(𝑢, 𝑣)| ≤ 2𝑀. 

Moreover, since 𝑓 is uniformly continuous on 𝐺2, we write that for every 𝜀 > 0, there exists a number 𝛿 > 0 

such that |𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣)| < 𝜀 holds for all (𝑠, 𝑡) ∈ 𝐺2 satisfying √(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2 < 𝛿. Hence, we get 

|𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣)| <
𝜀

4
+

2𝑀

𝛿2
{(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2}.            (3) 

This means 

−
𝜀

4
−

2𝑀

𝛿2
{(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2} < 𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣) <

𝜀

4
+

2𝑀

𝛿2
{(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2}. 

Without loss of generality, 𝜀 can be chosen such that 0 < 𝜀 ≤ 1. By the hypothesis, for every 𝑟 = 0,1,2,3 there 

are 𝜂𝑟 > 0 and 𝐴𝑟 ⊆ ℕ2 with 𝛿2(𝐴𝑟) = 0  such that 

|𝐿𝑖𝑗(𝑒𝑟; 𝑢, 𝑣) − 𝑒𝑟(𝑢, 𝑣)| ≤ min {
𝜀

4
,

𝜀

4𝑀
,

𝜀𝛿2

56𝑀
,

𝜀𝛿2

56𝑀𝐻
} |𝜎𝑟(𝑢, 𝑣)| 
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whenever (𝑖, 𝑗) ∈ ℕ2\𝐴𝑟, |𝑢 − 𝑢0| ≤ 𝜂𝑟 and |𝑣 − 𝑣0| ≤ 𝜂𝑟. Then, we get 

|𝐿𝑖𝑗(𝑒𝑟; 𝑢, 𝑣) − 𝑒𝑟(𝑢, 𝑣)| ≤ min {
𝜀

4
,

𝜀

4𝑀
,

𝜀𝛿2

56𝑀
,

𝜀𝛿2

56𝑀𝐻
} 𝜎(𝑢, 𝑣) 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴, |𝑢 − 𝑢0| ≤ 𝜂 and |𝑣 − 𝑣0| ≤ 𝜂 where 

𝐴 = ⋃ 𝐴𝑟
3
𝑟=0  with 𝛿2(𝐴) = 0 and 𝜂 = min{𝜂𝑟: 𝑟 = 0,1,2,3}. 

We write  

𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣)

≤ |𝐿𝑖𝑗(𝑒3; 𝑢, 𝑣) − 𝑒3(𝑢, 𝑣)| + 2|𝑢||𝐿𝑖𝑗(𝑒1; 𝑢, 𝑣) − 𝑒1(𝑢, 𝑣)| + 2|𝑣||𝐿𝑖𝑗(𝑒2; 𝑢, 𝑣) − 𝑒2(𝑢, 𝑣)|

+ |𝑢2 + 𝑣2||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                             ≤
𝜀𝛿2

8𝑀
𝜎(𝑢, 𝑣) 

for (𝑖, 𝑗) ∈ ℕ2\𝐴 and (𝑢, 𝑣) ∈ 𝐺2 with |𝑢 − 𝑢0| ≤ 𝜂 and |𝑣 − 𝑣0| ≤ 𝜂. Using the linearity and the positivity of 

the operators 𝐿𝑖𝑗 and (3), we have  

|𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| ≤ |𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣)| + |𝑓(𝑢, 𝑣)||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)|   

                                                ≤ 𝐿𝑖𝑗 (
𝜀

4
+

2𝑀

𝛿2
{(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2}; 𝑢, 𝑣) + 𝑀|𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                                                =
𝜀

4
𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) +

2𝑀

𝛿2 𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣) + 𝑀|𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                                                ≤ {
𝜀

4
+ 𝑀} |𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| +

𝜀

4
+

2𝑀

𝛿2 𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣) 

                                                ≤ 𝜀𝜎(𝑢, 𝑣) 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴 and (𝑢, 𝑣) ∈ 𝐺2 with |𝑢 − 𝑢0| ≤ 𝜂 and |𝑣 − 𝑣0| ≤ 𝜂. Hence, we get the desired result. 

If one replaces the scale function by a non-zero constant, then the next result immediately follows from our main 

Korovkin type approximation theorem. 

Corollary 4.1 Let (𝐿𝑖𝑗) be a double sequence of positive linear operators acting from 𝐶(𝐺2) into itself. Then 

(𝐿𝑖𝑗(𝑒𝑟)) (𝑟 = 0,1,2,3) converges statistically uniformly at (𝑢0, 𝑣0) to 𝑒𝑟 iff for each 𝑓 ∈ 𝐶(𝐺2), (𝐿𝑖𝑗(𝑓)) 

converges statistically uniformly at (𝑢0, 𝑣0) to 𝑓. 

Also, if one replaces the statistical limit with Pringsheim limit and scale function by a non-zero constant, then 

the next result which was obtained in [21] follows from our main Korovkin type approximation theorem. 
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Corollary 4.2 [21] Let (𝐿𝑖𝑗) be a double sequence of positive linear operators acting from 𝐶(𝐺2) into itself. 

Then (𝐿𝑖𝑗(𝑒𝑟)) (𝑟 = 0,1,2,3) converges uniformly at (𝑢0, 𝑣0) to 𝑒𝑟 iff for each 𝑓 ∈ 𝐶(𝐺2), (𝐿𝑖𝑗(𝑓)) converges 

uniformly at (𝑢0, 𝑣0) to 𝑓. 

5.   An application 

In this section, we deal with an example that shows our main Korovkin type approximation theorem is stronger 

than the corresponding classical ones. 

Example 5.1 Let 𝐺2 = [0,1]2. Consider the following Bernstein operators [24] given by 

𝐵𝑖𝑗(𝑓; 𝑢, 𝑣) = ∑ ∑ 𝑓 (
𝑘

𝑖
,

𝑙

𝑗
) (

𝑖
𝑘

) (
𝑗
𝑙
)

𝑗
𝑙=0

𝑖
𝑘=0 𝑢𝑘(1 − 𝑢)𝑖−𝑘𝑣𝑙(1 − 𝑣)𝑗−𝑙         (4) 

where (𝑢, 𝑣) ∈ 𝐺2, 𝑓 ∈ 𝐶(𝐺2). Using these polynomials, we introduce the following positive linear operators on 

𝐶(𝐺2): 

𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) 𝐵𝑖𝑗(𝑓; 𝑢, 𝑣)            (5) 

where ℎ𝑖𝑗(𝑢, 𝑣) is given by (3.1). Now, observe that 

𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) 𝑒0(𝑢, 𝑣), 𝐿𝑖𝑗(𝑒1; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) 𝑒1(𝑢, 𝑣), 

𝐿𝑖𝑗(𝑒2; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) 𝑒2(𝑢, 𝑣), 𝐿𝑖𝑗(𝑒3; 𝑢, 𝑣) = (1 + ℎ𝑖𝑗(𝑢, 𝑣)) [𝑒3(𝑢, 𝑣) +
𝑢−𝑢2

𝑖
+

𝑣−𝑣2

𝑗
]. 

Now we claim that (𝐿𝑖𝑗(𝑒𝑟)) converges statistically uniformly to 𝑒𝑟 at (𝑢0, 𝑣0) = (0,0) to the scale function 

𝜎𝑟 ≔ 𝜎 which is given by (3.2) (𝑟 = 0,1,2,3). Let 𝜀 > 0 be given and 𝐴𝑟 ≔ 𝐴 = {(𝑖, 𝑗): 𝑖 = 𝑘2 𝑎𝑛𝑑 𝑗 = 𝑙2, 𝑘, 𝑙 =
1,2, … }, then 𝛿2(𝐴𝑟) = 0 (𝑟 = 0,1,2,3).  

Now, let (𝑖, 𝑗) ∈ ℕ2\𝐴0 and (𝑢, 𝑣) ∈ [0,1]2 with |𝑢| ≤ 𝜂0 and |𝑣| ≤ 𝜂0 where 𝜂0 = √
𝜀

2
 . Then, 

|
𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)

𝜎0(𝑢, 𝑣)
| = |

ℎ𝑖𝑗(𝑢, 𝑣)

𝜎(𝑢, 𝑣)
| ≤ 2|𝑢||𝑣| < 2𝜂0

2 = 𝜀 

our claim is true for 𝑟 = 0. Also, 

|
𝐿𝑖𝑗(𝑒1; 𝑢, 𝑣) − 𝑒1(𝑢, 𝑣)

𝜎1(𝑢, 𝑣)
| = |

𝑒1(𝑢, 𝑣)ℎ𝑖𝑗(𝑢, 𝑣)

𝜎(𝑢, 𝑣)
| ≤ 2|𝑢|2|𝑣| < 2𝜂1

3 = 𝜀 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴1 and |𝑢| ≤ 𝜂1 and |𝑣| ≤ 𝜂1 where 𝜂1 = √
𝜀

2

3
. Similarly, 

|
𝐿𝑖𝑗(𝑒2; 𝑢, 𝑣) − 𝑒2(𝑢, 𝑣)

𝜎2(𝑢, 𝑣)
| ≤ |

𝑒2(𝑢, 𝑣)ℎ𝑖𝑗(𝑢, 𝑣)

𝜎(𝑢, 𝑣)
| ≤ 2|𝑢||𝑣|2 < 2𝜂2

3 = 𝜀 
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whenever (𝑖, 𝑗) ∈ ℕ2\𝐴2 and |𝑢| ≤ 𝜂2 and |𝑣| ≤ 𝜂2 where 𝜂2 = √
𝜀

2

3
. Hence, we get that our claim is true for 𝑟 =

1,2. Finally, 

|
𝐿𝑖𝑗(𝑒3; 𝑢, 𝑣) − 𝑒3(𝑢, 𝑣)

𝜎3(𝑢, 𝑣)
| = |

1

𝜎(𝑢, 𝑣)
[(1 + ℎ𝑖𝑗(𝑢, 𝑣)) [𝑒3(𝑢, 𝑣) +

𝑢 − 𝑢2

𝑖
+

𝑣 − 𝑣2

𝑗
] − 𝑒3(𝑢, 𝑣)]|        

                                         ≤ |
ℎ𝑖𝑗(𝑢,𝑣)

𝜎(𝑢,𝑣)
[𝑒3(𝑢, 𝑣) +

𝑢−𝑢2

𝑖
+

𝑣−𝑣2

𝑗
]| + |

𝑢−𝑢2

𝑖𝜎(𝑢,𝑣)
| + |

𝑣−𝑣2

𝑗𝜎(𝑢,𝑣)
| 

                                         ≤ 4 |
ℎ𝑖𝑗(𝑢,𝑣)

𝜎(𝑢,𝑣)
| + 2|𝑢||𝑣| 

                                         ≤ 10|𝑢||𝑣| ≤ 10𝜂3
2 = 𝜀 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴3 and |𝑢| ≤ 𝜂3 and |𝑣| ≤ 𝜂3 where 𝜂3 = √
𝜀

10
 and our claim is true for 𝑟 = 3. Hence from 

our main Theorem 4.2, we get 

|
𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)

𝜎(𝑢, 𝑣)
| ≤ 𝜀 

whenever (𝑖, 𝑗) ∈ ℕ2\𝐴, |𝑢| ≤ 𝜂 and |𝑣| ≤ 𝜂 where 𝜂 = min {√
𝜀

2
, √

𝜀

2

3
√

𝜀

10
}. However, since |𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) −

𝑒0(𝑢, 𝑣)| = ℎ𝑖𝑗(𝑢, 𝑣), the sequence (𝐿𝑖𝑗(𝑒0)) is not statistically uniformly convergent to 𝑒0 at (0,0). Hence, we 

can say that Theorem 4.1 (statistical Korovkin type theorem) and Corollary 4.1 do not work for our operators 

defined by (5). Also, (𝐿𝑖𝑗(𝑒0)) is not uniformly convergent to 𝑒0 at (0,0) and Corollary 4.2 does not work for 

our operators, too. 

6.   Rate of Convergence 

The main aim of this section is to study the rate of convergence with the aid of the modulus of continuity that is 

defined by 

𝜔2(𝑓; 𝛿) ≔ sup {|𝑓(𝑠, 𝑡) − 𝑓(𝑢, 𝑣)|: (𝑠, 𝑡), (𝑢, 𝑣) ∈ 𝐺2, √(𝑠 − 𝑢)2 + (𝑡 − 𝑣)2 ≤ 𝛿} 

where 𝑓 ∈ 𝐶(𝐺2) and 𝛿 > 0. In order to obtain our result, we will make use of the elementary inequality, for all 

𝑓 ∈ 𝐶(𝐺2)  and for 𝜆, 𝛿 > 0, 

𝜔2(𝑓; 𝜆𝛿) ≤ (1 + [𝜆])𝜔2(𝑓; 𝛿) 

where [𝜆] is defined to be the greatest integer less than or equal to 𝜆 (see also [25, 26]). 

Theorem 6.1 Let (𝐿𝑖𝑗) be a double sequence of positive linear operators acting from 𝐶(𝐺2) into itself. Assume 

that the following conditions hold: 

(i) (𝐿𝑖𝑗(𝑒0)) converges statistically uniformly to 𝑒0 at (𝑢0, 𝑣0) with respect to the scale function 𝜎0, 
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(ii) 𝑠𝑡2 − lim
𝑖,𝑗→∞

𝜔2(𝑓;𝛿𝑖𝑗)

|𝜎1(𝑢,𝑣)|
= 0 for each (𝑢, 𝑣) ∈ 𝐺2 where 𝛿𝑖𝑗 ≔ √𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣). 

Then we have, for all 𝑓 ∈ 𝐶(𝐺2), (𝐿𝑖𝑗(𝑓)) converges statistically uniformly to 𝑓 at (𝑢0, 𝑣0) with respect to the 

scale function 𝜎, where 𝜎(𝑢, 𝑣) = max{|𝜎𝑟(𝑢, 𝑣)|: 𝑟 = 0,1}. 

Proof Let (𝑢, 𝑣) ∈ 𝐺2 and 𝑓 ∈ 𝐶(𝐺2) be fixed. Using the linearity and the positivity of the operators 𝐿𝑖𝑗, for all 

(𝑖, 𝑗) ∈ ℕ2 and any 𝛿 > 0, we have 

|𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)| ≤ |𝐿𝑖𝑗(𝑓; 𝑢, 𝑣) − 𝑓(𝑢, 𝑣)𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣)| + |𝑓(𝑢, 𝑣)||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                                                 ≤ 𝐿𝑖𝑗 ((1 +
(.−𝑢)2+(.−𝑣)2

𝛿2 ) 𝜔2(𝑓; 𝛿); 𝑢, 𝑣) + |𝑓(𝑢, 𝑣)||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)| 

                                                 = 𝜔2(𝑓; 𝛿)𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) +
𝜔2(𝑓;𝛿)

𝛿2 𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣) +

                                                            |𝑓(𝑢, 𝑣)||𝐿𝑖𝑗(𝑒0; 𝑢, 𝑣) − 𝑒0(𝑢, 𝑣)|. 

Put 𝛿: = 𝛿𝑖𝑗 = √𝐿𝑖𝑗((. −𝑢)2 + (. −𝑣)2; 𝑢, 𝑣). Hence, we get 

|𝐿𝑖𝑗(𝑓;𝑢,𝑣)−𝑓(𝑢,𝑣)|

 𝜎(𝑢,𝑣)
≤ [𝜔2(𝑓; 𝛿𝑖𝑗) + |𝑓(𝑢, 𝑣)|] |

𝐿𝑖𝑗(𝑒0;𝑢,𝑣)−𝑒0(𝑢,𝑣)

𝜎0(𝑢,𝑣)
| + 2

𝜔2(𝑓;𝛿𝑖𝑗)

|𝜎1(𝑢,𝑣)|
. 

By using (i) and (ii) the proof is completed. 
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